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1. INTRODUCTION

In 1973, Muckstad t [2) extended Sherbrooke ’a well known METRIC

model [3] to explicitly account for multi—indentured items. By a

reparable multi—indentured item we mean a reparable module that contains
reparable components. The components themselves may contain reparable

subcosnponents, etc. Much of the Army’s complex new equipment is designed

with these indenture levels. The basic idea behind indentured items is

that when a module fails, a failed component may be quickly removed and
replaced with a serviceable component. Thus, the actual downtime of the

module, that is, the time the module is not in a serviceable condition, may

be less than if repair had to be done on the whole module. Muckstadt’s

MOD1€TRIC model leads to a complex solution technique that consumes a con-

siderable amount of computer time. In this report we present a heuristic for

reducing the time to solve MODMETRIC while yielding close to optimal solutions.

Section 2 presents a brief review of the MODMETRIC formulation while

in Section 3 we discuss the solution procedure in more depth. Sections

4 and 5 discuss the heuristic we propose and other possible heuristics.
In this report we consider a two echelon system as in Figure 1.

DEPOT 
I

~~~
SE
1(~~~~~ 2 . . .  ~~~

FIGURE 1

There are N bases and a depot. The dynamics of a multi—echelon multi—

indentured system are depicted in Figure 2. We will consider a module with

N components. When referring to the module and its component. a 0 subscript

will refer to the module; the components will be numbered 1, 2,. .,M.
2
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2. THE MODMETRIC PROBLEM

In this section we present a brief review of the MODMETRIC problem

as formulated by Muckstadt [2].

The basic assumptions are:

(1) Customer demand at each base for modules is a stationary

(compound) Poisson Process with rate A~.

(2) No lateral resupply among bases.
(3) Failures of one type of item (i.e. modules or components)

are independent of failures of other types of items.

(4) All repair times for all items are statistically independent.

(5) The echelon at which an item is repaired depends only on the

complexity of the repair required.

(6) No batching (or waiting) of items before repair is begun.

(7) All locations follow a one—for—one (S—l ,S) resupply policy.

For ease ~f exposition we further assume:

(8) All parts are repaired (no condemnations).

(9) A module failure is caused by the fiiilure of at most one

component.
(10) Modules sent to the depot for repair are completely overhauled.

Assumptions (8) and (10) are not restrictive and could easily be
relaxed in the model formulation. In actual Army depot situations a
module is sent to the depot by a base only when the module has been seriously
damaged. In these situations, the time to overhaul the module is large

• enough so that any component that is removed from a module is repaired
• and the now - ;~~eab1e component is put back into the same module from

which it ii removed.

The problem we consider is to determine the module and component

stock levels at eli locations that minimize the sum of the holding cost

of all items (modules and components) at all locations (bases and depot)

subject to a performance constraint on the sum over all bases of the time

weighted module backorders.

In order to compute the expected number of module backorders out-
standing at a point in time at baae~5 we need to know the module resupply

4
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time at ba.e~. It is through the expected module resupply time that
MODMETRIC explicitly accounts for the effect of the components on module
performance.

Let T~ — expected module resupply time at basc~.

Then

(1) ‘l — r~ (b~ + Z~) + (1 — r~) (O~ +

Where
rj  — proportion of module failures repaired at base

s

b~ — mean base fault isolation and component remove and
replace time

Z — expected delay in module repair at base due to
unavailable serviceable components

— mean order and ship t ime between base
s 
and depot

— expected delay at depot due to unavailable modules

Let — spare stock level of item k at location j; k”O,
l,...,M (0 — module) ; j  — O,1,...,N (0 — depot)

— expected daily module demand at base
s

— expected daily module demand at depot

N
— E  A ( l — r ):1 j

— mean depot repair time for item k; k — 0,l,...,M (0 — module)

The expected delay at the depot from the time base
s 
places a module

• resupply request on the depot until a serviceable module is available for

shipment to base
s 
is given by

expected number of module backorders out—
— standing at a point in t ime at depot

expected daily demand for modules at depot

5
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Given a depot module stock level of S 0 the expected module back—

orders outstan~.~ng it the depot at a point in time is given by

(2) 
— 5 )  p(x; A0F0)

where P(x;uj) — probability that x units are in resupply at location
• j given a mean resupply time.

Hence,
E (x—S )p(x; A F )

x > S  00 0 0

(3) ~~~ °°

D~ reflects the interaction of the two echelon supply systet~ on module

performance at base
s
. Similarly Z

1 
reflects the effect of the co~npor~nta

on module performance at base
s
. We now show how Z~ may be calculated.

Let — Probability that a module failure was caused by a failure
of component k k’l,...,M.

— Expected delay in base module repair given that the
module failed due to ~~~~~~~~~~~~ of component k.

Ak — Daily demand for component k at location j
k 1l,...,M j 0 , e . . ,N

Then, clearly -

M
(4) Z — E  g~ P

k—l ~ k

Since module failures that require base
s 

repair follow a Poisson
Process with rate r~A~ then component k failures follow a Poisson Process

• with rate Aki — PkAJ 
r
1

Hence,

6 
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I

To calculate g~~ we need to know the base1 
resupply time for component

k. If Tkj — base
1 
resupply time for component k, then similar to (1).

(6) Tkj — r
kl
bkj + (1 — rkj) ~°kj 

+ Dkj)

where

rkj — Proportion of component k failures repaired at base
1
.

— Mean component It repair time at base
1
.

— Component It order and ship time between depot and base
1
.

— Delay at depot due to unavailable serviceable component
~ k stock.

H Given a depot spare stock level of Sk of component k, we have, as

before, that
(x — S

Ito) p(x; AkOPIt)x > S
(7) Dk — 

ko
I Ako

Hence , all the terms in (6) have been calculated and similar to (3) we see

(x — S
ki

) p (x; AkITIti)x > S
(8) 8k~J Akj

Substituting (5) and (8) into (4) we have finally that

• E (x — Ski) p (x; Ak4Tk4)M x > S  ‘ ~~

(9) Z • E  ki
k—l r

1A1

With this, all the terms in the expected base
1 
module resupply t ime

equation (1) have been calculated.

7
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In su ary then, given the system parameters and module and component
stock levels at all locations, to calculate the base

1 
module resupply

time, we:
(a) calculate the delay at depot due to unavailable components

of type It; It —

(b) calculate the component resupply time at base for each
component.

(c) calculate expected component backorders at base4 and then
the delay in base

1 
module repair due to unavailible components.

(d) determine expected delay at depot due to unavailable modules.
(e) calculate base module resupply time.

It should be clear from the above discussion that to explicitly
model the component — module relationship leade to some rather complex
expressions and a difficult optimization problem. In the next section
we explore solution procedures for the optimization problem in more depth.

8
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3. OPTIMIZATION PROBLEM

The MODMETRIC Optimization Problem can now be formulated as - -

N M
Mm E C° S + E C~ Sk 

—

(10) 1—0 
H Oj k—i

N
S.T. E E (x — S04) p(x; A4 T4) <

j—l x > S 0 
‘

Where S — (S~~, S01,..., SON: S10,..., SiN, S20,...,S~~)

is a vector of non—negative integers, 1M is a specified module performance

level and C~ is the unit price for item k, k—O ,...,M.

Problem (10) is not convex and optimization is difficult due to the

complex interactions between echelons and between modules and components as

expressed in the resupply time equations. Kotkin [1] has developed bounds on

the optimal module and component stock levels (and hence bounds on the optimal
module and component budget expenditures). Shay and O’Malley (4~ have dev*l~p.d

a solution procedure that is not as complex as the procedure suggested by

Muckstadt. Even so, no relatively easy solution to (10) is known.

Muckstadt [2] suggests partitioning (10) into 2 subproblems:

N M kMin E  E C S
(ila) j—O k1 H

N M
S.T. E E £ (x — Ski) p (x ;Ak4Tk4) ~i—i k—i X~~~~

S
k

Then , after obtaining the solution to (ila) we solve:

N
Mm E C°S

(lib) j—O H Oj

N
S.T. E E (x — S04) p(x;A4~4) <

j—l x > S 01
9



where ~ Is the module resupply time at base1 
given the component stock levels

determined in (lla). Note the variables in (lla) are the component stock

levels while in (lib) the variables are the module stock levels. Note that

(lla) and (lib) are problems of the METRIC [3] type. Muckstadt solved the dual
problems to (lla) and (lib) (the dual problems being to minimize the sum
over all bases of the expected item backorders outstanding at a point in

time subject to a budget constraint) and suggested the following procedure

for solving problem (10). Set lower and upper bounds on component invest—
ment and a component budget increment. Then for a fixed total budget

solve the dual of (h a) with the component budget set at its lower bound
— and then solve the dual of (llb) with the module budget — total budget —

• component budget. Next, Increment the component budget and repeat the

procedure. The approximate solution to (10) is then the best mix of
- component and module budgets determined by this procedure.

The procedure Mucketadt suggests for solving (10) can involve solving

many subproblems of the type (lla) and (lib). This procedure may consume
a considerable amount of computer time and leads to long , complex computer
programs.

The purpose of this report is to present a heuristic procedure for

solving (10) that involves solving subproblems (l].a) and (lib) only once
each. This savings in solution complexity and running time iS especially de-

sirable since in most practical situations a tradeoff curve of budget versus

performance is desired rather than a solution to (10) for a particular per-

formance level To construct this trade off curve involves solving (10)

with various values for and thus the need for a good heuristic for solving

(10) is apparent.

By introducing a generalized Lagrange multiplier BC in (h a) and

multiplier B~ in (llb) these problems can be rewritten as:

N N
(l2a) Mm Z E (C~ Ski + 

~C ~ (x — ski) p(x;A1,4T1~4) ]
4—1 k1 x > S  ‘
.1 lç~

+ 
k-l 

~~ SIto

and 10 
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N
(12b) Mm E B 01 

+ 
~~ x)S 

(x — S
01

) p (x;A
1 ~~~~

)] + C~ SI

Note (12a) is separable by component. Furthermore, the multiplier 3M in

(l2b) is the same as the multiplier we might use in (10) if we were to

try and solve (10) directly. By specifying BM in (10) (and hence in (l2b))

we are implicitly specifying a target module performance value y~. We

then ask if given the multiplier EM can we a priori determine the “optimal”

multiplier value B~ in (l2a)? If this can be done then solving problems
(l2a) and (l2b) once each will yield a satisfactory solution to (10). The

heuristic we present will be an attempt to find the “optimal” B~ given
BM.

The entire approximation procedure that we employ will be:

a. Set Module backorder penalty, EM, in (10).
b. Set Component backorder penalty, B

~
.

c. Use B
~ 
in (l2a) to determine component stock levels.

d. Adjust module resupply time to reflect component delays.

e. Use EM in (12b) with adjusted module resupply time to determineoptimal module stock levels.

f. Return to step 1 and adjust B
~ 

to achieve the desired target
module performance.

This paper focuses on a heuristic for determining B
~ 
in step b. above.

11
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4. HEURISTICS

In the next section we present a heuristic for determining BC
e
.

Before proceeding with this heuristic we will examine two other possible
*heuristics for Bc

An apparent heuristic would be to set — EM i.e. charge the system
as much for a component backorder as we do for a module backorder . This
would imply that a component backorder is considered as bad as a module

backorder. The constraint in (10) is a constraint on module backorders.

But not every component backorder is causing a module backorder. If a

component is backordered this means a module is waiting to be repaired.
It does not necessarily mean that the waiti ng module is backordered. So

a component backorder may only mean repair on a module is being delayed
and in this case we would not want to charge the same penalty as we do

on a module backorder. Hence , it would seem that is an upper bound
on the component backorder cost. By charging too high a component

backorder penalty in (12*) we would be investing more money in components
than we would normally do in an optimal solution to (10), thereby causing

an under investment in modules.
Note that since Bc 

— EM in this heuristic (called the EM heuristic ) ,
as EM increases the heuristic will increase Bc and thus increase the com-
ponent budget as well as the module budget to meet higher module performance

targets.

Another possible heuristic would be to set B
~ 

— module unit price

(MOP — C~). Since a component backorder means a module is waiting to be

repaired and hence is not in a serviceable condition, it may be reasonable

to charge the system the unit price of a module that is no longer available
to it. This approach however, also does not differentiate between the

possible effects of component backorder.. Contrary to the EM heuristic ,
the module unit price heuristic (MOP heuristic) says component backorders

should only be charged for delaying repair of modules and not for causing
module backorder. • It seems reasonable (and we shall show this later)
that the MUP should be a lower bound on the true value of the component
backorder penalty cost. Underestimating BC

* results in an und.r investaent

12
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in components thereby causing an overinvestment in modules.
Note that in the MUP heuristic, since the module unit price doss not

change , component stock levels do not change for different values of EM
Although this heuristic is extremel y easy to implement (since it involves
solving (12a) only once and these component levels are the stock levels

• for all, values of 
~~~ 

it seems reasonable to expect that the component
levels should vary for different values of the module backorder penalty

• cost.

Figure 1 through FIgure 4 illustrates how these heuristics compare

with Muckstadt’s solution procedure. In these graphs, we have plotted

• expected backorder. versus total budget.

The four curves compare the EM and MUP solution heuristics with
Muckstadt’s MODMETRIC. From these figures we can make the following

observations:

a. For low ready reates (ready rate is the percentage of time no

module backordere are outstanding) both the EM and MUP heuristics work
well. (The numbers next to the MODMETRIC points indicate the reedy rats).

b. As the ready rate increases the EM heuristic begins to do
better than the MUP heuristic. (Figures 1. and 2).

c. As the ready rate increases even further, the MUP heuristic begin.

to do considerably better than the EM heuristic. However, both are generally

inferior to the MODMETRIC solution obtained by Muckstadt’s procedure

(Figures 3 and 4).

Since in most practical cases we are interested in ready rates in

the 90 — 1001 range, Figures 3 and 4 imply that for higher ready rates it
is better to overinvest in modules than to underinvest in module.. This

corresponds to an empirical observation made by Muck stad t [2] in his origina l.
)IODMETRIC paper .

To gain some insights into the observations we shall explore (10) ,
• (12*) and (12b) in more depth .

Claim: If the module stock is constrained to be zero at all bases ,
*then BC — EM for all.

Proof: By introducing the multiplier L~ in (10) we get the new

prob lea.
13
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(13) Mm C~S00 + E (C
~
S
kJ 

+ EM (x—5
1

) p( x ;x
1

T
1
)]

If the bases are constrained to have zero module stock then (13)

reduces to:

N 14
(14) Mm E E [C~ S~~ + EM ~. T ] + C~ S

—l k—l ~~ P.J & jj £ 00

Using (1), (3) and (9) this reduces to:

N N M
(15) Mm z EE [C

~
Sk4 + 314 E (x — Ski) p (x;Ak4Tk4)J

j1 k—i k—i x > Sk 
J J J

+ EM E (x— S0)p(x; A 0F0) + C~ S
00z>S

But (15) i. precisely problems (12:) and (12b) with the multiplier value

equal to EM and the claim I. established.
Intuitively, if there is no module stock at the bases, every

component backorder is directly causing a. module backorder since the

module waiting for repair must be due out to a customer. Hence, a com-
ponent backorder is as bad as a module backorder and it seems reasonable

to chargs the same backorder cost, 314, to component backorder. as we do

to module backorders.

Note that if EM c MOP then it never pays to have any module stock
since it costs less to have one unit year of module backorder. than to
hold the module f or one year. Hence, to force base module stock to be

zero , set EM — MO P. Unless the module has a low demand rate, zero module
stock levels at the bases will result in a relatively low ready rate.
Hence, for low ready rates we would expect to see that the two heuristics
agree with each other and with MODMETRIC.

The above observations help to illustrate why MOP is a practical lower
bound on BC

*. In most problems of interest EM > MUP since we desire the

system to have spare modules , and since we would expect the component
backorder cost to increase as the module backorder cost increases , MUP

should be a lower bound on
As EM is increased above MUP and we start to put module stock at the

- , - .~~~~ .
• . ~~~~~~~~~~ 

~.
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bases , the two heuristics begin to give different answers. Initially

the overinvestment in components by the EM heuristic is lees damaging
than the underinvestment in components by the MOP heuristic. This is
probably due to the fact that for low ready rates, achieving a module

performance target can be done by investing in either modules or components.

However, for higher and higher ready rate targets we would expect module.

• to play a more significant factor in achieving the ready rate target.
Hence , the MOP heuristic which buys more modules than the EM heuristic
will tend to do better for higher ready rates.

A procedure for solving (10) similar to the Muckstadt solution pro—
cedure would be to specif y a multiplier increment d~ . Then, for a particular
value of B14, solve problems (l2a) and (l2b) with B

~ 
— MUP , Bc ~ MUP + d~,

B — 1.~UP + 2d ,........ B — B. • The solution would then be the best ofC C C N
these trial solutions. Here again, however, many solutions of (12*) and
(l2b) are required for a particular value of y14. The next heuristic we
present will attempt to take advantage of the knowledge gained from the
MUP and EM heuristics.

19
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5. THE FINAL HEURISTIC

Previously , we mentioned that specifying EM in (10) and (l2b)
implicitly specifies a module performance target . Particularly , regardless
of the component levels , specifying EM establishes a lower bound

(16)

on the module ready rate at a base. To see this , note that if the component
levels are f ixed at all locations and the depot module stock is fixed,
then (10) (or 12b) reduces to

• N
(17) Mm — E (C~ S + EM E (x — S ) p( x; A T )]

Oj x > S  oj  j j
o.j

where ~ reflects the f ixed component and depot module levels. (17) is
separable by base and for each base (17) is convex in S~~ (This is well
known and a proof can be found in Sherbrooke (3]) .  The problem for base
;j is

(18) Mm Q
1
(S~~) — C~~ S~~ + EM (x — S0~

) P(x;A~~~)
~ oj

The optimal base J module stock, ~~~~ must satisfy the optimality

conditions:

(a) Q~ (S~~*) 
— Q~ 

(S0~* — 1) 0

(19) (b) Q(S0~* + 1) 
— Q~ 

($~~*) >

(c) or S
1
*~~~O

Using these conditions we see that S0~* must satisfy

0

(20) p ($~~* + l;A~~3
) < j~~~~ ~~~ 

(S~~*;A~~~)

k~~~ 
—

~ 
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where
*P (S a; P)  — E 

* 
p(k ;i)

°~ k—So.j

P (S~~ + 1) is the probability that (S~~ + 1) or more modules are in
resupply to base j .  But this 1. just the probability that there is at
least one module backorder at base j and hence the ready rate — 1 —

probability of one or more module backorder., is bounded below by (16).

Given that a component is backordered, it is possible that a module

backorder exists as well. If this is the case it seems reasonable to
charge EM for the component backorder. If there is no module backordered
then we charge l’flJP for the component backorder. However, A in (16) gives

an approximation to the percentage of time that there will be no module

backorder. and hence 1 — A is the proportion of time there are module

backorders. Combining the above observations, the heuristic we propose

is to set

(21) Bc* — A (MOP) + (1 — & ~~
- (1 - 

~~~~~ ) ~~~ + (~~~~~ ) EM

In sumeary, the heuristic says that if on a day on which there is
a component backorder there are also modules backordered , charge EM per
component backorder day . Otherwise charge MOP per component backorder day .

A underestimates the true ready rate since A is only a target and it
is usually exceeded (see equation (20)). However , the fact that there is

a component backordered affects (lowers) the probability that there are no
modules backordered at the same time. Hence, we use A as an approximation
to the probability of no module backorders .

The heuristic (21) has several desirable properties . From (21) we
note that:
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(a) 
~~~~~~ Bc* < E M  

-

•

(b) B
c* increases as 314 increases

(c) As B14 goes to infinity, B~* goes to 2 MUP

Properties (a) and (b) are desirable in light of the discussion of
the previous section. There seems to be no intuitive significance to the
value 2 MOP. As ~~ increases, 3~* approaches this value of 2 MOP. Hence,
for large values of EM ’ B at worst underestimates the true optimal
component backorder cost. As ment ioned previously, for higher ready rates
it is better to underinvest in components than to overinvest.

Figures 5, 6 and 7 compare the heuristic and MODNETRIC results. These
are again plots of expected backorders versus total budget. Tables 1, 2
and 3 give the corresponding numerical values for the points plotted in
Figures 5, 6 and 7 respectively. From the graphs and tables we note
that:

(a) the heuristic generates some but not all of the MODMETRIC
points.

(b) when the heuristic generates points that are not MODMETRIC
points , the heuristic points lie on or near the extended
MODMETRIC curve • This extended curve is simply a straight
line completion of the MODMETRIC points.

(c) most of the later paints generated by the heuristic are ob-

tained by increasing the module stock levels and not the
component levels . Thi, is because all Bc* for these later
points are nearly equal to 2 MOP.

(d) for very high ready rates, the heuristic underinv’ests in
components and hence overinvests in modules.

When the heuristic and MODMETRIC points agree, both the component and
module stock levels at all locations agree. In principle, Muckatadt’s
MODMETRIC solution procedure will generate a solution for any budget value.
Many of the heuristics points could be generated by the MODMETRIC algorithm
if in the search algorithm the component budget increment is made small
enough . In general , however, the heuristic will generate fever points than

22
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MODMETRIC does . This is because as 3~* approaches 2 MU? the component
levels stay the same and only module levels change. On the other hand,

MODMETRIC may change the component levels as well as the module levels
and hence may generate more points.

Figure. 8 and 9 are plots of component budget verus total budget.
From these plots , we see that MODMETRIC may “oscillate” between component
levels. That is, as the total budget increases, the allocated component -

budget may oscillate. Generally we would expect that as the total budget

increases, the component budget increases. Say we have a total budget of

$T and given this total budget we have an optimal component budget of

> MU?. If we increase the total budget by (N—i) MU? where N — number
of bases) it may pay to decrease component investment by MUP so that one -

•

additional module can be put at each base. This is one of the øituations

in which total budget may increase but the component budget may decrease.

Generally, MODMETRIC “oscillates” before levelling off at a particular
component budget since after the total budget is increased enough, there

will be enough money for more modules and more components.

The heuristic obviously cannot oscillate. Since B~ increases as

EM increases, the component budget can never decrease as the total budget
increases.- The heuristic tends to reach the component budgets where

MODMETRIC levels off, but it cannot generate the points where MODI€TRIC

oscillates. The heuristic may generate the total budgets T0 and (T
0 

+ N MOP)
while MOD1€TRIC may generate points T0, (T0 + (N—i) MUP) and (T + N MUP).

• This helps to explain why MODMETRIC will usually generate more points than
the heuristic.

The figures 5, 6, 7, 8 and 9 are typical of the results we had.
Experience has indicated that the heuristic yields points satisfactorily
close to the MODMETRIC points to be a viable alternative. Note that the

heuristic (21) adjusts itself for different priced modules and for varying

system parameters.

A good decision making policy might be as follows. Use the heuristic

to generate the performance versus budget tradeoff curve. Then a manager

may choose the point he wishes to be at. Once this point is determined,

26



the more precise solution procedure (or the MODMETRIC solution procedure)

- 
may be used to obtain a more exact answer for the chosen point. However, -

- even for the chosen point, experience indicates the heuristic solution will
be satisfactory without more complex and t ime consuming procedures.
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CONCLUSIONS

In this paper we have presented a heuristic to solve the MODMETRIC

inventory problem. Computational experience has indicated that the
heuristic works extremely well. The heuristic leads to a much less
complex computer code. Furthermore, the heuristic will generate a budget
versus performance tradeoff curve at least ten to twenty times faster than
the I4ODMETRIC procedure . In Appendix I we have a listing of the computer
code for the heuristic.

F~~ther research will be done to determine if the heuristic can be
extended to more than two echelons and more than one level of indenture.

• Preliminary indications seem to indicate that the heuristic is easily and

• successfully extendable to more levels of indenture. The heuristic for
subassemblies is just modified to reflect the unit price and the backorder
penalty of the next higher assembly.

Work is now underway to extend the heuristic for problems with more
than two echelons.
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APPENDIX II

The test module used to verify the heuristic had the following
characteristics:

Module unit price : $80 ,000
Mean hours between module demands: 260
Depot module repair time: 60 days

All components required depot repair. The component data was :

Component # Mean Hours Unit Depot
Between Price Repair
Demands Time

1 1000 25000 45

2 800 1000 45

3 3800 35000 45

4 4000 1100 45

5 2400 30000 45

6 2200 1500 45

The order and ship time between bases and depot was 15 days for all items.
There were two identical bases. We assumed 4 , 8 and 12 module failures
per base per month in Figures 5, 6 and 7 respectively.

Other cases with different unit prices, repair times, failure rates,
etc., were run and the results were comparable to those presented in the
report .

38

• - •~~~ ... • j



DISTRIBUTION

COPIES

1 Deputy Under Sec’y of the Army, ATTN: Office of Op Reech
• Headquarters, US Army Materiel Development & Readiness Command

1 DRCPA— S
1 DRCMS
1 DRCPS-P ATTN : Mr. Boehm

______ 
DRCMM-R

1 DRCMM-M
______ 

DRCRB
1 Dep Chf of Staff for Logistics, ATTN: DALO—SMS , Pentagon,

• Wash., DC 20310
1 Dep Chf of Staff for Logistics, ATTN: DALO—SML, Pentagon,

• Wash., DC 20310
2 Defense Logistics Studies Info Exchange, DRXMC—D

• 10 Defense Documentation Center, Cameron Sta., Alexandria, VA 22314
______ 

Commandant, US Army Logistics Mgt Center, Ft. Lee, VA 23801
______ 

Off ice, Asst Sec ’y of Defense, ATTN MRA&L—SR, Pentagon,
Wash., DC 20310

Commander , USA Armament Materiel Readiness Cmd, Rock Island, IL 61201
1 ATTN : DRSAR-NM
1 ATTN: DRSAR-SA

Commander , USA Communications & Electronics Materiel Readiness Cmd,
Ft. Monmouth, NJ 07703

1 ATTN: DRSEL—MM
_____ 

ATTN: DRSEL—SA
Coimnander, USA Missile Materiel Readiness Cmd, Redstone Are, AL 35809

1 ATTN: DRSMI-S
______ 

ATTN : DRSMI-D
Commander, USA Troop Suppor t & Aviation Materiel Readiness Command,

St. Louis, MO
1 ATTN : DRSTS-SP

______ 
ATTN: DRSTS—FR 1 ATTN : DRSTS—SPSS

Commander, US Army Tank—Automotive Materiel Readiness Command ,
Warren , MI 48090

1 ATTN : DRSTA—F
______ 

ATTN: DRSTA-S
• 1 Commander , US Ar-my Tank—Automotive Research & Development Command ,

ATTN: DRDTA—V , Warren, MI 48090
1 Commander, US Army Armament Research & Development Command,

ATTN: DRDAR—SE, Dover, NJ 07801
1 Commander, US Army Aviation Research & Development Command ,

St. Louis, MO 63166
1 Commander , US Army Communications Research & Development Command,

ATTN: DRSEL—SA, Ft. Monmouth, NJ 07703
1 Commander, US Army Electronics Research & Development Command,

ATTN : DRDEL—AP , Adelphi , MD 20783

39

_________________ _- - -—_--•-- - -  

- •



F-

COPIES

1 Cotmuander, US Army Mobility Equipment Research & Development Cmd,
ATTN : DRDME—O , Ft. Belvoir, VA 22060

1 Commander , US Army Missile Research & Development Command,
ATTN: DRDMI—DS, Redstone Arsenal, AL 35809

______ 
Commander, US Army Natick Research & Development Command,

ATTN: DRXNM—O, Natick, ~~ 01760
1 Commander, US Army Logistics Center , Ft. Lee, VA 23801

______ 
Commander, US Army Logistics Evaluation Agency, New Cumberland

Army Depot, New Cuinberland, PA 17070
______ 

Commander, US Army Depot Systems Command, Chambersburg, PA 17201
1 Commander, US Air Force Logistics Cmd, WPAFB, ATTN: AFLC/XRS,

Dayton, Ohio 45433
1 US Navy Fleet Materiel Support Office, Naval Support Depot,

Mechanicsburg , PA 17055
1 !lr. James Prichard , Navy Supply Systems Cmd , Dept of US Navy,

Wash., DC 20376
1 George Washington University, Inst of Management Science & Engr.,

707 22nd St., N.W., Wash., DC 20006
1. Naval Postgraduate School, ATTN: Dept of Opus Anal, Monterey,

CA 93940
1 Air Force Institute of Technology, ATTN: SLGQ, Head Quantitative

Studies Dept., Dayton, OH 43433
1 US Army Military Academy, West Point, NY 10996
1 Librarian, Logistics Mgt Inst., 4701 Sangatnore Rd., Wash. ,DC 20016
1 University of Florida, ATTN : Dept of Industrial Systems Engr.,

Gainesville, FL 32601
_____  

RAND Corp., ATTN : S. M . Drezner, 1700 Main St., Santa Monica,
CA 90406

1 US Army Materiel Systems Analysis Activity, ATTN: DRXSY—CL,
Aberdeen Proving Ground, MD 21005

1 Commander, US Army Logistics Center , ATTN: Concepts & Doctrine
Directorate , Ft. Lee , VA 23801

1 ALOG Magazine, ATTN: Tom Johnson, U SALMC, Ft. Lee, VA 23801
1 Commander, USDRC Automated Logistics Mgt Systems Activity,

P.O. Box 1578, St. Louis , MO 63188
1 Director , DARCOM Logistics Systems Support Agency, Letter-kenny

Army Depot, Chambersburg, PA 17201
1 Commander, Materiel Readiness Supply Activity, Lexington, KY 40507

______ 
Director, Army Management Engineering Training Agency, Rock Island

Arsenal, Rock Island, IL 61202
1 Defense Logistics Agency, Cameron Sta, Alexandria, VA 22314
1 Dsp Chf of Staff (I&L), HQ USMC—L!~~—2, ATTN : MAJ Sonneborn , Jr.,

Wash., DC 20380
1 Commander, US Army Depot Systems Command, Letterkenny Army Depot ,

ATTN: DRSDS—LL , Chambersburg, PA 17201
1 US Army Logistics Evaluation Agency, New Cumberland Army Depot ,

New Cumberland , PA 17070
1 HQ, Dept of the Army, (DASG—HCL—P), Wash., DC 20314
1 Operations Research Center, 3115 Etcheverry Hall, University

of California, Berkeley, CA 94720

40 

~~~~~~-- -- --- ~~•.- -~~~~ -- -- -  --- -_  

•



-~~ - - .  —~ ,‘.“ — —- - -~~~~ - -~~~~~~~~~~~~~ — —— - - - ~~~~~- 
-~~~~~~~~~~~~~~~~~~~~ -~~~~

I

COPIES
1 Dr. Jack Muckatadt , Dept of Industrial Engineering & Operations

Research , Upson Hall , Cornell University, Ithaca, NY 14890
1 Prof Herbert P. Galliher, Dept of Industrial Engineering ,

University of Michigan , Ann Arbor, MI 48104
1 Mr. Ellvood Hurford , Scientific Advisor, ATCL—SCA, Army Logistics

Center , Ft. Lee, VA 23801
1 Commandant, USA Armor School, ATTN: MAJ Harold E. Burch,

Leadership Dept, Ft. Knox, KY 4012].
1 Prof Robert H. Stark , Dept of Stat & Computer Sciences,

University of Delaware, Newark, DE 19711
1 Prof E. Gerald Hurst, Jr., Dept of Decision Science, The Wharton

School, University of ~enna., Phila., PA 19174
1 Logistics Studies Office, DR~4C—LSO, ALMC , Ft. Lee, VA 23801
1 Procurement Research Office , DRXMC—PRO , ALMC, Ft. Lee, VA 23801
1 Dept of Industrial Engr. & Engr. Management, Stanford University,

Stanford, CA 94305
1 Commander, US Army Communications Command, ATTN : Dr. Forrey ,

• CC—LOG—LEO , Ft. Huachuca, AZ 85613
1 Commander , US Army Test & Evaluation Cmd, ATTN : DRSTE—SY ,

Aberdeen Proving Ground, MD 21005
1 Prof Harvey N . Wagner , Dean, School of Business Adm, University

of North Carolina, Chapel Hill, NC 27514
1 Dr. John Voelker, EES Bldg. 11, Argonne National Laboratory,

9700 S. Cass Ave., Argonne, IL 60439
1 DARCOM Intern Training Center, ATTN: Jon T. Miller, Bldg. 468,

Red River Army Depot, Texarkana, TX 75501
1. Prof Leroy B. Schwarz, Dept of Management, Purdue University,

Krannert Bldg, West Lafayette, Indiana 47907
1 US Army Training & Doctrine Command, Ft. Monroe, VA 23651
1 US General Accounting Office, ATTN: Mr. J. Morris, Re 5840,

441 C. St., N.W., Wash., DC 20548
1 Operations & Inventory Analysis Office, NAVSUP (Code 04A) Dept

of Navy, Wash., DC 20376
1. US Army Research Office , ATTN : Robert Launer, Math. Div.,

P.O. Box 12211, Research Triangle Park, NC 27709
1 Prof William P. Pierakall a, Dept of Ind . Engr. & Mgt. Sciences,

Northwestern University, Evanston, IL 60201
1 US Army Materiel Systems Analysis Activity, ATTN : DRXSY—MP ,

Aberdeen Proving Ground, MD 21005
1 Air Force Logistics Management Center, ATT: AFLMC/LCY,

• Gunter Air Force Station, AL 36114
1 Engineer Studies Center, 6500 Brooks Lane, Wash., DC 20315

41


