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~1~ ABSTRACT

• This thesis was undertaken to exam ine an acoustical

- signal processing test bed, s imi l i a r  to the one insta lled at

-
. the Naval Postgraduate School , to be used prim ari l y for

- e xoer~ nsental ap olications. The major components include two

- PDP 11 series computers , at least one array orocessor, a

mass storage unit as well as assorted input and dis p lay

eQu i p m e n t .  Of major interest were the computer selection ,

array processor selection and basic signal routing to

1 • 
f a c i l i t a t e  rea l— ti rr e u t i l i z a t i o n .
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I. INTRODUCTION

- The purpose of thi s  Study i s  to begin evaluation of a

oroposea sign al—pr ocessin g test bed s i m i l i a r  to the test bed

bein g in stalled at the Naval Postaraduate School , Montere y,

California. The basic test bed Consists of an analog

subsystem (fig 1), data— pr ocess ina subsystem (fig 2),

signa l— p rocess iri a sub system (fig 3) and dis p lay Subsystem

(fig ‘4 ) to be usea for general—puroose N a v a l  research.

h r
The analo g subsystem of the test bed was designed for

s igna l  r e c ept io n  and c o n d i t i or i lna .  T h i s  is  b a s i c a l l y

a c c o m o l i s h e d  b y  a 128— l ine inp ut i n t o  a orogrammea m a t r i x

S w i t c h  w h i c h  e m i t s  32 l i n e s  of  o u t o u t .  These  32 l i nes

cont inue t h rough a p r o g r a m— c o n t r o l l e d  f i l t e r  i ssu ing  output

f r om the  S u b s y s t e n .

The siqn al~~orocessi r~g suo system receives results from

t h e analog subs ystem via an A N— 5 4 400  A / D  c o n v e r t e r .  T h i s

infor mation can then oe storel in an Arn oex Megastore u ni t to

he later processed by one MA P— 300 array processor. A

PDP— ll/34 computer contro ls the mass storace devi ces the

• array processor and input fun ct ions. Output is directed to

the data—pr ocessi ng Subs ystem.

The data—p rocessing subsystem receives t he  pr o c e s s e d

data and con trols the ooerat’ion of the dis p la y subsystem.
4
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Displ ay devices presently inc l ude a Ramtek 9300 Video

Display Uni t (color and shades of gray), the Versate c 1600A

p rinter /p lotter and an EPC 2300 Gram Wri ter.

The goal of this study was to examine the major system

com ponents, computers, array processors and major data paths

to determine feasibilit y for various uses and suggest

p o s s i b l e  a l t e r n a t i v e  methods, e s p e c i a l l y  in the real—t ime -
~~~~

environment. The basic task of the test bed was assumed to

be general with no suagestion of sp ecific tasks althou gh it

was recognized that man y uses and data rates may be

uti li zed.

• C h a p t e r  I I  discusses sp ecific como uter manufacturers

I. - and computer types. Chapters III, IV and V deal wit h the

two most popular general—puroose array processors on the

market , discussin g the oros and cons of each. Chapter VI

a i v e s  final conclu sions ano recommendations concerning the

proposed test bed .

20
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I’I . COMPUT ERS

A . GENERAL

For the test bed evaluation , choosin g the proper

computer is important since a varying amount of

com putational power is required for each subsystem. Al so , a

gambit of functio ns ana uses may be tried necessitating a

system that must r e a l i s t i c a l l y  emu late man y sceed, cost and

memory constraints. A common and p op ular system affords

better software support w h i l e  s t i l l  m aintai nin g a low price.

The abi l i t y  to rel y on system supoort is an imp ortant issue

when considering long term use. A popul ar system tends to

develoo newer, more e ffi cient software oackages earlier and

more frequ ent l y than cc less used systems.

For large array pr ocessi ng appl ications with man y

dis p lay devices the ideal situation would be for one

co m ou~~er to i n i t i a l l y  load the ar ray processor and then act

as a “whole sys tem ” monitor and statistician. It could also

aerfor m the information gathering functi on w h i l e  another

computer would act as the output processor for the array

processor an d control the cisp l ay devices. That situation

wou ld be s i m i l i a r  to that of a test bed where f l e x i b i l i t y

may be the key and being computer—bound would he hi g hly

undesirable and p ossibl y unjustl y influence the evaluation

of the array processor. Ar, u l ti mate goal might to be to =

choose the smallest com outer capable of operatin g the array

_ _ _  
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processor and associate d ais p la y devi ces in the desired

fashion while orov idin g for oroduct expansion. It is

realized that for test and research activities more

• com puting power may be necess ary th a n  would be needed for

no rmal production acti v i t i e s .

In October 75, the Computer Family A rch itecture

Selec t ion Committee was formed to evaluate Computer

architecture canaidates as a basis for a fa m i l y  of

software—com p atible m i l i t a r y  computers. Ten Army and 17

Navy orga n izations were represented on the selection

commi ttee [111 • The purpose was to select an architecture

which could be used as a standard, had a proven instruction

set and an architecture which could be used in advanced

technologies.

B. PO P— Il FAMILY

The committee voted that the PDP 1I had the best

architecture for use in the M i l i t a r y  Computer Fami l y.

Nowever , it generall y contained a small address soace and

possible floating ooint instruction com p ata oiu it y problems

w i th exist ing systems. The IBM system 370 was ranked second

with the Interdata 8/32 ranked third (12) . The Digital

Eauip ment Corporation PDP I I  series orovided a popular

examp le of both the p rice and performance exce lla n ce in =

availab l e computer systems. lh e i r p op ularit y is evioenced by

th~ shi ooin q of 10,000 PDP 11/04 and 10,000 PDP I1/34

22
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computers as of 1975, 19Th respectively (28). relevant

PDP— 11 computers considered were the PDP— 11/O4 , PDP I 1/3’4,

PDP—1 1/’45, PDP—Il/55, PDP— t 1/bO , and the PDP—11 /70 (listed

fro m least powerful to most powerful ). What follows is a

brie f desc rip tion of each system . Unless otherwise stated,

it w i l l  be assumed that the more p owerful system w i l l

contain all the features of systems less powerful. The

PDP— I1/03 and the LS I—11 series were not considerea due to

the ir not having the advantages of the UNIBUS (28] .

1. PDP—l1 /04

The PDP—11/04 is the smallest computer of the PO P—li

• series , containing the entire central processing unit on one

board perm i t t i n g  room for crastic expansi on due to unused

ch assis area. The system Conta ins se l f—test logic to

determine system ooerabi l it y every time the processor has

power applied, the console emulator is used or the bootstra p

routi n es are initiated. The console emulator allows the

operator to contr ol the system from a terminal without

ohyS i c a l l y  thro w in g switches or reading l i g h t s  on the front

panel of the unit. The bootstra p loader automatically

restar ts the System from various pe ripheral device s w i thout

need of p hysical switch throwing. Mem ory size varies from

8~
( bytes t o 5b~ bytes (8 bits = 1 byte ) of either MOS

• (metal i c oxide semiconductor) or core typ e wit h  an average

access t ime of 500—nanoseconds arid system cycle tim e of

725 rianosecorids (301 • A typ ical cost of t h i s  system is

23
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$8,950 (29)

2. Pi)P—l1 /34

• The PDP—11 /34 is the next size of the POP—li fa mily

and is the lowest arc hitecture to contain a memory

management routine to orovide program p rotection so user

programs cannot access or chance system memor y space. (In

the 1l /U4 it is the programmers re s p o n s i b i l i t y  to ma i n t a i n

and pr otect t his area.) Memory management also allows

virtual memory paging of up to lb pages ranging in size from

b’4 bytes to 8K bytes for a total p ossible memory of 256K

bytes of w hich 128K is physical . (The highest 4K of adoress

• soace on the PDP ll/3L1/45/55/oO/70 is used for registers

that store I/O data or status of individua l p eriphera l

devices. This means that the 11/34 can phy sically address

124K bytes but v i r t u a l l y  address 256K bytes. ) The 11/34

allows both core memor y and MOS memory to be used

concurrentl y .

The PDP— ll /3L1 also contains a memor y op tion called

cac he memor y whi ch is a 2K high speed (300—nanosecond cy cle

time ) memory used to store a copy of the the most recentl y

selectea portio ns of main mem ory affording faster access of

instructions and data. The “hit ” time or time the next

access is resident in cache is app roximately 80 percent for

the 11/34 . Tim e is saved by less area to access, therefore

less search time , and shorter less como li catea data

tra nsmission. Since MOS memory is v o l a t i l e  (loses

24 
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information when power is removed ), the 11/34 has a battery

back—u p option whic h w i l l  retain information in the MOS

• memory for approximatel y two hours. The PDP— 1l/3L 4 can

operate in two modes , Kernel and User. This two mode

concept is imp ortant in securit y since the User mode is

prevented from executing cert ain instructions that Cou ld

cause modification of the Kernel program, halt the computer

or use memor y soace assigned to the Kernel or other users.

M onitoring and Supervisor y routines are executed in the

Kernel mode. The Kernel /User concept is important since if

the Kernel can be made secure, the overall securit y of the

operating system from accide ntal harm is much easier to

achieve. Prices range from $11,080 to $53,800 129].

3. PDP—11/45

The PDP—11/45 system is designed ~or speed. The

h ig h—soeea central processor allows program execution of

• three m i l l i o n  instructions per Second ana has either

300—nanosecond b io olar me rrory or 980—nanosecona core memory

avail able. MOS memor y is also a v a i l a b l e  as an “add—on ”

opti on. Total memor y space is the same as the 11/34 . There

is ar, op tional fl oat i n a p oint processor to handle double

p recision arithme t ic. The system is es p ecial ly gooa for

multiple —task ap ol icati ons, otherwis e it is the same as the

11/34 . ihe p rice is $41,800 (291 .
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4 . POP—h ISS

The PDP—1i /55 system imp roves on the 11/45 by

• i nsert ina a dual bus structure to a llow int ermixing core arid

• 
- bip olar memor y (uo to 248K with memory management ) to

= - opt im ize system performance. Two separate semiconductor

controllers a l low si multan eous data transfer for increased

system throughput. Both the 11/45 and 11/55 hardware have

been op timized towards a multi p r o g rammin g environment by

inst a l l i n g  a third mode , Supervisor , to control system

operation w h i l e  orop er ly handli ng mul ti—user op erations

(30). The price is $50,400 to $80,780 (29].

5. PDP—i1 /60 -

The PDP—11 /bO system is the interface between the

mi d— range mini and the more powerfu l m i n i .  w i t h the 11/60

we See the~~fir st ca p a bilit y to micro pr ogram and four levels

of p riorit y interru pts. The system was also designed with

the engineering trade—off between ease of m aintenance and

r e l i a b i l i t y  in mind. A system that is very di f f i c u l t  to

reoair after f ailu re may be less use ful than an easy system

to repair that fails more often. the a v a i l a b i l i t y  of the

system is a measure of mean time between fai l ure divided by

the quantity mean time between fai l u r e  plus mean time to

rep air (MTBF /(MTBF + MTIR) ] (301. Digital Equipment

Cor poration has tried to allow for a more compl ex

arc hi tectu re (probable higher failure rate ) by oroviding a

R e l i a b i l i t y  aria Maintenance Program (RAMP) software paclcaaL

26
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to hel p locate software and haraware errors, decreasing the

MTTR thereby increasing a v a i l a b i l i t y .  The price ranges from

$42,400 to over $200,000.

• 6. PDP— i1/70

The PDP—11/70 is the largest of the PO P—li series

and gives the power of a- large computer at the Cost ($63,000

to $144,880 129]) of a min icom outer. It was designed to

operate in high— p erformance systems and is i aea ll y suited

for r ea l—t ime systems due to the hich speed of executio n and

the 80—95 oercent “hit ” ratio of cache memory. Adaress ing of

over four Megabytes of ph ys ical memory is theoreticall y

possi b le wi th the 22 bit addresser , al though 25oK of th i s L$M

must be used for the UNIBtJS re ferencing. (The UNIBUS can

• onl y address 18 bits , therefore the memor y management

routine must convert the 4 ~egabyte addresses as if it were

a virtual location. ) At the present time however on ly 2M of

p hysi ca l memor y can actua lly be accomm otated by the UNIBUS.

There is the option to use 64 b it floatin g point numbers in

calculations. Wit h  two megabytes of m ain memory there is

l i t t l e  concern for memor y constraints durin g a mu l ti—task

environment. The option of attaching high sDeed mass

storage devices to the central orocessing unit throu gh

dedicated paths is available. The system has eight levels

of p riori t y arid a large amount of f l e x i b i l i t y  in its

programming making it ooss ib le to run several leve ls of

• diS p l~~y devices under varyen q loading condit ions.

27
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III. A RRAY PROCESSOR

An Array Processor is an unit caoable of p erformi ng

floating point operations on large data arrays or data

• 
• 

streams. It usuall y operates as a p eripheral device to a

“hos t ” computer system and best performs the reoet it ious

reiterative operations re quir in a a l a r g e  number of

su’rrn at ior i s and m ulti o l i c a t i o n s  t yo i c a l l y  encountered in

matrix cal culatio ns Such as corr elations and fast four ier

transfor ms . This system is special puroose and Cannot

“ thi nk ” for itself since it has no executive functions

exceot those necessary to control the ma thematics required

to per form additions , m u l t i p l i c a t i o n s  and data movement

(18].

• m i t h an array orocessor, large transforms can he

achieved dependent onl y on memor y cap acit y . These

t ransforms can be done faster than in the norm al CPU since

the array processor performs onl y one function at a ti me

• 
• (here fun ction is used in the broader sense as in

trans p osition ) and there is ng need for the normal overhead

control logic of a general purpose computer (81 . Th i s is

more advantageous than a sp ecial purpose computer in that an

arra y processor can he programmed to execute various array

processin g app lications and can also act as a p eripheral.

Ideall y a system would be want ed that could ha ndle any size

arrays includin g the p o s s i b i l i t y  of very large arrays if the

. 1
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situation warranted. Ihis is the o reti call y p ossible by using

sequential pr ocessi ng and strin g ing a series of array

H processors together having each perform a sp ecific

op eration . That would on l y be good, however , for

• ap pli cations not needing results of data processed in step ~4

to he usea in Step N 1 .  Using one array processor ,

efficient and sufficient performance of large arrays is

- Possib le due to the soecia l architecture and memor y of the

ar ray orocessor .

- • Two general purpose array processors orese nt ly seem to 
F

domi nate the m ar ket. These are the CSP Inc. M AP— 300 (Macro •
• 

-

Array Processor) ano the Floating Point Systems AP 12U~3.

W h i l e  the basic function of each is s i m i l i a r ,  the actual

I op eratio n is Qu ite differe nt.

• T he theoretical aovantaae/disaavantage of each

processor w i l l  be discussed in detail comp aring

• architecture , op erational characteristics , software support

ana p r oara m aoiu itv. Cna oter VII , Conclusions aria

Recommendations , w i l l  ciiscu ss the actual p roblems

encounPered w i t h  the i n s t a l l a t i o n  of the MA P— 30U system to

be used in the evaluation here at the Naval Postgraduate

School.
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IV. THE AP—1 20 13 ARRAY PROCESSOR

• The AP—12 0B Array Processor (fig 5) is manu facture a by

Floating Point Systems Inc., Portland , Oregon. It operates

• - 
synchronousl y usi ng a 1b7 nanosecond cycle time master clock

synchronized w ith a 50 percent safety margin every cycle for

worst—case temoerature and voltage. The system uses ore—

conditioned m eaium scale integrated ci r c u i t r y ,  large—scale

in tegrated ci r c u i t r y  and transistor—to—transistor logic .

The AP— 120b is capable of oPerating in temp eratu res from 1~

to 40 degrees centigrade at 0 to 90 percent relative

h u m i d i t y .  This processor is also able to opera te using one

of these vari ous power ootions 105/125 VAC at 120 amps,

180/228 VAC at 10 amos or 210/250 VAC at 10 amos with either

SO/bO hertz or 50/400 hertz available (7) .

The AP— ldO b em oloys a techni que known as p ip eli n e

orocessi ng to increase throughput. Pipeline orocessi ng

uti l i z e s  a combination of the elements of both secuenti al

oroces sing and o a r all el processing. A single basic

orocessor , l ike an adder, is l o g i c a l l y  divided into inte gr al

units that can each perform a sp ecific and separable

function w h i l e  another unit of the adder simultaneously

oerform s another function of the addition task. W hen one

task is comp lete d , it w i l l  move on to the next step in the

seauence a l lowi n g the just vacated section of the aader to

he f i l l e d  w i t i ,  the next task in the queue. Throughout is

30
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increased by in suring that the entire system is always full.

This technique works with both the adder and the m u l t i p l i e r

in the AP—120B. Pi p e li ning is good for vector operations

since vectors are basicall y independent and a solution of

vector N is not needed before vector N fl can he started.

Rowever scalar operations are basicall y seouent ial

operations ari d cannot make use of o ip elining (11 . By

care full y conside ring every operation , esp ecially those i n

loo ps, the programmer can squeeze more op erations per time

interval by p i p e l i n i n g  than would he p ossible using standard

sequential techni ques. The time is gen erall y li m i t e d  by the

m u l t i p l i c a t i o n  time (141 .

The A P— 12O~ instruction word is up to b 4—bits long ama

can per form a maximum of ten d i ff e re n t OPerations ~ ri a

si ngle cycle. As an exam ole , an add, a m u l t i p l y ,  a move to

and from each data oaa (there are two ) and an address

incre ment or decrement can al l  be performed i n  the same

cycle. Any one i nstruction or combination of the above can

be performe d as lono as the resource required is not being

used in another ooeration (some op erat ions are m u l t i — c y c l e

and “lock—out ” the resource until the y are comp lete ) . It is

the programmers obli g ation to insure that all required

resources are available when they are requested or else they

w i l l  be lost (71 . As an exampl e a read from a data pad

takes at least two cycles. If cycle N wanted to read from

Data Pad X and cy cle N—i alrea~Jy initiated a reao from Data

Pad X , the enti re instructio n word for cy cle N woul a be

32
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• delayed one cycle waiti ng for the resource ‘o become

available. This a b i l i t y  to perform more that one basic

operation per cycle all ows a theo retical 30 m i l l i o n

instructions ocr second to be executed. Due ~o memory size

limitations and algorithms not needin g ten operati ons per

instruction word for sustained periods this rate can never

be full y attained exceot possibl y for short bursts (3b).

Since some of these op erations are housekeeping functions,

the maximum number of arithmetic ooerations per secor~a

theo r e t i c a l l y  p ossible is twe lv e m i l l i o n  for vecto rs and

five m i l l i o n  for scalars (-scalar speed is muCh lower since

it requires sequential processing arid cannot take advantage

of p ipe l in ir ig) E l i .

The AP—1208 uses a 3 —bit data word which Floating

Poi nt Systems contends generates better accuracy than the

32—o it word commonly used by other systems (7]. This 38—bit

wora Consists of a ten— p it bi ased exponent and 28-bit twos

com p liment mantissa thereb y allowin g numbers in a range of

3.7 * 10 ** —155 to b.7 * 10 ** 153 t r  be represented. The

28—bit mantissa a l l o w s  for extensive c a l c u l a t i o n s  without

significant truncation errors or a maximum r e l a t i v e  error of

ap oroximate ly 7.5 * 10 ** — 9 per arithmetic oceration or

about 8 decimal di gi t accuracy. Fl oatin a Point Systems Inc.

• 
- also employes a technicue known as convergent rounding wh i ch

tPi ev assert forces the rouridoff error to approach zero.

33
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The AP— 120B does not contain the normal bus structure

of other array orocessors but instead uses dedicated 38—bit

data paths for the movement of data. There are two paths

availab le to the adder (one for each inp ut register ), two

paths to the m u l t i p l i e r  aria thre e paths available to the

memory and data pads. This allows seven independent data

words to oe transferred each cycle. (This coupled w i t h  an

acid, m u l t i p l y  and address increment /decrement , equals the

ten instructions per cycle possible. ) These seoarate data

paths e l iminat e the neec for a handshakin g arrangement

between logic eleme nts , al thou gh han ksl ,akiri g is reauire d

when the AP— 1208 communicates with the host (7,3bJ .

The price of a unit W h i C h includes the AP— 1208 array

processor, interface with the PDP—1 1, 16K words of

333— nanosecond interleaved MOS mem ory, expansion ChaSSiS ,

installation, 256 words of orogram source memor y, 512 words

of ~ead Onl y Memory (ROM) table memor y, a linker , loader ,

simulator , debugger, algorithm librar y and executive is

~5O,970.OQ (10) . This includes a 90—day warrant y wi th a

servicin g agreement avail a b l e  at extra cost. The f ie l c i  test

mean t ime between fai l ure is 3500 hours (31 .

The following section ex p l ains the hardware of the

A P—1 20B in detail.

A . CHA~ A CT~ RISTICS AND HARDWAR E

34
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1. M ult i p li er

The M u l t i p l i e r  unit (fig 6) consists of two 38—bit

m u l t i p l i e r  registers Ml and M2, three m u l t i p l i c a t i o n  stages

and a 38—bit register to store the resu lt (FM). To receive

a resulta nt after i n i t i a t i n g  the m u l t i o l y ,  three cycles or

500— nanoseconds are required. Inputs to the Ml register can

come from Data Pad X (DPX), Da t a Pad Y (OPY), Table Mem ory

(TM) or the M u l t i p l i e r  result register (FM). Inputs to M2

are either from DPX , O P Y ,  A dder result register (FA) or Main

Data Memor y Output Buffer (MD). Results from the m u l t i p l i e r

ca r’ go to M l , the Ad der input register (Al), M aim Data

TMemory inp ut buffe r (~U), DPX or DPY .

Stage one of the m u l t i p l i e r  starts the product of W

fractio ns by be g inning the m u l t i p l i c a t i o n  of the two 28 bit

• mantissas. This m u l t i p l i c a t i o n  is comoleted in stage two I i

resu lti ng i n  a 56—bit ranti ssa. Stage three adds the

exponents as it normalizes arid conve rger itly rounds the

Sb— bit mantissa to 2~ —b its. This stage also detects

exponent overf l ow /unde r fl ow and if either exist w i l l  set the

FO of FU bit in the status register. T he status register

can be read by the program to dete rmine if conditions are

met from an a rithmetic op eration , to soecify errors , or to

be used in branching logic. these bits are available for

• test ing one cycle afte r complet ion of th~ m u l t i p l y .

t hi s three stage m u l t i p l y  all ows p i p e l i n i n g  to be

used since each stage is independent of the other two which

35
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p ermi t s a m u l t i p l i c a t i o n  resul t to be aresent at the result

register every 167—nanoseconds once the p i p e l i n e  becomes

f ull (three cycles recuired to f i l l ) .  Note that

S00 nanoseconds are recuired if the result of the

m u l t i p l i c a t i o n  is required in the •riext m u l t i p l i c a t i o n  as is

the case with scala r arithmetic.

• A re adil y apparent problem wi t h  the m u l t i p l i e r  is

that M l receives inputs from both the Table Memory (TM) and

the M u l t i p l i e r  Result register (FM) w h i l e  U2 receives inputs

from neither, Therefore, if a constant from TM were to be

m u l t i p l i e d  by the result of a just—completed m u l t i p l i c a t i o n ,

it would require an extra two cycles since either FM or TM

would first have to be written into DPX or DPY and then

• written in to M2. This disadvantage is overshadowe d by the

fact t hat even though dedicated data lines cause the above

p roblem , in most cases they present a distinct advanta ge by

a l lowing m u l t i p l e  data transfers in any given cycle (321 .

2. Adder

The operation pf the adder ( f i c i  7) is sim i l ar to

• that of the m u l t i p l i e r  and consists of two 3d— bit adder

regis te rs Al arid A2, two adder stages ari d an adder result

register (FA). The ‘addition of two numbers requires

• 333— nanoseconds (two cycles ). Inputs to Al are from Table

TMem ory (TM), M u l t i p l i e r Outout register (FM), Data Pad X

(DP~~), Ua ta Pad Y (DPY) ana the ZERO constant w h i l e  input s

to A 2 are from the A dder Output register (FA), Data Pad X

37
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(DPX), Data Pad V (OPY) ano the ZERO constant. The results

from the adder can go to A2, M2, DPX, OPY or MI. Stage one

ali gns the mantissas by shift in g the smaller value , based on

the value of the exponent , to the right u n t i l  both exponents

are equal then adding or subtracting these mantissas. Stage

t wo normalizes and conver gently rounds the m antiss - arid

ad justs the exponent. This stage also sets four bits in the

sta tus register to denote results equal zero ( F Z ) ,  results

less than zero (FL), exponent overflow (FO) or exponent

underf low (FU). These bits may be tested by other program

• instructions one cycle after the additio n is comp leted.

(Note that FO and FU are the same bits that are set by the

m u l t i p l i e r  on exponent overflow or unde rflow. )

• As w i t h  the m u l t i p l i e r ,  the two—stage adder allows

pioe l i ri i r,q and a result can he generated every

167—nanoseconds. The adder does not have the disadvantage

of inp uttin g Table Memory ( T M )  values at the same register

as F4 but does have the m u l t i p l i e r  result FM at the same

aader input re gister (A2) as TM values. There is there fore

n o t  t h e  a b i l i t y  to immed ia~ c~~,~ add a FM value wit h  a TM

value wit h out first goina through DPX or OPY (321 .

For bo th the adder and the m u l t i p l i e r  there would be

a two cycle time loss if FM was just loaded w i t h  a new value

from the m u l t i o l i e r  when it was needed for the

ad d i t i o n / m u l t i p l i c a t i o n  process (time N) and only a one

cycle loss if it was ready the cycle before rleedea (time N —

39 

•

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~ • --
~~~~~~~~~~ 

- - 

~~~~~~~~~~~~~~~~~~~~~~~~~ 

- .•



I cycle). Ot h erwise there would be no loss of time since

stePs could be taken to move the value in FM through the DPX

or OPY whic h w ould make it be available at the

adder /mul t i p l i e r  input register when necessary.

• (Presuoposinq of course that the data paths to or from

memory were not needed for other uses.)

• 3. S—Pa d

The S—Pad (fig 8) (pseudonym for scratch oad)

consists of the S—Pad Mem ory , S—Pad A rithmetic Logical Unit

(ALU), Data Pad - idress Register (DPA), M emory Address

Regis ter (MA) and the lable ‘~emo ry Address Req ister (TMA) .

- The sole purpose of the S—Pad is to compute addresses for

Table Memory, M ain Data M emory and the Data Pads. The S—Pad

can operate concurrently with the memories , M u l t i p l i e r  and

Adde r (7]

The S—Pad Memory is made up of 16 registers each lb

hits wide civing the a b i l i t y  to compute an effective address

of b~~~. These regist ers ma y be assigned l abel names l i ke

“po inter ” py t h e  use of oseudo—operators , to make programs

more readable , or may be oire ctl y addressed by number.

The S—Pad Arithm e t i c  Logical Unit forms the operand

• adaresses and also automatically b o o  counts , shifts the

addresses left once (divide by two), shifts the addresses

ri ght once (multi p ly by two) or right twice (multi p ly by

four). There is also the a b i l i t y ,  if reouired, of bit
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reversal , to swap bits w h i l e  accessing data in a scrambled

order after a Fast Fourier Transform. The results of the

S—Pad arithmetic logic unit , called SPFN, set bits in the

status register to indicate whether the results were less

• 
- 

than zero (N), zero (Z) or i f there was a carry bit (C).

These bits are available for testing by program instructions

at the next instruction cycle.

IMA, DPA and MA store the comput ed address from the

S—Pad ALU . The contents of each can either be changed by

• the value of SPFN or increment ed by one. One cycle is

required to compute the address and load it into the oroper

register (321

~~~ T a b l e  Memory

Table mem ory is a 512 word , 38—hits per word bipolar

rea d—only m emory used to store imo orte nt and much used

- I constants. This m emory has a 167—nanosecond cycle time but

• reauires two cycles to get the value from memor y to the

outout register TM (71. values in TM are available for use

by DPX, OPY, MD, Ml and A l. These values may be requested

every m achine cy cle and are initiated by changin g the

contents of the Table Mem ory Address Re gister (TMA) in the

5—Pad. the programmer must control the timing necessary to

- insure the correct constant is at TM when needed due to the

2 cycle access time recuirement.
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- ‘ in the Fast Fourier Transform Mode, the address in

TMA is in terpretted by the hardware to be the angle which

• 
p oints to the app ropriate root of un ity for a particular

SteP Iri the FFT alo q r i thm. Therefore, in a single auaorant

of cosines, a fu l l  ta ble can be represented (32] .

• There is an ootiona l Random Access Table Memory

(TMRAM) containing 1K of random access memor y (8). Thi s

allows loading of special constants necessar y for soecia l

appl ications without the overhead of computing them every

time or usin g valuable data pad space to store them. The

on ce of this op tion is app roximately $1850.00 (71 .

5. Data Pad X anc Y

The Data Pads (fig 9) consist of sixt y four 38—bit

accumulators , four of which are availab le from the lb

addressable each instruction cycle (71. These 64

accu mulators are divided into two 32—register blocks cal l ed

Data Pad X (DPX) and Data Pad Y (DPY). From each Data Pad,

one register can be read ari d another written durin g the same

cyc le.

• 
-
. The restrictions are that the same reoister cannot

be read arid written simultaneousl y aria that a read and write

operation during the same cycle must occur on registers

whose addresses di ff er by no more than 7 due to base—

addre ss—p lus—offset addressing. (However a register in DPX

may be written at the same time as a register in DPI even if

43
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they both have the same address.) In the S—Pad, the Data Pad

Address W egister (DPA) supp lies the base address to be used

by the read /write instruct ion to locate the proper Data Paa

register. The DPA supp lies both DPX and DPI concurrently.

The instruct ion uses this base address and an offset in the

form DPX(offset ) or DPY (offset ) and can address —
~~ to +3

offset from the base in each Data Pad to find the e ffective

address. Therefore if the DPA contains decimal value 20,

reqisters 16, 17, 18, 19, 20, 21, 22 and 23 can be addressed

in eacri data pad. The regi ster addresses of both Data Pads

range from 0 to 37 (base 8) ana are arranged in a circular

addressin g scheme. Theref ore 37 (base 8) +1 = 0 and the

programmer need not he concerned about writing into a non—

exista nt location but mu st onl y be concerned with

overwriting pr evious ly written inf ormation.

DPX and DPY receive information from MD, FA , FM ,

DPX, DPY, output of the S—Pad arithmet ic logical unit (SPFN)

and VALUE (an immediate value used by imm ediate instructio ns

ar rivi n g from the comm and buffer ). DPX and DPY supoly

va lues to M l, M2, Al, A 2, DPX , DPI and MI (32] .

6. M~~In Da ta Memory

Main Data Memory (fig 10) Contains bLS K 38—bit words

used p ri m a r i l y  to store inputted data which w i l l  be operated

on Dy the orograin . This memor y is available in two forms,

167 nariosecond hardware interleaved MOS w i t h  4K word

segments or 333—nanosecond hardware interleaved MOS with ~~
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word segments. Both memories have a two bit p arit y option

• avai l able (7] and a one megeword page selection op tion (93 .

w i t h memory l i m i t e d  to 64K, the largest comp lex—to—com p lex

Fast Four ier  T r a n s f o r m  po s s i b l e  is 32K , w h i c h  may not be

• a c c e o t a ble  in some app lications.

Main Data Memory receives i nput information into its

Memory Input Bu ffer (MI) from FA , FM , MD, DPX, DPI, TM, SPFN

• and VALUE. It can outøut via the Memory Data Buffer to DPX,

DPI, A2 and M2.

Memory read or w rite may be requested every other

cy cle by changing the value of the Memory Address Register

(MA) in the S—Pad. This yie l d s an e ffe ctive m emory cycle

t i m e  of  e i the r  333—nanoseconds (167—rianosecon~ s pl us one

machine cycle ) or 500—nanoseconds (333 olus one machine

cyc le) dependent on the type of memor y in stal l e a (32). By

special p rogrammin g techni cues and proper chi o procurement,

this overhead can be reduced to the advertise d memory speed

with the restrictions that the m emory alternate between

Chi p s or alternate between even and odd boundaries. If

ef fective speed is essential , it becomes the programmers

responsibilit y to insure data location is known to the

proqrarn at all times (S) . A read reauires three cycles for

information to be present in the MD if usin g 333—nanosecond

memory and two cycles i f using 167—nanosecond memor y . This

information w i l l  be available until a new value overwrites

it. If a write or read is initiated before two memory

‘47
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c y c l e s  (unless so e c i a l  ch ips  and technicues of above are

used), the reauest w i l l  not be los t  but the memory w i l l

• automaticall y pr ovide a hardware lockout (wait until memory

ava il ab l e for read /write ) (143 .

The va lue  in the Memory Ad dress R e g i s t e r  (MA )  po in ts

to the desired locat ion in main data memor y . MA may •be

e i the r  set to a s pe c i f i c  va lue  or i nc re m e nted /dec remen ted  by

one in the S—Pad. Sinc e there is a slight time lag between

when a value is r °ouested to he olaced in ~~ and w hen i t

actua l ly gets there . the pr ogrammer must a lways be aware of

• w hat values are in MI and MO , t o  a l l o w  t he  proper  “set  up ”

ti me to get these values to either the A dder , M u l t i p l i e r  or

• c o r re c t  D PX,  DP~ or Mj address (32 11

7. Program Source Modu le

The Program Source M odu le (fig 11 ) consists of the

Program Source Memory (PS), Prooram Source Address Register

(PSA), Control 8uffer (CB) aria the Subroutine Retur n Stack

(SRS) (323 .

• The PS is a hig h soeed, 50—nanoseco nd , bi p ola r

• 
- memory addressable to 7K b4 bi t words and is available in

256 wore increments (~43 . The PSA Contains the address 0$

- 
the ne*t inst ru ction aria is incremented by one after

i nstruction execution unless m od i fied by eit h er the Control

- Buffer (new aadress as a result of a branch or jumo

inStruct ion) or the Subroutine Return Stack. The SRS saves

~~~~~~ —..•—-—l _
~•~~ -~ • --~~~~~ I
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the curren c PSA when a Jump Subrout ine instruction is

performed and increments the value of the Subroutine Return

Address (SPA). When a Return instruction is performed , the

SRA is decremented by one making nested subrouti nes

possible. The Control Buffer decodes and executes the

instruction as the CPU would in a general ouroose Computer

1321 .

8. Interface with PO P—il Series

The interface unit w i t h  the PD P— i1 series contains

t wo major segments, the Front Panel arid the DMA C ontroller

and Fo rmatter. The Front Panel contains three registers and

is used mai n l y  as a debuggina aid w h i l e  the DMA Controller

and Formatter Contains five registers and is used for

program and data entry or removal.

a. Front Panel

The Front Panel (fig 12) consists of three

16—bit registers , th e Switch Re gister (SViR ), the Li ghts

Reg ister CLu ES) ari d the Function Register (FN). The Front

Panel is used for bootstraooinc~ and debugging of user

programs. These three registers can be examined oy the host

and take the p lace of the toggle switches normally on the

front panel of the console [323 . W it h the use of the

Debugger proorarn , these registers can effectivel y break p oint

the A P—120B at a selected orogram location or data aadress.

Th is F ront Panel allows each orogram to be single—ste pp ed
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through its executio n sequence (6,7)

The Switch Register is written by the host

computer but can be read by both the AP— 120h or the host.

The ShR is used to enter data and addresses into the

A P—l2 ijB , p rimar i l y for debu gqinc~. Its contents can be fed

to the DPX , DPI , MD or the S—Pad .

- I
The L i ghts Regi ster simulat es the front panel

li ght s of the console. T k is recister is set by the AP—12 (H~

and can onl y be read by the host. LITES is used to diso lay

selec ted contentS of the in terna l registers ~ f the A P— 120~~. H

The final register is the Function Register

which orovides front oanel toggle—like co ntro ls to the •

AP— 120b . The Fi~ can ston, start , steo or reset the AP— 1208 .

It can also continue op eratio n resumin g at the current value

of the PSA , exami n e a regist er , examine a portion of a

register or memor y contents of a selectee area, dep osit the

contents of SVIR into a selected rea ister or mem ory locatio n

and then bre a kp oint acc ordi ng to the values of IMA, M A or

• DPA. The ~~ can also increment the IMA , MA or OPA after

com p letion of an instruction to fac i l i t a t e  stepp ing throuah

memory locations (32)

The Front Panel is advertised to he invaluable

in troubleshooting when used in conjunction with the

interactive Der~ugger routine.
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b . DMA Control

The DMA Control is the second hal f  of the

interface ani consists of three lb—bit registers, one 18— bit

reg ister and one 38—bit register. DMA Contr ol is

- 
resp onsible for transferring programs and data between the

AP—1 208 and the host comouter . Th i s section of the Front

Pant~ wi l l  also do form at conversion “on the fl y ” wh i ch

should e ffe ctivel y a l l e v i a t e  time lags [32] . Four types of

data transfer combinatio n s are possible , host DMA to AP— 12 0B

DMA, host DMA to A P— 120b Programmed I/O, host Programmed I/O

to A P— 120b Programmed I/O ari d host Programm ed I/O to AP — i d Ob I -

DMA with  a maximum theoretica l burst transfer rate of three

meqaw ords per second for all types of transfers ( 7 ) .

The Format Register (FMT) is a 3S—b it double—

buf fered register used to oerfo rm a l l transfers of

floating— p oint numbers from the host to the A P-12UB (32] .

The FM I w i l l  convert 1 6—bit integer numbers to 38 bi t

unnorma li zeci f l o a t i n g— p o i n t  numbers, 32—bit POP—li integers

to ~2—b it A P—120B integers and 32—bit fl o a t i n g — p o i n t  rumbers

to ~R— b i t floati ng — p oint numbers. A l l  these op erations are

i n  reverse for the AP 12013 to host direction (7). Since the

PO P— Il is a l b — b it computer, it w i l l  access the Formatter in

b — bit ha l f—words to be compatible. It must be noted that

4or some app lications , SUCh as difference f i l t e r i n g ,  there

is a p o s s i b l i t y  of extreme accuracy loss due to lb — b i t

i n t e ger to 38—bit floati n g- p oint conversio n . The synthetic

- t  
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precision generated by such a conversio n can cause certain

coef fiecient combinations , such as +1 and — 1 , when

m u l t i p l i e d  by mirr ored arrays, to result in errors when

• reconverted to lb—bit form at. (he oro grammer must be aware

o f  these possible losses and test for them before faith is

• 
•

~ placed in the result.

The AP Direct W emory Aadress Register (APDMA)

Points to consecutive locations in AP— 120F 3 M ain Data Memory

H durin g DMA transfers. Th i s  rec ister can be au t o m a t i c a l l y

incremented /decremented allowing blocks of information to be

read into consecuti v e locati ons wi t h  m i n i m a l  overhead.

The Host Memory Access Regi ster (HMA ) operates

si m i l i a r  to the AP OMA excect it p oints to Consecutive mem ory

location s in the host memory. In the PDP II th is memory is

256i~ so the HMA is l b — b i t s  to a l l o w  for thi s  addressing

cao abil it y .

The Word Count Register (~ C) cou nts the numb er

of words transferred during a DMA oceration. This reg ister

must be preset to the reauir ed number of words and w i l l  stop

DMA transfer when the pres cribed number of words is

transferred.

The final and most iripor t ant register in the

i nterface is the Control Reg ister (CTL). It controls the

• d i rection and mode of transfer, typ e of format conversion

and orovides Certain status bits p ertaining to the trans fer.

- • 53
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This register, with the use of HMA and/or AP DMA , al lows the

host to execute other orograms and be interru p ted when the

DMA is completed. This CTL also allows eit her the host or

AP—1 208 to control the data transfer. (The AP—1 20B must

control transfer from a loaded program since the executive
• -

alone is not powerful enough to control data transfer 1321.)

B. SOFT WARE

• Various software supoort , executive and oeve lopm ent

proorams are available w i t h  the AP— 1208 .

1. Executive and A ssociated Routines

The AP 12OtJ p rovides executive and housekeeping

rou tines to increase the effectiveness of operation aria

enhance program development.

a. A PMA T~i

APMATH is a series of aepr oximatel y 150 (8]

librar y functions , vector and matrix subroutines and sia n al

orocessing al gorithms (7] writt en in AP—1 208 assembly

language (81 . These routines are ca l l a b l e  from either host

Fortran, host Assembly or A R assembly languages (361 with

the use of the 4P Ex ecutive. These programs can reduce the

• run time and decrease p rogrammin g time by cresent ing some of

the most common array processi ng functions in subroutine

callable form. These rout ines include: data transfer and

contro l oasic vector arithmetic; matrix operations aria Fast
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Fourier Transform ; all of which are able to work with both

real and complex data.

b. A PEX

APEX is the AP Executive routine which is

resident in the host computer aria allows the AP— 1206 to

communicate with the host computer via Fortran or host

A ssem bl y language calls. AP EX decodes subroutine calls from

the host computer 136) arid directs the AP— 120B to perform

the sp ecified actio n. Both AP P .IAT H routines and user writte n

routines ma y oe called by the AP— 120B from the host computer

1321 .

c. APAL

The AP Cross Assembler (APAL) is a two pass

• assemoler writ ten in Fortran IV which reouires 2L~K memory in

the host computer to operate. APAL assembles source text

written in AR Assembly lancuage into object code

understandable by the A P— 120B. The assembler also

o p tionall y oroduces an AR A ss emo ly l i s t i n g  containin g errors

i n both passes~ location counters , assembled data , the

symool table and source statements.

APAL recognizes signed constants ranging from

—32768 to 32767 and unsigned const ants from 0 to 65S35 both

of wb~~Ch ma y oe represented in binar y, octal (de fau lt base),

deci m a l or hexadecimal. It allows free formatting but

recognizes the general source statement form: op tional

• 55 
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label followed by a colon , m u l t i p l e  op codes separated by

semicolons (one to ten operations w hich total no more than

• 6’*—bits. Sixt y four—bits is the maximu m dictated by seven

data transfers , one add, one m u l t i p l y  and one address

increment /decrement ), arid an opti onal comm ent statement

denoted wi t h  leadin g double auote C”).

Once the modules are wr itten , APAL can be

operatea d yn amically, allowing the programmer to build the

program at assembl y tim e. A PA L w i l l  ~u\
estion the operator

about the source fi l e  nam e, destination f i l e  name etc. •~ana

subsequentl y w i l l  orompt him concerning miss ing it~~ms . If

the re are errors in the modu le, these can be changed

d yn amicall y without reasse mbling the entire module (~l1 .

d. APLI NK

The AR linker (A PLINK) is written in Fortran IV

and reouires ao oro x imate ly 10K of memor y in the host

comp uter . APL INK perfor ms functions s i m i l i a r  to those of

any other link editor which in clu le relocation arid assigning

absolute addresses to the object module , correlation gf

gl obal entr y symp o ls in one mo dule w i t h  external symbols in

• the other mo dules , loadinc the m odule from the program

librar y and oroduCtion of the fina l load module. These

functions are performed interactivel y wi th dialo gue between

APL INK and the user at the console.

56
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Besides linking the modules, APLIN K returns to

- the console any symb ols in a file which are undefinea , w i l l

outPut the symbol table and locations when reguested and

• - returns the high address and starting address to be used

with the Deougger routine (5).

t
- 

I 

e. APS IM

APS IM is the AP—1 2013 simulator and is designed

to be used when aeve lop inq programs when use of the AP— 120b

is im p ractical or imp ossible due t
•
o production schedules.

APS IM emul ates all  haraware and timing characteristics of

the A P—1 2 0B as we l l as performing the mathematical routines

as closel y as p ossible to the way the AP—1 20b woul~ perform

them (321 . AP SIM reguires 32K words of mem ory in the host

comp uter Cl ]

f. APDEAUG

APDESUG is the AP—12 08 inte ractive debugger

program to be used for dyn amic debugging of AP 1208

• a op lic a t i ons Programs at run time. Changes can be made when

the pr oblem is ident i fiec and A PDEBUG w i l l  call the AP LINK

— 
and A PAL routines to insert the new object module then

continue with program develoom ent. A PDEBUG can work in

con junction with the simulator or the actual hardware (b) .

g. Tes ting Softwar e
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The re are three software modules available to

com p letel y test the AP 12OB hardware operations. —

APT EST is the AP I206 path tester. This

software exercises the panel, DMA interface , internal

registers ana memory to check for proper operation.

APPATH tests the internal data paths of the

AP—1 20B and returns diagnostics upon finding any errors.

Forward /Inverse Fast Fourier Transform Test

(FIFFI) verifies correct operation of the AP— l2 0B’ s
1’

arithmetic u nits by oerfor m ing Fast Fourier Transforms and

inverses them comp arin g results with standard answers (321 .

These packages can he used to hel p insure proper

operat ion of the A P— 1206 before develo pm ent or actual

operation and also helo with the hardware fault locating

effort durin g system maintenance.

2. Programming Languace

The Math Librar y of A P functions can be cal l ed by

the host A ssembl y Language, Fortran or the AP Assembly

Language (3b) . However to write a custom library function ,

• AP Assembly Language must be used and the cross-assembler

w i l l  translate it into an executable routine.

Investi gating the programmin g language is not

imp ortant here e*cept to say that it is s i m i l i a r  in

58
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characteristics to other assembly languages. There are

sufficie nt commands ava i l a b l e  to write a program to pr op erly

control A P— 120B execution in an efficient manner. Bit

• testing , conditio nal branchin g , flag setting and arithmetic

instructions all are part of the instruction rep ertoire

which allows varied a op l icati ons programs to be written.

3. Page Select Option

The AP— l2 OB can alternatively be eauipped with a

Pace Select Option. This orovides the a b i l i t y  to address

• 
• 

one megawora of main memory in the AP— 1206 by using host

main mem ory arid virtual mem ory techni ques. Each page can be

up to 6~ K words long (full Main Data Memory size but each

pace must be at least 8K) and 16 pages are availab l e. The

Page Select Op tion increases the a b i l i t y  for the AP I2OB to

work on larger transforms , hut due to paging overhead , it

ma y not increase the throu ghout rate due to increased host

involvement.

This op tio n m odifies the A P Direct Memor y Address

Register (APOMA) located in the DMA Control section of the

interface by extendin g it from 16 to 20 bits therefore 2**20

addressin g cap abi l it y (acpr ox imate ly one megaword). This

virtual memor y a b i l i t y  is c a lled the AP Memory Address

Extension (APMAE ) and new addresses can only be loaded by

the host. Since the host w i l l  control all paging

operatio ns, the AP— 1208 commands w i l l  riot change inasmuc h as

it w i l l  onl y recognize 64K word locations 19).
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4. Programmable I/O Procesor

The Programmable 1/0 Processor (PLOP) is a micro—

• 

- codable micro— pr ocessor which acts like a hig h speed channel

program contro ll ina an input /output port. It is capable of

- transferring data at a six megahertz burst rate or at a

three megahertz sustai nea operatio n rate (assuming 167

nanosecond Main Data Memory) . The PlOP can be usea with up

to eig ht external devices (1ik ~ A /D Converters or mass

storage devices ) thereb y actina as an I/O bus controller.

rhe PlOP interfaces directly with the DMA Controller

in the interface unit. It has a 38—bit instruction word , a

20—bit arithmetic logical unit arid is cap aba le of addressin g

to one megaword of memor y m aking it com p atible wit h  the Page

Select Option. Comm unicatio n w i t h the A P—120 8 is

acco mp lisn e a via one of ei gh t flags and four interru Pts.

The mi cro Code supports subrout ines and has the logic to

• p er form jump s w i t h i n  its own code.

The PlOP must hancle al l handshaking and timing

consideratio n s wit h both the exter nal devices and the host

program to insure data in tegrity. This can be com p licated at

times so a Programmable I/O Channel (PIOC) is also available

which decreases f l e x i b i l i t y  but eases the p rogramming buraen

• (33 1.

N e ith er tne PLOP nor PIOC orovides a method of

connecting two AP—120B ’ s together in series without host
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interv .ntion w hi Ch tends to l i m i t  some of the possible

appl icatio ns of the A P— 1 ?OB .

C. P~ OGPAMM ING , uPEPAT 1Ot 1~ AND EXLCUT ION

• The A P—120 U can u t i l i z e  ‘n e p a r a l l e l  operatio n

ca p ab i lit y of the adoer, m u l t i p l i e r  ana oata transfers to

incre ase execution of the p rogram and throu ahp ut or, large

lata arra ys. Tnese p ara l l e l  op era t ions nust oe co ntr o l le a

so tha t O o r i ru m  ex ecutio n speeo c-a n r~e rea l iz e d w it hout

causi ri a in t er l o c ’c or lo o kou t. Lp ckout cou l~ eve n t u a l l y  l eaa

tc a oroora~n stoppage I ll. Sirc, m os t  s c i e nt i f ic  a a t a  c an

best he structured into an array forr’, th e a r r a y  p r o c e s s or

i s able to work on it  c u i c k l v  aria e t f i c i e n t l y  in i t s n a t u r a l

s t a t e  whe re a general purpose comput er must , in mo st cases,

re s t ru c t u r,  i t  ( 3 6 ) .

‘H

R ef o re t he  A P — 1 2 O ~i can ~o r k  on d a t a ,  t he  a a t a  must f i r st

he t r a n s f e r r ed  f r o m  i ts  m e m o r y  l o c a t i o n s  in t he  hos t  to  M j r ~

Data ~‘emory in the arra y process or (or moved to pain Data

~emo ’ y from an ext e r n al device v i a  t h e  PIUP. T h a t  S i t u a t i on

w i l l  not oe aea lt w i t h  here sin ce t~~~~e ~ tUP is orogr amm ab le

anti there fore oatn and data op t ion s associate d wi th it are

ma ny .) ,  Th e  data is transferred via the inter f ace with the

use of  t h e  A P P U T ( h O S T ,  A P , N , T Y P E )  co mmand (Put Data into the

A P — 1 2 0 8) .  As wi t h  argum ents of other AP 1208 CALL

s t a te m e n ts ,  hOST AR , N and T iPE need not be e x p l i c i t l y

stated but can he exoressic ris , integers or variables.

•
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ii
Th e host and AP— 120B must be synchronized in their

operations so computations can not go on wh i l e  data is s t i l l

bein g transferred to memor y . APW D (Wait on Data) causes the

• host to wait until data transfer is comp leted before it

resumes executin g the program. APW P (hait on Running)

causes the host to wait u n t i l  the AP— 120~ is comp leted with

one command before another is sent over. AP~’dA IT is a

• combination of APWO and APwP . One d i f f i c u l t y  encountered

using these commands is that the host to monitor the

orogress of t he execution i f p o ll ino is used to aetermi ne

AP~~.), A PxJR or AP IT compl etion or the AP 1dOB must wait if

ori o r i t y interru p ts are used, which increases the time

necessary to complete the crogram.

Some of the overhead of the host can be elimin a t e d  by

not us ir,~ the AP .~Sait on Runn ing (APt ~dR), AP w ait on Data

(AP~’iD ) or AP ~ai t (APwA IT ) comm ands. This technicue may

speed uo program execution aria should only be used when it

is absolutely necessary ano when there is no chance that the

results w i l l  be processec before they are act u a l l y  present

i n  t h e AP 12OB Main Data P’emory . Floating Point Systems

sugges ts that the orogram first be written and executed with

t he A PWR , A P W O and A P~xA IT Commands present and the results

gotten. Ther~ removing a few of those instructions at a

t ime , the results can be checked to see if they m atch the •

ori gi nal results. This only works for spe cific app lications

and does not conform to mooern proaramming p ractices. It is

also ex trem e l y dangerous since it does not all ow for soeed
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fluctuations due to temperature va ria tions.

When processing is comp lete , the data can be trans ferred

back to the host via the APGET () command which operates in

the same manner as the APP IJT.

The aool ica t ion program resides in the host memory and

the host executes this program. The host w i l l  determine

which routines must be passed to the A P— 1208 and if the data

necessary is oresent in the array orocessor . When a routine

is calle d . the host w i l l  jump to it and execute it but if

the routine called is part of the math l i o rary (whether from

A PMA TM or a user written math routine ), the host first jumps

to APEX . APEX then loaas the b a—b i t instructions into the

AP—1 208 Program Source ~~~~~~~ calculates the remaining -
•

space avai l ab l e in the Program Source Memory, updates the PS

• location table , loads the parameters ana ini t i a t e s  the

execution. If the same rout in e is called again imm e ai ate ly,

it w i l l  not be reloaded since it is alread y present but only

the new parameters w i f l  be loaded. If a differe nt routine

is called , APEX w i l l  fir st check the PS locat ion table to

see jf there is enough unused space avai lable to load it

without aestro yiri g any routines currentl y residin g in

Proqrarn Storage. If not enough soace is avai lable , the

l ast—writte n program w i l l  be overwritten with the newly

called routine (Last In First Out (LIFO)).

The overhead required for each mat h librar y routine

called is between 100 and 1000 microseconds. One hundred

63
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• microseconds is the minimum time required to check the table

and move parameters. This min imum time is required for

every call, even in loop ing ooerations . During this period ,

• the host must be available to the AP—t2 0l~ which would cause

unnecessary host overhead. Whil e  the A P—12 0B is exe cutin g

any sp eci fi c routine , the host can be freea to do other

tasks and treat the AP—1 208 as a peri p heral device. The

host can either be interru p ted or can use o o ll in g techni ques

to determine i f  the array processor requires assistance. In

either case, the programmer must be aware of when a break

occurs so he can insure that the proper sequence of routines

is used to allow the host to perform other operations and

not be burdened by man y AP 1208 services.

Several ways to increase availa b l e  free time in the host • 
-

are to transfer more than one vector w i t h  each APP(J T or
- 

APGET command, use op timum A P—12 0~ library calls to perform

• given operations (it i s  the programmers res p onsibilit y to
• 

~
• 

dete rmin e w hich AR routines are best for each Situation ) and

overlao host and AP— 1208 operation s whenever possible.

Since every call of a routine reouires host intervention,

several routines can ~e comb ined into one by w r i t i ng  a

special macro combining those routin es, which w i l l

effectivel y eli min ate sore host overhead by using only one •

“c a l l ”  staterneet. (~~ut these macros must be small cue to

l imited A P— 120b program memory.) Since host overhead varies

between IQO and 1000 microseconds, w i th  the higher value

bei ng aue to the maximum amount of data and program

6LI
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transfer , some overhead can be elim in ate d by loaafn g the

most used routines first, since overwrite is accom pl ished by

LIF O. APEX mu st also be a part of the interru p t pri orit y

scheme of the host (interru pt or p olling ); therefore , by

havin g the AP 1208 at a high pri orit y, the overall wait time

of the system due to interru p t wait can be minimized L81 .

a i t
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V. MA P—300

The MAP— 300 (Macro Arra y Processor) (fig 13) is manufactured

r 
by CSP Incorporated , b urli n gton, Massechuset ts. The basic

structure Consists of three independent busses , an executive

routine , two p aral l e l arithmetic units , an addresser and an

input/out put ha nd ler , each h av ing its own clock and

operati ng in a p a rallel asychronous fashion. The basic

logic units are the Central System Processor Unit (CSPU),

the Ar i t h m e t i c  Proceessor (AP) (consisting of the Ar i t h m e t i c

Processi ng Unit (APU) and the A ddresser Processor Section

(APS)), the Host Interface Scrol l (His) and an optional

Input / Output Scroll (105). Al l  except the CSPU use micro—

coded routines stored in their own small memories and

communic ate wit n  each other via flags set in registers.

(The CSPU stores its micro coded routines in main MAP

memory.) The host Interface Module (HIM) sect ion of the HIS,

the lOS and the CSPU are bu i l t  around a standard Intel 3002

bi t  s lic e micro processor.

The representation of MA P— 300 numbers is usu all y a

32—bit floating—point format w i t h  a one—bit sign, a seven

bit exponent (giving a range of lb ** —b4 to 16 ** 63 biased

by aa therefore 0 to 127 are the actual numbers stored ) and

a ~~ bit mantissa all o w i n g  a total range of 10 ** —77 to 10

** 76. Sixteen—bit floating—point and lb—bit fixed—point

numbers are also availab l e. MA P—3 00 main memor y is

66
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addressable in either 32—bit full—words or lb—bit half—words

but eight—bit bytes can be accessed by packing pairs into a

lb— Pit half—wor d (18). SNAP—Il comm ands like VF IX B assume

tb -i s oackinq exists (3’1] . The a b i l i t y  to address in half—

words and/or bytes is important as it may increase the

- efficienc y of the program and array processors allowing -

operations to be performed which may not have otherwis e fit

in a word—only addressable memory.

Although the MAP 300 s asyChronous, the advertised

average CSPU cyc le time is app roximately 70—nanoseconds w i t h

about 500—nanoseconds recuired for a memor y read /write

operat ion when using 500—nanosecond ~~~L)S memor y

(125—nanoseconds using bip olar ) . Full —word ocerands and

results startin g on an odd address bour~aary, however,

require about two 500—nanosecond memory cycles. A pseudo—

operation can be used to insure even—boundary locations

exist (18] .

The MAP—300 is cacabl e of op erati ng in temperatures

from 0 to 50 cegrees centi gr ade at 10 to ~ ) percent

humid it y . The power requirements are either 115 VAC or 230

VAC sin gle phase p lus or minus ten percent at ‘17 to 63

hert z . The wei ght is ap p roximately 80 Pounds.

The MAP r elies heav ily on in ternal p aralle l processing

to increase through out and l i m i t  wait time. The MAP 300

stores the executive and array routines in its own memor y

(ag oooosed to storing it in the host memor y). With the use

68
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of fun ction lists and stateme nts like “MPW HL” (MAP version

of the “DQ W H ILETM ), the MAP can operate independentl y of the

host after i n i t i a l  loading of the program (191 . W ith the

three bus structure, the MAP theoreticall y can

simulta n eousl y input into one memor y, outout from the second

whi l e doing computations on the third and never uti l i z e  the

host except for i n i t i a l i z a t i o n .

Th e  MAP has a separate instruction set for the Central

System Processor Unit (CSPU), Ar ithm e t i c  Processor Unit

(APU), Addresser Processer Section (APS), and host Interface

Sc roll (hIS). Inasmuch as these processors work

- • inde oenoeritly, the instruction sets are not as Compli cated

as may have been necessary if operation was controlled

• t o t a l l y  from a central site. The total number of

instructions oer second attainable by the MA P—30 0 is data

dependent . Whenever all steps necessary to perform the

op eration are comp leted, as witnessed by orop erly setting

the correct flags in Pseudo—memory (to be discussed later ),

the ocerat ion w i l l  p erform to completion. W h i l e  the

a d d i t i o n /m u l t i o l i c a t i o n  operaton is being carried out in the

APtj , prep aration for the next word (half—word ) of

information can be conducted in the unaffected processors.

System flags are used to communicate betwee n the processors.

• These flags include General Purpose flags available to the

programmer for general system communication , Control flags

to co ntrol processor modes and op eratio n sequencin g, Status

flags to indi cate processor status and Hardware

-
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Confi guration flags (183 .

The MAP—3 00 system in stalled for evaluation consisted

of: the MAP 300 processor, interface with the POP— Il

computer u t i l i z i n g  the RSX —II M op erating system , 2L4K words

of 500—nanosecond MOS master memory (8~c for each memory) ,

power oanel , expansion chassis , installation , I/O driver ,

SNA P— I ! al gorithm library, cross assembler , simulator and

loader. The p rice of the system was $‘414 ,500 (27] ,

A . CHARACT ERI STICS At~ID HARD WARE

1. CSPU

The Central Processor Unit (CSPU) (fig iLl ) is the

• “Comm ana Central ” of the P’A P—3 00 arra y processor. The CSPU

resoonds to commands from the host , transfers data to and

from the host , assists the APS in address ca lculations anc

loaas the orogram memories o f  the A r i t h m e t i c  Processor and

Host Interface Module. The CSPU performs the functions of a

front—e nd mi cr o computer to control the actions of the

sys tem.

The CSPU has a fast, f i x ~ d ooint arithmetic unit for

address calculations , an instruction register, an eight

register accumulator f i l e  and a p riority interru p t network.

It has access to the three main m emories via the memor y

- 
busses and sucolie s the other MAP processors wi t h  the

Program instructions they need from main memory. Reentrant
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subrout ines and mu l t i — l e v e l  indirect addressing are

recognized by the CSPU. It has no I/O ca p ab i li t y but

instead instructs the Host Interface Scroll (or I/O Scro ll)

to perform input or outout operations to or from the host

(or external devices ). The CSPU w i l l  never halt but w i l l

alwa y s be in the WAIT state after its instruction sequence

is comoleted.

An imp ortant register in th e CSPU is the Control

Status Register or C—State ~ord (CSW). It is a 32—bit

• register containing the status of p rior operations , the

orogram counte r as well as the source and aestination

locations for block memor y transfers. F i e l d s  o f t he

• register can be combine c to give hardware co ndition codes

for use in co nditional operations , branches , jumps or

exec utes. The CSW also sti p ulates on which bus instructions

or ciata are present and controls the interru p t responses for

other units.

The CSPU is the only orocessor able to be

i nterrupted in the MAP Cot -h er orocessors can either Halt or

Wait) and contai ns a b~4 level in terru p t o riorit y system with

one interru pt devi ce per level and three lines per device

(192 possible comb inations). The CSPU may only be

• interru p ted between instructions. It w i l l  also nest and

oueue lower pr iorit y int erruots if a higher p riority

interrupt is preceived curin g the servicing of a lower

p riority interru p t. These interru p ts are detected by

L 
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p ollin g and levels are p olled onl y if they are above the

current inter rup t level. Lower level interru p ts w i l l

continue to exist but w i l l  not be recognized until the

• higher priority interru p ts are serviced.

The CSPU contains no memor y but uses ma i n memory to

store its inst ru ctions. When fetchea, these instructions

are stored in the instruction regist er until execution. The IL
CSPU may also address a pseudo—memor y location ca l led System

Flag Register CSYSFLG ) wh i cn is the orim ar y inter— p rocessor

comm unicatio n sy st -em. ~y testi ng the bits of SYSFLG, the

CSPU can sense the status of any of the other processors.

(Pseudo—Memory refers to memo ry p h y s i c a l l y  located w i t h i n

the sub—processors but which appear on the bus as a memory

- I address s i m i l i a r  to the POP—11/3Ll/’15/55/b0/70.) (18) .

2. Arithmetic Processor

The A r i t hm etic Processor consists of two components,

• the Ari t h m e t i c  Processor Unit (APU) and the Addresser

Processor Section (APS).

a.  A PU

The Ar ithm e t i c  Processor Unit (APU) (fig 15) is

resp onsible for the comp utation required in array processing

and executes programs relativel y independent of the other

MAP processors , operating under the general control of the

CSPU . The APU consists of t - w~~ adders, two m u l t i p l i e r s  (the

main distinction between the MAP 300 and the MAP—l OG or

73
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• MAP—200 is that the former Contains two adders and

• m u l t i pliers w h i l e  the others contain onl y one each), 3(1

various registers and three First—In—First—Out (FIFO)

-
- - buf fers for input and output storage. The two adders and

two mul t i p l i e r s  p ermit p arallel processing of data to

increase throu ghput. APU programs are stored in main MAP

m emory and are sequentially block—transferred to the APU

orogram memor y under control of the CSPU.

The main units of the APU are tree a r i t h m e t i c

processors (A P i  and AP2). Each arithmetic processor

cons ists of an adder and m u l t i p l i e r  that may operate
- 

si mul taneously and independently of each other. Each adder 1

• is fed by eight regist ers and each m u l t i p l i e r  by four

• 

- multipli ca nd registers and four m u l t i p l i e r  registers. The

results of the adder are routed to the result register P and

the m u l t i p l i e r  loads the product register P. To transfer

data between the seoarate arith m etic processors, an exchange

-
• register is oroviaed.

APU m emor y ccnsist s of two 256—word lb —bit

SidS—b y—s ide memories. The memory is i n i t i a l l y  loaded by

the CSP&J from MAP memory and the APU is then out into the

run state. Instructions are se que nti ally decoded in the APU

to perform the sp eci fied al gorithm. rhe instru ctions are

lb—bits for each board (AP1 and AP2) and are executed in

oar all e l . They can perform addition , m u l t i p l i c a t i o n ,

transfer of data and the setting of flags. T hese
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Ins tructi on s are decoded and th~ operation started as soon

as all necessary conditions are met. Imme d iately , the next

instruction is retrieved and decoded and attempts to be

executed. If either the P/P register is involved in a

multipli cation /addition operation whic h has not yet been

completed , the Input Oueue (I0) is emoty or the Output Queue

(00) is full , the APU w i l l  go into a “wait ” state. It w i l l

remain in this “wait ” State until the

multip li catio n/addition instruction is comp leted or the

other conditions are satisfied. There is a problem that can

• exist due to tne sids—b y—side 16—bit m em ories used for

program storage. Since there is onl y one program counter

and the API and AP2 processors work in p arallel the sias

by—s ide memory acts as two halves of a 32—bit instruction

register. Therefore i f one board (API or AP2) is forced to
r

• wait , the other must also wait since the next instruction

may not he retrieved u ntil tne program counter can be

incremented.

The Input Queue is a fou ’—deep FIFO buffer which

services both A Pi and AP2. To get the next input data

fi e ld, the 10 must be advanced before the data is

transferred. If both boards request data without advancin g

the queue, they w i l l  receive the same • data , whi ch ma y be H

aooa for certai n app lications. If they both simultaneously

try to advance t’~e 10, it w i l l  advance onl y once and give an

A Pi pri orit y, then advance the second time after the

transfer has been comp letec to give data to AP2.

lb
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There are t~ o Output Queues each of whi c h is a

four—deep FIFO buffer. These queues a l low maximum capa city

of the adder and m u l t i p l i e r  to be utilized , since it is less

likely that the processor w i l l  have to wait for either

buffer to have a vacanc y due to a busy bus system. If both

processors try to act on any single 00, processor API w i l l

be given the p riorit y .

-
~~~ A tyoica l m u l t i p l i c a t i o n  takes app roximately six

cycles ((120—nanoseconds) ama a t yp ical ado takes about three

cycles (2j0 nanoseconds). Therefore, to increase

throu g hp ut , “hiding ” adds, moves , etc. be hind m u l t i p l i e s

• w i l l  accom p lish op erations in the time it takes to do the

m u l t i p l y  alone. The most e ffi cient met hod to program the

MA P— 300 is to treat successive samole sets in alternate

Processors; this effectively produces a m u l t i p l y  every

210—nanoseconds. Since there is one inout aueue, this

method allows both to have access to the same information

(by not incrementing the queue) and also giv es a Greater

chance to use hiding e ffe ctivel y .

The A PU can usuall y operate in two modes. Mode

• — One, the normalized moac, can 
• 
either use normalized or

unnorma lize a floati ng — p oint numbers as input with the

results being a normalized floating— co int number. Using

unn orm al ize a fl o a t inq ooiri t numbers as inout can lead to

pr ecision loss since the normalizatio n process w i l l  shift

the mantissa to the left (values less than .1) or to the

-
~ • 77
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right (values greater than 1.0). The vacancies created by

these shif ts w i l l  be fi l l e d  with zeros, which , after

ComPut ation . could possibly produce an unusual truncation.

The unnorma lized mode w i l l  accept unnorma lized numbers as

input and w i l l  return unnorma li zed numbers as output (ib) .

b. APS

The Addresser Processor Section (APS) (fig 16)

computes both the adaress in MAP memor y for the location of

inpu t data words to be processed by the APU and the MAP - •

memory addresses for the Output from the APU. It operates

indep enoent ly of other processors, wi t h i n  Status and control

flag constraints of SYSFLG. The APS Contains a l2S word

25—bit memor y, four progra m Counters (two for read and two

for write) , ei4ht address bu ffers (to be used as inp uts to

the adder), four First—In—First —Out (FIFO) buffers , an

• a rithmetic logic unit (adder), ana associated logic and

control units.

The APS programs are stored in MAP m ain memory

and are loaded by the CSPU. Certain absolute aoaress

locations must be known to a AP 5 program at run ti m e w hich

are not available during program writing. rhe assembler

computes them at assembl y time and the CSPU inserts them

into the orooer location curi ng this orogram transfer. The

CSPU then in i t i a t e s  APS op eration by setting the proper

flags. The APS may be loaded w i t h  new information by the

CSPU durin g run time by cy cle stealing , thereby not causing

78
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the APU to slow and wait for a value in the 10 or a space in

the 00. Because the instru ctions in MAP mem ory are 32—bits

long and the APS instruction is only 25—bits long, the seven

• bits left over are used to store the APS mem ory address for

- 
that instruction. This allo ws the CSPU to increase

through put by immediately i nsta ll ina the instruction into

the correct location in a pre— compute d order.

The adder computes adoresses dependent on p rior

• Co m p utational results, l i t e r a l s  or soec i fiea increments.

• A l l  aodresS addit ion and subtraction is considere d to be

modu lo 2 ** 17 SO th at only oositi v e addresses i n  that range • -

w i l l  be comouted . Resul ts are aueued i’i either the Read

Addre ss FIFO (RAF) or ?~rit e Address FIFO (~~AF). Al ong with

-
• 

- the address is a code to delineate whether the address is

full—wor ’i , half —word or byte (Pair of bytes in a 16—bit half

w o ro  address) and if it is a ei ah t—bit fixed— p oint number ,

lb b i t fixed—point number , lb b i t  floating—point number or a

• 32 bit fl oa t ing— o oint number .

The d i s t i n c t i v e  feature of the APS is that there

are four program counters (P0, P1, P2 and P3). These allow

four separate programs to be stored in the APS and executea

in an int erleaved manner. Se~ uem cing of these programs is

controlle d by the status of the i~AF and RAF in con junct ion

with  the APS instructions. These program counters also

p rov ige a looping a b i l i t y  a l l owing the APS to wor~c wi t h the

Host Interface Scroll or I/O Scrolls to keec data flowing.
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Af ter one memory nas been processed and reloaded , the APS

need not Dc reinitiated but can Continue op eration on the

new data oy this loop ing feature (181 •

3. Host Interface Scroll

The Host Interface Scroll (HIS) consists of two H

subsections , the Host Interface Module (HIM) (fig 17) which

is located in the MA P—3 00 and the Host Interfa ce Cont roller

CHIC) w hi ch is located in the host mem ory , the host

Interface Module transfe rs MAP programs, unprocessed data,

host status and Host Interface Controller commands from the

host to the MAP . Processed data , MA P Status and pr ocess ing

• commands are also tra nsferred from the MAP to the host via

the HIM . A pr ogrammable scroll processor is provided for I:

computin g MAP and host memor y locatio ns during a Direct

• M emory Access (DMA) op eration. Othe r cert inent cevices

include a memor y—bus interface, co ntrol lers for host memor y,

format conversion haroware , status and control logic along

w i t h  interru ot logic.

Tnp HIC controls the handshaking necessary between

tme host and the MAP. The hands haking con sists of interru p t

Ig~~1c from MAP to host and logic necessary for controlling

‘-.  , -ar sfer o-~ dat -a w i t h  either Direct Input /Output (010)

~~~ transfer (18] .

-.  ~~~ ~.“erifly int erru ots the MAP to initiate

• •-c ~~~~~. - o w e v e r ,  when  t h e  MAP is comp letea, i t

_ _ _ _  
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w i l l  i nitiate communicatio n (interrupt) wi th the host for

further work. when the interru p t is acknowledged by the

hos t, more data or programs are sent to the MAP dep ending on

the flags , (If all MAP processors are in a loop operating

on data suoolied from external devices and delivered to

external devices via I/O Scrolls , the host w i l l  not be

interru p ted unless there is an error. Ihis frees the host

to do any othe r unrelat ed processing necessary .) The

m aximum response time to ini t i a t e  an interru p t is 150

mi croseco nds for ~P,e P$I~’ and 250 miCrosec onds for a user

CALL routine (351 .

- • ~~~. Memory

M ain mem ory in the M4P—3 00 Consists of three

independent busses each havi n q the cap abilit y of 2561c words

of 500—nanosecond M05 memory or 64K words of bi p olar memory.

Memory types may not be intermixed on any given bus but each

bus may have a o iffe r ent type from another bus. Memory can

also be either rnast er or slave, master mem ory oeinq used to

contr ol program ex ecut ion, ar o itr a t e and observe system

oroto col w h i l e  slave mem ory stores the data. each memory

bus containing memor y is required to hav e at least one

master memor y m odule (availab le in either ~K or 8K blocks

for MOS or 1K , 2K , or £IK b locks for bip olar ) .

Access to each memor y is via a common bus having 11

ports anc~ two pri o r i t y  levels. Three ports are reserved to

83
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be used with the absolute p riority scheme leavin g eigh t

ports with a sequential round—robin (polite) priority

scheme. Absolute p rior i ty is the hi gh est pr iorit y ana is

- 

intended to be used with hi gh sPeed minimally—buffered

devices such as disc units or taoe units where loss of data

may result. Sequential round—robin p riority handling is

used for slower buffered devices and is a round-robin

(circular ) aueue which is checked each memory cycle. the

device first in the aueue w i l l  get the next mem ory cycle.

Scanning for the next queued device w i l l  commen ce

immediately upon the pr evious device startin g tranfer. when

the next memor y cycle occurs the new device w i l l  be known

keeping overhead m i n i m a l .  Of these 11 ports , the HIS ana

CSPU eacn have one dedicated port ari d the AP has two

dedicated cortS on each bus w ith seven ports remain ing for

• the 105 and other uses.

Psuedo—mem ory (alluded to ea rlier) is the upper 4K

words on Bus I containing addresses of certain registers

used for status and cont rol. These regi sters are located in

the sub—processors but appear as addresses on the memory

bus. Any sub—orocessor may alte r the contents of these

locations so it is imp ortant th - at the programmer not try to

overwrite these addresses with programs or data (18).

~~~. SOFTI~AR~ SUPPORT

-

I 

_ _  

84

• •- ~ --- - - ~~~~~~
-- - — -  

~ L - - — —  
~~~~~~~ 

— - ------—-— -----———
~~—-~~~~~~~~

- • ~~~~~~~~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~- •~~•~



Fr- :: ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - 
——

A s with the AP—120B , there are software routines to aia

in program developm ent and execution.

• - 1. Executive and Associated Routines

a. A s s e m b l e r

The MAP—3 00 assembler, written in ANSI Fortran

IV, takes a source program written for either the CSPU, APU,

APS, HIS or 105 and creates an executable object modu le. A

listing f i l e  and errors fil e  can also oe created. Editing

arid upda ting c-an be accomplished from the last source fil e

by chan ging and assemb ling only the incorrect line (or

lines ) of code, thereb y avoidin g the reasse mbling of the

entire program (181 . The assembler w i l l  also allow chanqe

of the hIM memor y to enable it to handle necessary

buffering.

• b. Simu lator

The MAP Simulator Program simulates model 200

and model 300 processors by exe cuti ng MAP object Code. The

simulator p er mits the programmer to develop or debug

software o f f — l i n e  so as riot to disturb production schedules.

The MAP Simu l ator Program has the ca p a b i l i t y  of

simu la t in q the operat ion o~ the APU , APS, CSPU, Memory ana

the interru p t handler. It nas not been updated to handle

certia n new commands anc fleas (listed in the front of

• ref (25)) nor does it have the a b i l i t y  to simulate the APU
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t e s t  mode. Memory s i z e  ano t yc e  can be s p e c i f i e d  e i t h e r  in

the i n i t i a l  loading of the simulator or w h i l e  running to

tailor it for current or proposed con figurations.

when used as a debugging aid, the MA P Simulator

-

• 

Program allows the operator to: install breakpoints and

• execute ma cro instructions at these break p oints ; detect

program errors and execute macro instructions after their

discovery ; examine register contents run programs from

different processors (APU, CSPIJ, etc.) indep enden t ly and,

patch loaded programs. Input/output may oe obtained from a

termina l , orinter , taoe (magrietic or paper), cards or

cassette. A bat cn mode is also available. A ctual program

timing can be estimated by ins t a l l i n g  br eakp oints and

ind i vidua ll y timing small sections of code (25] .

— c. Loader

The MAP Loader is a Fortran orogram which

acceots object code Produced by the Asse mbl er and create

blocks of binar y code in MAP m achine language . This code is

transmitted to the MAP m emor y via the MAP driver throug h t he

Host Interface Scroll. Errors in transmission are

detectable since check—sum di gi ts are trans mi tted to the MAP

along wit h the blocks of code. The Merge operation creates

and updates the tables and addresses necessary if the loaaed

module is to be usea w ith  the Sf~1A P—II executive [22].
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d. Debug Package

The MAP—300 diagnostic package is designed to

verify hardware opera tions and isolate any malf unction , to a

s p e c i f i c  ca rd .  One module is resident in the host whi l e

another , which contains the test modules and test programs

necessary to determine proper system operation of the CSPU

and other sub—processors, is present in the MAP. T h i s

software can run interactivel y or under batch processing

(18J .

The MAP— 300 LOOK pro qram p ermits the programm er

to exam ine MA P memor y (or pseudo ’nemorv) from any comPuter

cap ab le of operating unoer ANS I Fortran IV. This is also an

interactive routine and provides the a b i l i t y  to “p at ch TM

coded program segments or enter entire m achine language

Pr ograms. The programs or segments can then be stepped

throug h to examine the results closely (20] .

2. SNAP — Il

Sy stematic Notation for Ar ray Processing Versio n II

or SNAP— Il is a single—c ommand high —level ma cro—t yPe

- - 
languaae used to proqram the MAP—300 array processor. The

SNAP—I T package consists of a Hest Support Module , Host /MAP

driver m oaule , SNA P—I l Executive , St ’eAP II Fun ction Modules

and an Installation test and A cceptance test Module (181 .

The. SNAP— lI exe cutive p ermits the user to define

bu ffer size, and the structure -and location of programs in
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MAP memory . The executive also structures the routines to

o p era te  at m a x i m u m  s peeø by i n su r i ng  tha t  the  m a x i m u m

p o s s i b l e  p a r a l l e l i s m  e x i s t s  b e t w e e n  s u b — o r o c e s s o r s  ( f o r  CS PL

- written functions ), thereb y accentuatin g “hiding ” . The

SNAP—IT subroutines are written in ANSI Fortran and passed

• to  the  MAP v i a  Func t i o n  C o n t r o l  B l o c k s  ( F C B ) .  T he MAP

Driver , which is located in the host , directs the loadin g

arid operation of the programs. (In a b o o  or “Map W h i l e ”

Conditio n the driver need only load and ini t i a t e  the

• sequence then return control to the host op eratin g system.)

SNAP—lI a ll ows the programmer to bui l d  his own

• function lists w i t h  the Fortran type statement “Map Begin

Function List ” (MPBFLO) w hi ch oerm its the host to remain as

free as oossibl e from the ooeration of the MAP. Two—

dimensional arra ys are demulti o lex ed by SNAP II thereb y

increasing speed of execution in the orocessor oy not havin g

to compute two—dimensional address structures. SNAP— I!

functions are callable from either ANSI Fortran or Host

• assembl y language orograms and are able to ooerate on both

rea l  and c o m p l e x  da ta  (15] .

• -
• 3. Programming Language

If SNAP—I l functions are not spe cific enough to

- satisf y the programmer ’s needs or if the y do not exist in

the SNA P—I! libra ry, new routines may be written in an

assembler type language. The CSPU, APU, A PS and HIS each

h ave  t h e i r  own i n s t r u c t i o n s  to  o o t i m i z e  each  sub p r o c e s s o r ’ s
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c a p ab i l i t i e s .

The CSPU i n s t r u c t i o n s  are broken in to  10 groups

which have the a b i l i t y  to perform all the funct ions that a

general purpose com puter is  no rma l ly  v i s u a l i z e d  as
- performing. The y ,nclude : gener ic  ( pe r f o rms  in te r rupt

sy s t e m  coo ing and loop ing) ;  s i ng l e  r e g i s t e r;  move;  l o g i c a l;

push and pop; hop and j umo (a hop is w i t h i n  256 half—word

locat ions and a j ump can be to any new location); sk-i o ano

bit mani p ulation ; compare ; and maintenance arid test console

• 

• instructions. The APU can perform: two—argument adder;

sin gl e argument adder (like app roximate reciprocal

instru ctions ) m u l t i o l y ~ data transfer; jumo and cal l ;  and

control op eratio n instru ctions. The APS perf orms: load;

address increment ; register arithmetic and control type

instructions. The HIS recognizes: single register; logical

register; arithmetic register; literal ano control

i n s t r u c t i o n  ty p e s  ( 18) .

Since each sub—processor is desianed to perform a

soecial ooeration and can be programmed to op timize that

desian, the overall perform ance of the system is increased.

• A l l  orocessors perform in oa r al l e l and stay in “ sy nc ” by the

• use of f l a g s .  A s ub— processor  w i l l  w a i t  until the proper

flag is set before continuing , thereb y insuring integrity.

The waiting also relieves the programmer of “countin g

cycle s ” w ith No Op eration (NOP) instructions wh i ch could

p ossib ly cause lost data. The arawback is that he does have 

~~~~~~~~~~~~~~~~~~ 
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an increased c o m p l e x i t y  by insur ing tha t  proper f l ags  are

set ~t the proper t i m e  ( t bj , Most of these  encumb rances are

e l i m i n a t e d  by t he e x e c u t i v e  howeve r .  F lags are a v a i l a b le  in

oseudo memor y and are e a s i ly  t es ted .  The c o m p l e x i t y  issue

is m in ima l  s ince for most a p p l ic a t i o n s  o nly  APU and APS

• rou t ines need be w r i t t e n .  On ly  under s o ec i a l  c i r c u m s t a n c e s

is a CSPU or HIS rou t ine  required.

Pseudo—operat ions are also available to ease the

programming burden. T hey pe r f o r m  such t a s k s  as naming

character strings , insuring that information is olaced into

• I m emory on a word oouridary, generati ng constants and making a

test Contr ol Status Word (CSm).

• LI. I/O S c r o l l s

j 
- 

Th e I/O S c r o l l s  ( l O S )  con t ro l  b l o c k — t r a n s f e r s  to  or

from extern al oeriohe ral devices (including other MAP’ s)

without int erferring w i t h  the MA P— 300 orocessing cycle by

using a sub—processor which can be ore—programmed. The LOS

Contai ns three functional elements: protocol logic necessary

to interface the external device di rectly to the MA P—300

memory busses; a oro gram ma b)e processor  to com pute  MAP
- 

add resses and issue con t ro l  s i gna l s;  and, t he t r a n s f e r  log ic

necessary  to i n t e rf a c e  w it h  pe r ip he r a l  d e v i c e s .

There a re f i v e  bas i c  lOS mode ls .  IOSI, a l s o  known

as t he ma in tenance  ano tes t  co nso le ,  is  ca pab le  of

t r a n s f e r r i ng  e i g h t — b i t  s i ng le  words  to MAP bus number one at

- I
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a S KHZ rate. 10S2 has two t ransfer rate options and two

word size Options available. Word size option one utilizes

the b l o c k — t r a n s f e r  of 8 or 16—bi t  words  to  any of the t h ree  t

MAP busses w hil e  option two uses either 16 or 32—bit words.

Tra ns fe r  ra te  opt ion one conveys  i n f o r m a t i o n  at a 1 MHZ ra te

as com pared to the 2.5 MHZ r a te  of op t ion  t w o .  E i t he r

transfer rate option may be comoined with either word size

option; however , only one combination is available at a time 
I 

-

since they are hard—wired. Under program control, 10S3 can

transfer either lo or 32—bit words to any of the three

busses at a 750 KHZ s u s t a i n e d  r a t e .  1053 can a l s o  p e r f o r m

format conversion, monitor data with a basic operation 
j

sirn i l iar to the HIM and sucoor t  i nd i rec t  address ing .  IOS’4 is

a high speed (up to L40 MHZ) scr oll , allowing block transfers

on ly  of 8, 16, 32 or b L I — b i t  words  to any bus (bLI—bi t  words

- must be transferred simultaneousl y to bus 2 and bus 3).

IOSLI a l so  - a l l o w s  pack ing and b u f f e r i n g  of da ta  ( 1 8) .  TOSS

• i s  a d i r e c t  m e m o r y — t o — m e m o r y  bus—con nect  oo t i on  for  d i r e c t

data transfer between user devices ari d the MAP—30 0 . The

• module requires no software (and w i l l  not supp ort software ).

Its operation is con t ro l lec by hardware aria three int erru p t

request l i nes  [21].

a. Ana l o g  Da ta  A c c u i s i t i o n  Module 
- -

The Ana log  D a t a  A c q u i s i t i o n  Module moae l 51 20 •

•

(AOAM— 5120) is a p rogrammable analog inter face caoable of

accep ting from 2 to lb channels of analog information. This

_ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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i n f o r m a t i o n  is then d i g i t i z e d  to 12— bi t  r e s o l u t i o n  at a 270

KHZ throug hput ra te  for  the 16—channe l  case  (1 25 KHZ for

• s ing le  c ha n n e l ) .  As w i t h  the I/O S c r o l l s ,  the A/O opera t ion

• may ta ke  place s i mu l t aneous l y  w i t h  the  MAP 300 p rocess ing .

The ADAM is f u n c t i o n a l l y  e c u i v a la n t  to the 10S2 w i t h  on ly

added a n a l o g — t o — d i g i t a l  c i r c u i t r y .  Th i s  a l l o w s  the ADA M to

be S NAP—Il  c o m o a t i b l e .

The o pe ra t i on  cf  the ADA M is Ca r r i ed  out v i a  a

set of  up to lb s a m p l e — a n o — h o l d  un i t s  w h i c h  then make t h e i r

signals available to a 16:1 mu l t i p l e x e r .  Each channel of

the mu l t i p l e x e r  is the conse cutive ly sampl ed by the A /D

converter which outputs either a 16—bit sign—mag n itude or

lb bit floatin o— ooint number. Performance accurac y is

sp ecifieo a 0.2 oercent of full—scale resolution (2].

C. PROGRAMMIN G , OPERATION AND EXECUTION

The MAP 300 can not on ly  u t i l i z e  pa r a l l e l  o pe r a t i o n s  of

the adder arid m u l t i p l i e r  in the APU , but also the p arallel

sub—orocessor operation of the APS , HIS, lOS , APU and CSPU

to increase total through p ut. The programmer, by breakin g

the  o rob lem in to  s m a l l e r  independent programs of address ing,

arithmetic , I/O and mana gement, can theoreticall y more

e a s i ly  pr oaram t he e n t i re  prob lem than by adher r ing  to

in te rnal communication protocol and flags (18). The

resp ective programs should be easier to write wi t h  much of

t he  i nc rease  in ove r head  due to  the added handshak ing  and
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pro toc pl  requi rements being a s s i m u la t e d  by the e x e c u t i v e .

( 16)

CSP I recommends t ha t  a m o d i f i e d  to p—d ow n programming

techni que be used i n i t i a l l y  by w riting the APU routine first

- 
to  insure t he o pt imum e x e c u t i o n  speed. Then adding the o the r

necessary  rou t ines  ( ge n e r a l ly  j us t  the APS r ou t i nes)  to

insure the information is present when the APU needs it.

The APU should be orogrammed to treat subsequent samole sets

- in alter n ate adde r/m u ltio l ier mo dules and arrar:ge data so

t ha t  as many adds can be “h idden ” as o o s s i b l e  l id ) . By

oroper execution , secuencing total time can be shortened to

-

- equal the time to m u l t i p l y  on ly, w i t h  all other op erations

“hidden ” under these  r n u l tj c l i e s .  T h i s  “h id ing ” o pe ra t i on

becomes eas i e r  in the WA P 300 than in the A P—1 2 0 B  s ince

cycles need riot be counted and NOP’s need riot he inserte d

for unused cycles due to flags being set to signal the

a v a i l a b i l i ty  of r esou rces  (Ibi . The orogrammer must be

aware  t ha t  the t i m i n g  is  not a b s o l u t e ,  t h e r e f o r e  the

executive w i l l  t i g h t l y  control syn chronization by flags to

insure one ad c ier /m u )ti p li er does not get ahead of the other.

The orog rams are i n i t i a l ly  loaded f rom the host to the

MAP via the ooerating System interface and driver. The

w A P D V R .MA C rou t ine  makes the s tan ia rd  i n t e r f a ce  th rough t h e

operatin g systm and MPORV. MA C makes the MAP appear as a

standard RS X— 11M devi ce to the Comp uter. i n i t i a l

comm unication from the host to the MAP is done via a four

93
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word Driver Control Block (DCB) (261 . When the Central

Syste m Processing Unit is i n i t i a l i z e d  by the host, it w i l l

load the other sub—processor programs and commence program

- execution.

- - Subsequent MAP commands are sent to the MAP from the

HOST via Function Control Blocks (FCI3 ) whi ch requir e host

interventio n to send. (Functio n lists and the MPWHL - macro

treat m u l t i p l e  FCB’ s as a sin gle entity). These FC8’ s

tran smit host to MAP status , interru p ts and functions to

perform ari d can be queued in the HIS bu ffer. When it is no

longer necessary for the host to send or rece ive a FCB, it

• can perform other op erations (35). Therefore , with

ef ficient use of the [OS and the p o s s i b i l i t y  of stringi ng

MAPs in series , the host can oe free to either perform other

tasks or act as a system monitor.

9L$
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VI. DISCUSSION OF FINDINGS

In the test bed, the  PDP—1l /3L$ was chosen to per fo rm

the front— end functions w hic h consisted of buffering the

data, formatting it and then passing it to the array

processor or mass storage device (or from the mass storage

device to the array processor). This limited front—eno

inputt ing function did not dictate that the computer be

la rge. The choice of the PDP—l1 /3L$ comput er for this

ap o licatio n seems adequate. The PDP-11 /O4 wou ld norma fly

contai n enough speec to handle the necessary operations but

may be unsat isfacto ry since i t  does not have a resident

memory contro l and protect ion routi ne to ease the

Programmers burden and he lp insure system integrit y, nor

does it contain the 2)c cache memory to increase speed. A

computer larger than th~ PDP 11/34 may not increase the

effic i’encv of the system although it would increase the

cos t.

The test bed u t i l i ze a  the PO P—h /b for the output

compute r . The output computer wou ld he required to receive

information from the array processor , man ip ulate the data

and Store it for future dis pl ay on one or more aevices . F~~r

t his aooli cat ion , the PDF I1/70 seems best for several

reasons. The system is much l i k e  the 11/34 exCept that the

current m a*imum memory is 2 megabyt es to allo w for better

utilization of information. There are dedicated paths to

ii 
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hi gh performance storage devices that would allow more

information to be processed per un it of time. To further

process arr ays for outout , there is a 32—bit or a 6 14 — bi t

floating—point arithmetic unit available. The POP—h /b

gives large— computer performance and expansion cap abil ities

with the cost and space requirements of smal ler •u n it s (313.

Using the same manufacturer for the output function as was

used for the input function reduces interface oroblems and

contributes to the proficie n cy of the programmers by

increasing overall knowledoe of the architecture.

The proposed test bed uses of the 11 /314 and 11/70 can

be greatly m odi fied by the choice of the array processor.

The MAP— 300 u t i l i z i n g  an Anal og Data A cqu i st ion Module

and/or I/O Scroll can elimina t e  the need for the input

functions (including là channe l ana)og to —di g i ta l

conversion ) therefo re p ermitti n g the 11/70 (or possib l y a

less cost ly moael ) to perform input, output and monitor

functions in the test bed. In fact , the 11/70 w i l l  probab l y

be large enough and fast enoug h to facilitate combi ning all

subsystems, except the di sp lay subsystem, under one

computer. The 11 /3 14 and 11/70 com b ination should prov iae

:~ 
for the full range of computer s necessary to properly

emulate and evaluate just how much computer ca o abi lit y w i l l

actuall y be needed for any soec ific ap oli cat ion.

The question arises as to whic h is the best array

processor for the aop li catio n . The AP I2Ob is synchronous,



- I thprefo re some may say safer, has a 38—bit word which could

mean greater accuracy , more standard librar y functions (such

as vector log base 10 and vector log base e) and a 3500 hour

mean time before failure. The MAP—300 is a newer system

which , due to the minim a l  host involve ment, three separate

busses. I/O Scro lls and the ADAM , can pr ovide greater long

run throughput and more f l e x i b i l i t y .

For the non real—time environment where simpl e

programming and host involveme nt can be tole rated , the

A P— 120B may be a good choice. It can p rovide f a c i l i t i e s  to

t ailor algorith m s to sp ecific needs; these f a c i l i t i e s  are

not yet too comp lex to tax the normal programmer. However,

new programs cannot be added d irectl y to the AP math librar y

(APMATH ) out must be ii n ~ eo and loaded for every usage as

would any app lication program . Thi s creates an excessive

time overhead. Therefore , the AP—1 2 0b should be used onl y

where sim p l icit y and ease of use are paramount and u t i l i t y

¶ can be sacr ificed.

For applications re cuir ing real—time computations

(which the test bed most li k e l y  w i l l  eventually demand )

i nnovat ive design , h igh through put rates and generall y

greater f l e x i b i l i t y ,  the MA P—3 00 provides the answer. The

i mproved oerformance o f  both arra y— pr ocessing p otential and

comPuter ava i l a b i l i t y  is offset by the increased cost of

program development if n on-librar y routines must be writt en.

These routines however may be added to the l ibrar y
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effectivel y reduc i ng overhead. Reference (233 reports that

the MAP—3 00 also complies with M 1L E 16400, MIL E 5400,

MIL STO 4b1A , M IL—S TD 7OLI B and MIL—STD—1 399.

During the installation of the MAP— 300 at the Naval

Postgraduate School , it was noted that the installation
I

documentation was extre mely poor . As of this wr iting, three

weeks were requ i red to install the system. This was due

mainly to the poor documentation in the installation package

received with the unit. Not only waS the package

incomplete, but changes to the software were perf ormed that

were not changed in the origina l documentation , nor was an

eratta sheet provided.

It is realized that for many companies invo lved in data

Processing equioment manufacture , documentation is not a

• chief concern . However , CSPI seems to have far in ferior

installation documentation than would reasonab ly be

expected. this situation made it i mpo ssible to do a good

test of the system ooerat ion but allowed on l y a cursor y

review.

Even with the evident shortcomings of the documents,

theoretically the MAP 300 is far superior to the AP—1 2013 .

If CSPI would upgrade their documentation arid perform the

4 installation at the site , their sometimes negative p ublic

image could be eliminated and confidence in t n e i r equipment

could be increased. It must be noted however that ref (18)

and the p ub licatio n ~Sim ole Notation For Arra y Processing,
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Vers ion II, Reference Manual” , are excellentl y written.

There,fore in the following discussion , the use of the

MAP 300 w i l l  be assumed. I w i l l  now look at each subsystem

closel y and attempt to determi~~e alternate designs.

The analog subsystem obtains data from one of four

sources: time code read/generator, 14—track recorder

(Honeywell 96), signal synthesi zer (Rockland 5100) and/or a

noise generator (HP 3722A) . Up to 128 channels of input are

amo li fied , sent through a programmable matrix switch

resultin g in 32—channel output signals to a programmao le

32—channel fi l ter. These analog sign als then leave the

analog subsystem to be inPut to the signal processing

subsystem.

The AN—5~l00 anal o g—to—digital converter performs a

-

• 12—b it A/t) conversion and is then loaded the Amp ex Megastore

• mass storage device through the PDP 11/34 computer. The

output of the array processor w i l l  then be sent to the data

processing subsystem.

I suggest it may be easier , more fl e x i b l e  and cheaper

to inout the 32 channels as before to the orogramma ole

filter , but then the 32 channels nay be better hanaled by

two Analo g Data Ac quisition Modules airect ly into the MAP

for processing or via an I/O Scroll , mode l 3, be sent to the

PO P—h /b storage devices for future use. This w i l l

e l i m i nate the expense of the A/I) converter , Amp ex Megastore

and the PDP—h1 /34 but more importa nt, it w i l l  be relative ly

99



~~~~~~~~~~~~~~~~~~~~~~~~

easy to perform calculations in real—t ime. Once the MA P 300

is started, it can perform without host interve ntion until

interrupted and with an assumed i nput of 40 KHZ, the system

shpuld not be taxed. The output of the MAP can then be sent

directl y to the data~ processng subsystem. The entire system

can also be less comp lex, affording easier system

developmen t.

Assume that a fi ctional system with a 140 l(HZ input

requires a FFT and discrete d i gi ta l f i l t e r  to be done on the

information. The timin g of a 1024 real to 516 comp lex

Fourier transfo rm reauires 3.0 milliseconds 1231 and a 140

KHZ input rate would require 39.1 FFT’s per Second on the

average. This would consume 11 7 .3 milliseco nds and assuming

• • a 50 percent overhead y i e l c 175.95 milliseconds to perform

the Fourier transfor,~. Discrete filteri n g would require

another 39.1 * ( 10214 * ( 2 * 500 nanoseconds + 12 * 70

nanoseconds)) or 73.b7 m illi se co nds. Again assumin g 50

-~ Percent overhead , 110.51 milliseconds would be necessary for

the filte r ing. The total t ime consumed by the two functio ns

would be 28b.5 mil liseco na s , leaving 713.5 milliseconds for

other worx . (Fifty percent overhead is an over—esti mation.)

Loaaina data into the MAP—300 would be hidden behind the FFT

operation (excePt for the in i t i a l  Case) and w ou lo not

contribute to overall executio n time.

Th is would eff e c t iv e l y eliminate the entire si gnal—

orocessing subsystem w i t h  th exception of the MAP—30 0 . The

-
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PDP—h1 /70 computer in the data orocessing subsystem could

control the MAP along with its other inten ded functio n of

• controlling the displ ay subsystem. Any storage necessary

for output or any taoed input data could be handled by the

• tapes and disks associated with the 11/70 and execution

could be performed on the MAP— 300 along w i t h  the above

calculat ions. However, for expanded utilization , not

sp ecificall y adaressed, the above use of onl y one MAP and no

• PDP 11/3L4 may have to be modified to accomodate the new

reauirements if these new requir emen ts are si gnifi ca ntly

I a rge r.

If after extensive testing the MAP—30 0 proves to  be too

costl y due to unreliable software , the AP— 120B cars p erform

• the same functions alth ough at an increased hardware and

t i m e  c o s t .

For examp le, in the AP 12O~3, to perform the above real

to comp lex FF1, it requires 5.08 milliseconds for the FF1,

0.8 micr oseconds to r e s c a le  and 1.7 microseconds to re fo rmat

the result for a total of 5.09 milliseconds per 1024 sampl e

FF1. To t h i s  must be ad ded 100 to 1000 m i c rosecon ds

overhead for each of the four call statements: Get data

from the AP—120 b(APG Efl , Put data into the AP 120~3(APPUT),

real to comp lex FFT (PFFT) arid real FFT scale arid

forniat (NFFTSC ). I w i l l  use the arithmetic average of 550

• microseconds per call for an added 2.2 milliseconds

resulting In a subtotal of 7.29 milliseconds ocr FF1. A PPUT
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and APGET have no sp ecific times in ref (81, but according

to Floatin g Point Systems the PDP 11 inter face trans fer rate

is 750 (lIZ. This would therefore reauire app roximate ly 2.67

• milli seconds for each 1024 element transfer giving a total

of 9.96 millis econds each for 39.1 FFT’ s. ihis results in a

389.5 mi ll isecond execut ion and transfer time. A gain,

allowi ng for 50 oercent overhead safety margin, the total

becomes 574.16 milliseconds per second. To perform the

discrete filteri ng would require an additional AP GET , APPUT,

RFFT , RFFTSC as well as a vector mu lti p ly (VM UL ) and a
-

~~ comp lex vector m ul t jp l y (C~ MUL) brin ging the time to compute

one seconds wort h of data to we ll over one second.

Therefore another AP—I2 08 must be ;nsta )led to insure

that speed , requirements are net. Also , since the host

computer must be interruoted many times, it may be necessary

to retain the PDP—h1 /34 in the si gnal orocessing subsystem.

Tnere is also the consideration that if a math routine is

custom written, it w i l l  not be able to be loaded in the math

• 

• 

librar y which w i l l  generate considerab le overhead each time

it is called. (The amount of this overhead time is system

dependent.)
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VII. CONCLUSI ONS AND RECOMM ENDAT IONS

• The test—bed as prooosed seems to be a workable aesign,

althou gh for most app lications a more efficient and

economica l arc hitecture ‘nay be constructed.

For many uses the neec for the PDP—11 /3L$ computer aria

the AN 5400 A/D converte r seen’ unnecessar y when used in

con junction w~ th the MA P— 300 array processor. The A mpex

Meqastore ma y be require d for a few ap p li cations but would

not be suitable for the m a j o rity pf app lications (includin g

real— t ime) since a disk reriohera l attached to the PDP—1h /70

would be cheaper ano s t i l l  perform the same functio ns .

It is fe lt th at the increase in c omole x it y and possib le

• confusion usin g the M AP— 300 over the A P—1205 can he

overshacowed by the reduction in equipm ent reauired by the

MAP 300. This increased p roficiency should even te more

greatly felt (assuming a normal lea rnina curve) w it h

subsequent in st a l l ations. Al so , wi t h  the time sav inG in

execution , ext ra calcu l a tio n couli be performe a on the MA P

in a real—time en vi ron m en t i thereby increasing efficiency ,

op erabilit y and soectrum .

• It is recommended th at fur ther tests he conducted us ing

the actual app lications, data types and speed requirements

to fu l l y  evaluate the most econ omi cal and e fficient minimum

design necessary .
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12. COMPUTER FAMILY ARCHITECTURE SELECTION COMMITTEE:
FI NAL REPORT, Vol VI II, Clearwate ’s et al , 1 December , 1976.

— __ ______
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Thesis by M arvin J. Lanqston , June 1978.

114. HOV4 TO PROGRA M THE AP— 120B , Fl oatin g Point Systems,
Inc., FPS—7303, March , 1976.

15. INTRODUC TION TO ARRAY PROCESSING wITH SNAP—I l , CSP
Inc., Document number S 03, Revised March , 1978.

lb. IT’S SIMPLE TO PROGRA ~’ SNAP— lI A RRA Y FUNCTIONS , ISP
Inc., Document number S—Oil , Revised December , 1977.
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( PROGRAM USER’s MANUAL , CSP Inc., Document number

Dve8004 001 01, June, 1977.
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• Document number DELiO8O— 000—00, May, 1977.

22. MA P Loader in Fortran , CSP Inc., August, 1978.

23. MAP — Macro A r jt h em j t j c Processor, Magnavox,
FwD7 7—1591, Fort flayne, Inciana.

24. MAP MODEL 3 1/0 SCROLL (10S3) INTERFAC E MANUAL, CSP
Inc., Document number DEb 4O3— 000— 01, August , 1977.

25. MAP Simulator Program Model 8002 Reference Manua l, ISP
Inc., Document number J~ 8O02— 001— 02, October, 1978.

26. MAP SOFTI~APE INTERFACE DESCRI PTION FOR THE CEC RSX —11 M
• SYSTEM, CSP Inc., Document number 8901—000—0 0, Ju l y, 1977.
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Sys tems , Inc ., Form 73145, 1977.

106

— •—— —•—a•_•__•__~•_,_• — 

—
~~

-— -— - • • • • -  •-—• - — - •— —- • - - - •—-•—-•
~
•••.—— — ••-- ~~~~~~~~~~~~~~~~~~~~~ 

—— -•—•• • - • — 
~~— —~



~ 
— -~--z~~~~~~~~~~ 

~~~~~— ~~~~~~ _____________ T. .

INITIAL DISTRIBUTION LIST

No. Cop ies

• 1. Defense Documentation Center 2
- -I Cameron Station

Alexandria, Virginia 22314

2. Library , Coae 0142 2
Naval Postgraduate School
Monterey, California 93940

3. Department Chairman, Code 52 1
Deoartment of Computer Science
Naval Postgraduate School
Monterey, California 939140

1* . Professor George Rahe, Code 52 Ra 3
Department of Computer Science
Na val Postgraduate School
Monterey, C ali f ornia 939140

5. Phi l i p  My let,, Code PME—12 14 1
NAVELEX
Washin gton , D.C. 20360

H o. LI. George T. Vrabe l 1
86 Norseman Drive
Portsmouth , Rhode Island 02871

7. Professor John E. Oh lson, Code 62 01 1
Department of Electrical Engineering
Naval Postgraduate School
Monterey, Calif or nia 939140

107

• ~~~~~~~~~
• • - - ••-~~~~~ • -

~~ • • - •--• - - • — -——• - - • • - - - •-
~ - • - 

~~~~~~ - •~--—•- -• - •—‘ •- —•- -—-~ — • — —- — --•- -- • •~~~‘--•--- -~~~~~ —S • - -• ••—- •-S
~-—- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

—


