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SECTION 1

INTRODUCTION AND SUMMARY

The Multimode CPU Design Study was under taken by the Air Force and Litton
Data Systems Division to define a multimode CPU architecture , to assess the microprocessor
design (IC process interdependencies intrinsic to the processor approaches), to establish a de-
tailed chip design (at the register level) for an advanced 8-bit , bit-sliced processor element ,
and to assess the multimode chip design set and existing CPUs for their ability to perform
processing tasks.

The problem set , defined in Section II , is a representative set of signal processing
tasks required through a major portion of the 1980’s. The set was used as the benchmarks
by which the Multin iode CPU (MMCPU) design could be bounded.

The architectural design was attempted initially without the constraints of LSI tech-
nology. The results are presented in Section III. The design process started from the bus
system (data and data addressing) and work out to a CPU architecture. Because the FF1
represents the most difficult of the problems in the set , the impact of the multip lier/FFT
special function structure was investigated and two processor structures were presented (see
Figures 1 and 2). The various blocks of the processor were analyzed and two register arith-
metic logic unit (RALU) structures were defined (Figures 3 and 4). Each RALU is designed
to perform both the data processing (DP) and data addressing (DA) functions. An instruc-
tion addressing and microcontrol structure was defined. Figure 5 is the instruction addresser
without its microinstruction memory.

Before the feasibility of the architecture as an LSI candidate could be tested , the
state-of-the-art was assessed. The results are presented in Section IV. The gate level design
of the RALU structures are presented in Section V, concluding that an 8-bit , bit-sliced
RALU for the DPJDA functions is feasible.

Three microcomputer architectures , one based on the Tracor/RCA GPU , one based
on the Litton DP/DA RALU , and one embodied in the Raytheon Micro Signal Processor ,
were assessed on the ir ability to perform the benchmarks from the problem set discussed in
Section II. The methodology , initial assumptions , self-imposed constraints , and results and
conclusions are presented in Section VI.

In summary , the attempt to design a single large scale integrated circuit , the
MMCPU , has revealed some interesting insights into the signal processing environment , LSI
technology, and processor design. Analysis showed that the main functions in Section III are
all within the reach of current LSI technology, but two chip types will be necessary to
accomplish the total function of the Multimode CPU.
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SECTION II

GENERAL SIGNAL PROCESSING PROB LEM

2.0 INTRODUCTI ON

The objective of this study is to define and do a top level design of LSI circuitry that will
have significant impact upon the capabilities , costs, environmental factors and performance ot:
future mil itary systems ih at must deal with the info rmation content of analog waveform s
(signals) to perform their assigned tasks. The systems or portions of systems directly addresse d
Jfl th is program consist of those techniques , in both mathe matics and implementation, used to
tra nsform the signal information con tent into a form suitable for a known user (whet her the
user is a hu man, an automated tra cking system , etc. , depends upon the actual system being
i mpk men ted ).

The problem will be further bounded by aSsu m ing that  the required signal processing wi ll he
pertormed using digital circuitry and that  recommended circuit s should show the promise of
spanning a wide range of applications . These circuits are intended for use in the construction
of systems from 1980 through approximately 1 990. most of which have not as yet been con-
ceived. An initial effort has, therefore , been expended in trying to predict the direction ot
applications of di~~taI signal processing to militar y problems for the next 10 to 1 5 years. It
was recognized that this program could do more than aid these app lications but ,  if properly
executed, would speed and alter the course of new applications. Care was exercised during
the study of present and “drawing board” systems for use as a basis of predicting future sys-
tem requirements. Thu actual system goals were studied rather than specifi c implementat ions
that exist as approximati ons to desired systems. The desired systems often cannot be produced
cost effectively using todays circuits.

The field of applications to be addressed can be made cleare r by first considering the nature
of signal processing itself. Signal processing problems are typified h :

a. Analog signal or signals to be processed (in this case digital ly ,  thus requiring A/i)
converters ’).

b. An uncooperative (noisy ) environment which corrup ts the desi rable signals.

c. Low information—rate—to—d ata—rate ratio perm it t ing averaging for signal -to-nois e ra t io
impro vement.

Due to the uncooperative environment and low information-rate-to-data-rat e ratio, the incoming
signal can be, and most ofter is , converted to what mathematicians call “sufficient st atistics ”.
The idea is to transform the large amount (and often highly re dundant )  incoming data into a
relatively small amount of data which contains all or , in practice , almost all of the int ’ormation
content of the initial signal. Once this transformation is performed subsequent processing and
memory requirements simplify because less data must he l iand k d at each proces sing step.

Signal processing tasks can be separated into  high speed and low speed processing r equirements
because of the suff icient statistic concept where high speed and low speed are relative to input
umpling rate for a specific problem and are not absolute. For examp le . the high speed proc-
cuing of a sonar problem may be slowe r than the low speed processing of a radar problem in
terms of actual hardware requirements. The dependence of processing speed on sampling rat e

7
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and the hi gh and low speed processing requirem ents points out the fact that for many signal
processing jo bs the total job could be done using a progra mmab le (‘PU approach but, as sani-
pling rates increase, a point will be reached where high speed processing wi ll have to he out-
boarded and, for high rates , pip elined for n i ax i m n u m n throughput.  The low speed requirements
could almost always he performed in a program mable CPu , however.

Characteri zation of the signal processing problems in the I 980-1990 time frame can he accom-
plished by considering the basic nature of such problems and the analytical techni ques being
used to address the problems. The objective is always one of determining and suitably fo r-
mat t ing the information content of ’ a signal which has been corrupted by an uncooperative
environment.  Due to th e large number of variab les in this type of problem (number of samples .
system states , etc. )  probl ems are cast in the lor tu of matrix equations. This method of analysis : 1
permits a certain ease of manipula t io n  of large numbers of variables and or equations.  .As a
direct result . (lie first stat e ment of the prob lem solution is in the form of a ma t r ix  equation or .
more tvp 1c .Illv . th e equations for  comput ing  s u f f i c i e n t  statist ics are matr ix  equations.

[he impl ementa t ion  problem can (lien be viewed as a re duction of these matr ix  equations to
t h e  point where they can be implemented b existing hardware. In the past this has required
reducing all equations to Boolean operati ons because design was done at the gate level. As
levels of i i i tc ~r at iomi increased , the ALU became a readil y availabl e part so th a t  algorit h ms
needed only to be reduced to adds, subtracts and logical operations.

The ver y comm on operation of ’ real mul t ip l ica t io n has recentl y hc~n at tacked in an a t t empt  to
reduce it to cost— effectiv e hardware and it seems reasonable to exp ect tha t  the divid e problem
will also become avail able as a hardware component.  Thus, we see a com mon approach h~commercial semiconductors to ease the manipula t i on  of real scalar quant i t ies  in num erical
calculations.

In order to increase th e hardware a lgor i thm b oundary fur th er  so that  less elt ort  will  be r equired
to implement  signal processing algorith m s , hardware needs to address the operations involved in
complex vector and n i a t m - ix  mathematics .  It Is un l ikel y that in the near future single chips will
perform such func t ions  as a vector mul t ip l y , but rath er  a (‘PU that  has a m u l t ipl ier  und er its
control could he ort ’ani ,ed so that  vector op erations becom e easy to program and arc eff ic i ent ly
imn p lc mcnte d .

This philosoph y indicates tha t  the direction of thought  toward defining an ideal micro—signal
processing chip set he simdi that the chip set should:

a. Provide a hardware com plex mu lt ip I~
Ii . (‘ontrol the n iu l t ip lv  and m c m i i o m v  so tha t  matr ix  manipulations are extremely ef f i c i ent .
c. Simplify (hc pr ogra mnntcrs ’ task for p erfor ming m at r ix  calculations.
d. Not compromise the ease of per forming scalar ari th metic and logical operations.
e. Be capable of ha ndl ing  large I/O data rates.
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2. 1  MODELLING SIGNAL PRO CESSING PROBL F MS

All possible signal processing problems cannot be considered during the design of a versatile
signal processor and a chip set. Instead , the proble m m ust be modelled by a small , manage-
able set of problems, repr esentative of (he baseline scenario fromi i which gener al computa-
tional requir ements of all signal processing problems can he derived . With the com icurr t’nce
of the technica l staff of ’ the Processor Technology group (AFA L/ D l lE - l )  of (lie Air Force
Avionics Laboratory , Litt on Data Svs emn s used lie b emi chmarks , discussed in this  chapter ,
as a good rt’pr eseiit ativc set of probl ciiis t’or list’ in th e design of a Mult i m ode (‘PU chip set.
The following paragraphs briefl y discuss each benchmark and the charact eristics of (lie
signal processing indicated b~ (he bemichmuark ,

The first bemic hmark is a complex 1024 poim i FF1 . lii addi t ion to beimig tl i t ’ most comi iii ion
sigi ial p rocessing b em icl ima rk in (lit’ ent i re  signal processing im idus ( ry for com paring signal pro-
cessimig cqui pm emi ( . this problem i l lus t ra tes  ( l it ’ first four facets of signal process ing listed iii
l’able I .

‘[be popular ity of the Fourier t r ansfor m over other transforms involving or tliogomial basis func-
tions is by no means accid ent al. It is a direct r e su lt  of (he fact ( f i a t  t h e  Fouri er bj sis fu iic —
tions (s imie antI cosine) are (lie eig ent ’unct i ons  of all l inear syst em s amid.  therefore, art’ the onl
functions which will preserve the ir  funct ion a l  form (exc ept for para mnt ’t er changes) from i m i p u t
to output  of aiw linear sy ste m . For example . it ’ ..~~ cos ( wt  is used as i n p u t  to am iv l in e ar  s~ s-te in. the response will he of the form Bcos (w( + 0)  and lit) addit ional  fre quemicie s (basis
functions )  will be produced ( t i l l s  can n ot be claimed for Walsh or other orthogonal func t i on
represent ations ) .  Since all sy sk ’mi i s  are m odelled as li m iea r wh em iever possible due to th e emior-
mous gain in mathemiiatical si mpl i i’itv , it is assumed that  Fourier Tr ami st ’orms will cont inu e  .is
(lie most popular t r amisf orm t echnique amid , as imn p lenw m it a t io n  becomes less costly , their  use will
grow considerabl y.

The b. isic operat ion p er f ormed dur ing  .i l)m scr t ’tt ’ l:oti rit .r Tramisf or mu is th e mul t ip l ica t ion  of a
vector times a ma t r ix .  I ’  th i s  operation could be sol~ ed quickl y  and e ff ic ient l y  by .  s.i~ . a
matri x multipl y chip ther e would no lom iger be .in\ int erest  in th e collection of algo i’i thi i is
known gei ier all~ ,is ( lit ’ Fast I our ier I’r~in sfo rm ii .  L low evt’r. semicoiiduct or t echn olog y ~‘i ll h o t
sols c (lit’ m a t r i x  prob k ’ iii in the t mc frami ic under  consideration so th at  tak ing advant ag e of (Ia ’
~~ •~m properties of t li t ’ transform matr ix  (FF1’) will c omi t inue  as one of ’ t h i t ’ most i m u p o l t a n t
signal processing com pu ta t iona l  proble m s.

rht’ second b enchmark is a modit ’ic ati oii to the FI ’~F b~ f lit ’ appl ica t ion  of a w ind ow im ig  I’u u c—
(io n to f l i t ’ dat a to reduc e f li t ’ side lobe effects im il ie r c i i t  in th e FF I’ a lg o i i (h n i ,  ‘l ’his o pe mat i oh i ,
it pert’ormetl i i i  f l i t ’ l ime t loma in . is au t’xa mn p le  of ’ ,i high speed func iomi pr odu ct cou i iunoh i  iii
modulat i on demodulat ion prot ’cssL ’s and d ig i t a l  t’iltering ua th e FF1’. II ’ pe rfor m ed i i i  ( l i t ’ t ’u c-
qut ’micy domain this  a lg o r i t l in i  is au ex a m p l e  of .i hi gh spt’t’tl coui~ olti ti oui t’ou iim o n i i i  f i n i t e
I f l i l l ( l l%t ’ respo nse di gi t al  f i l tering. In e i th e r case , t his b enc h imai k  ,ilso illustr ates th e la ce is ( I )
liroug li 4) listed in h abit ’ I
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Table 1. Importan t Facets of Signal Processing

Beiichrn ar k Facets of Signal Processing

I and 2 I .  High speed calculation using com plex ar i th m etic on data arrays.

2. With the exceptio mi of nu m erical scaling, the high speed algorithm is imidependent
of the input data.

3 Array imid exmng is orderly although not always sim ple. —

4. Mu lti p lv add is a conimomi ar i thmetic  pair ot’ operatiomis.

3 ~ Tight data dependeiit loops.

~~ . EX ublt’ lacc i sion diii in~ less tinie .cri ti ca l processing.

7 . Nu n~ rical scaling

S. Data dependent jumps.

4 ‘~. Sliding wimidow data manipulation.

10. Averagitig (integral ion).

I I .  Data dep emi dent d ecisions .

1 2 ,  Bit ma mi l pulat io m i .

13. lh gh I -o mates between miicmo ry and the outside world.

14 . lh gh speed calculat ion on sma ll input data ‘locks.

I ~~. Repetitive use ol a very short program.

lt ~. Fast j i am ide ni address geuit ’r auion .

I 7 . Data dependeuit address generation.

IS Ft’ficicuii memory organitation.

1*4. I)ata couiiparisons.

_ 
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t h e  t l i i r i i  ht’n chrna rk.  coordinate conversion , i nvolv es f l i t ’ coni pu (ati oui of ’ st’~t’i’jl common
t uu ic t io m ic  suc h as sim ie • cosiui e , divide , square root . etc.  l’hiese t’unction s are common to a wide
rauige of signal proces simig problems part icul ar ly  modulation, demodulation , detect ion,  a n ’raglrig
,Itltl st auida r tl devi ation estimation. Deinou ist rating (lie abili t y to hi au id le these functions will
i ndic ate ( lit ’ abil i ty to h iantlle a ai’ iety of other t’un c t i o u i s  such as logarit h m , aui t i— l ogar i t h u n .
error I uuit ’tiou i . Marcum ’s Q fi:  - ic t  Ion . etc. ,  in a s imilar manner .  The double precision ret luire-
m n ent is i i id ie , i t i ’.t ’ of th e fact tha t  these f ’unct ions are o f t en  required to great precisioui and
th at .  under  the same c ircumstance ,  calculat ion speed is generall y less critical so it would make
scns~’ to use double pre ct siou i progra m m ing rather than  ,i n i ach iine with a large r word si/c Iii
addit ion . ca lcul.it ion of these fu u ic t m ons  of t eii involv e s i t e ra t iv e  loops of a form th at ret lu ires
n.’suIts ol j  calculation h.’t o i -e the next calculation can be performnetl this problem illustrales
( lie sig m i ,ml processiuig ch iar aL’te t’ istics nu m bers S . ~ , int l 5 .ms l i sted in Table I.

I’Iie four th  benc h mark is a t .  exa ii ip le ot ’ Constant F .ilse Al arm Rate U ’!’ A R )  detection c t itnmonl ~
used to improve performance of radars pa rt icu la r l~ wh en op e rating in a high c lu t t e r  env ir onmt ’li t -

lh ii s b en ch m ark i llustr aL ’s t ac e t s  0 , 10 . I I  and 12 of lab le  I ,

h i t ’ slidi ng ii uu i t lo ~ is au i mportant  aspect of sign al proce ssing wh erein an .tlgo r ith imn u s applied
to .i set ol i i, it ,i  p olu i t s  ( i i i  thus ease ~ive r agiuig amid a threshold based dccis io ii ) and then a h i t ’~~
dat a pol i o t~ imitro duc e d to th e set w~ ilc h a ’  oldest point is delet ed .iu id t h i~’ a lgorit h m is
ie p c .mt ed ( ‘ou ict ’pt u all y t hit ’ s .tni c pro cess is involved in t iui i te  impulse response ( tr au isv cr~il )
f i l ters . co iivol u t m o n , geu ier a ti ou i of al gebraic codes , etc - In th i s  benc h mark (lie ou tpu t  is J set ics
of 0 I decisi ons which . (‘or meniorv and co m uii u uim c a t i oui  ef ’f ’icien c~ shou ld he packed i i i  to coin-
pu (er ~i ords (e.g.. I o decisions in .i I ~ b it wo rth ) .

l ’hit ’ f i f t h  b~ i i ch i i i ia r k  u s the use of .1 ( ‘Osiiie l’ranst ’orui i .is found in the front  cud I’ I os ’c%sh l te  oh
.in i mage b , mui t l w t t l t h i  co inp r ess i ou l  p r obkmn . [he h .isic algo r i t l i u n  is .iu i I ’ l l , iu i . i  i i i  t h a t  se l ts ~’ is
s imilar  to be nc i in ia rk  I . this proble m ilif t ’eu ’s . iiowe~ ci . i i i  t f i a t  .m high i i ip t i t  dat a  i ate Is

required wInk the I r~uis f oi iii itself is ou i l~ 32 p o in t s  l ’h it ’ pro t~lt’un is . Ihi er t ’ ote . one ~ l pet —

fo rm i ii ntz a short . t ’,ist operation including l’.ms t I ( ‘I t h u s  s t r a i n ing  prot ’essot I t~ u e m o r ~ .i~I d i c ~
a nd stor e ca pa b i l i t i e s  and cal cula t iu ig l’ t )\~ ’r . l’ t i , ’ f . i ce ts  oh si g ii .ml phoc ~’sslng m l h t i s t r , i t t ’d I’’ , th is
be nc hu i ia r k  . mi e  I 3 . I 4 .mi id  I ~

I’hit’ s i x t h  be nc h in iark  is a pulse c las s i t i c ,mt ion  algori t h m ch i ar . ict cris t ic  of gen ei al  r . i t t e r n  mecog
n i t  iou Problems but spe c it i calI ~ ori eu ite d toward suzt i~i l sort m u g t’om e !ectr omiic ~ . u u t  a ie  l’o
.tccotnphisl i flits benchmark , ( lie signal pioet ’ssor mu st  h , it  s’ .i h ig h ly  tht ’xihk iiieni or~ ot ga i t  —

/at ioii ss m m l i  t ’t f i c i e i t t  d a ta meuii or v couilro l . sop his t  ic .t t ed data address gcner~ut i om i  for subsequent
data proces sing. dat  a dependent . dat . i  ~ddrcss get’m e t at tout and comi dmtional m u m n p  h r . i u ich  c.i~’•i h i I t t ~ .

Because (lie specification of ’ sigiial sor t ing  alg or it h i i i is  is t ’.mt r l ~ incomplete in the h i t c i  , it  t i r e , [. 11 ton
Data Sy ste m s was .iske d to help extend the spec i f i c a t ion  (‘or ( lie Processor ‘h ’ehnology group
\I- A I I ~l I i’ — h. Included in the succeeding sections is a detailetl discu ssion of ’ the s i gn .ml

sorting prob lem and (he general E W problem.

I ’h ie use of a specific ben chni ark set h a s  provided greater insight in to  the geu ie ral propt ’rt tes
tha t  a micro—signal processor chip st ’t sh ould possess. ‘the ben eh i i i i ar k s  hai t ’ bet’n slios~ ii to
gener a l ly  rt’prest’rit the to ta l i ty  of signal processing pro bleui i s and it  app e ,mr s cert .iiu i t h aI  a
mach ine architecture tha t  c. i i i  pro s mdc featur es I throug h 0 ot ’ Fab le I will be applicable
to real world signal pr oce ss uui g problems.

1 1  -
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2.2 BENCHMAR KS

2.2.1 Fast Fourier and Weighted Fast Fourier Transform Benchmarks

The Discrete Fourier Transform Equation t’or an N poin t complex sequence f(n) is defined
as follows:

:1
N-I

F (k) = 
~~~, 

f (n )  w kn k = 0 , I , . . . ,  N -I ( I )
u i o  N

where
-.t2  i t - N

w N = e

A declination-in -time Fast Fourier franstorui’i can be readily derived froni equation ( I )  by
de fining two (N/2) point sequences as the even and odd members of ’ 1(n). Because of (lie
hi ghly cy clic nature of ’ W N . it can he shown that Equation (I) can be computed by first
computing

N - I

F 1(k)  = “ f ( 2 n )  W~~ ( 2 )
n— o

and

N - I

F~(k ) 
~~~

‘ f (2 n+ l )  Wm~ ( 3 )
-

and then combining Equations (2 )  and (3) to achieve the result of Equation (.1) as follows

F (k) = F 1 ( k )  + W k F,( k) ( 4 )

This process can be continued with a significant computational advantage gained at each step.

The basic operation resulting from Equation (4) is called the Decimation-in-Time but Wrf ’ly
defined as

A ’ A + W ~B

B ’ A - W EB (5)

12 J



This operation can be visualized in flow graph f’orm as t’oUows:

xi
The quant i ty  is commonly called a rotation vector or twidd le factor ’. A combination -

of butterflies arranged to produce a 32 point complex FFT is shown in Figur e u . Th is
structure results from (he repetitive application of E quations (2 ) .  (3) and (4 ) and the but ter-
fly operation Equation ( S i .  The same process can be used to define a 1024 point FF1’ and
it is this algorithm tha t has been chosen as t h e  FFT bei ichmark. It should be noted that  t h e
output values are unordered and th at reordering is a necessary step to be includ ed in the
b cn chiun ark prob kmn .

The algorithm will assume 14—bit iu iput  data which will he suf ’ficient for almost all signal pro—
c~’Ssit1 g problems. The nature of (he algorithm . h oweve r , is such that  numerical values (end
to increase through a huuer l’Iv operation. The largest data  value out of butterfl y will he
at least as large but  no greater th aui  twice as larg e as the largest data value into the but te r—
ily. Overf lows can be prev euite d by dividing by two at the output  of every bu t t e r f ly ,  hut
this r Csults in many unnecessary undertlows. The scaling scheme employed involves keeping
all data ~.ilut ’s at 14 hits and . at the end of each group or course , checking to see if an~
data value has overflowed into the I 5 th hi t .  Whenever this occurs all input  ti at a to the n e \ t
course will  he divided by t wo . This scheme insures no actual overflows while main ta in ing  as
much precision •ts possible in t h e  f inal  results.

The computational requirements can then be defined as ho l lows :

5 12 but terf l y opera t ions  during each of 10 courses
h. Fifteenth hit overflow check and scaling if net ’essar v- ’at t er  each course
c. Reordering of ’ fim ia l  results for output .  , 

— 

‘ 
-
‘

A rate of 5 mscc for a 1024 point E F F  im iip l ie ~ a n ave rage bu t te r fly rate of ’ less than 9Th nsee .
but time must he allotted for  pr ocessor dependent da ta  loathing, loop set—up and control and
on (put  reordering. Thus time, thus,  represents an absolute upper bound to t h e  actual b u t t e r —
fly tinit ’ which will depeuitl ~ipon processor archi tecture ,

In a similar manner,  an absolute upper bound on but ter f ly ’  time for  a rate of 0.5 msec for a
1024 p oim it Ft  I is 9$ nsec with (his u iu mu ber  decreasing as a func t ion  of processor a rch i tec tu re .

The additional benchmark of windowing (he FFT data will he perf ornied in (lie t ime do n i a im i
anti consists of’ •m premult ip l icat i on of all input  data values by a window l u i m i c t i o n .  [he
techul ique adopted is to store the window function in memory thus  requir ing (lie processor
to perform 1024 complex mult ipl ies  as well j s associated fetches amid stores. This ( ec hi ni qu i t ’
permits the a~b it r a r’~’ selection of an~ window function at no addi t iona l  c omp uta t io mi al  cost
siuic e t he t’un ct i on  will be iires(ored in uueiuor ~’ .
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2.2.2 Coordinate Conversion benchmark l)e t’inition

The coordinate conversion benchmark of polar- t o-rectangular and recta ngular- t o-polar in single
and double precision demonstrates the fact that functions generated from input variables are
often required in signal processing. Normally they occur in post-pro cessing applications where
relatively low speed calculations are required. Therefore, the use of double precision program-
min g is preferred when increased accuracy is required rather than implem enting a larger
word-size machine.

The polar- t o-rec angular conver sion problem is defined as follows:

Given a point specified by magnitu de R and angle 0, determine the rectangular
coordinates X and Y where

X = R cos 0

and

V = R sin 0 (6)

The problem is basically one of computing sine and cosine functions and can be solved using
a nested polynomial approach to the Taylor series for either function over i r/ 2  and , by
symmetry, determining the functional value.

First assume that sin 0 can be computed for 0 < 0 ~ ir/2. Then 0 can be mapped to
0 as a function of the quadrant of 0 and the function (sine or cosine) desired as shown in
Table 2. Therefore , any sine or cosine value can be computed using a Taylor series
expansion for sin 0 in the range 0 ~ 0 ~ it/2 . The expansion is’

j 0 ( 2j - I - l )
sin 0 L ( - I )  (7)

J 0  (2j + I ) !

The expansion must be limited to a fini te numbe r of terms, the number used reflecting the
desired numerical accuracy. Assume , for example , the first five terms are sufficient for a
particular application , Then

3 5 7 9
sin 0 = 0 + - + .1. (8)

3! 5! 7! 9!
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Table 2. Mapping of Sine and Cosine to One Quadrant of the Sine Function

0 CO S tj Silt 0

0 ~ 0 ~ i t / 2  sin [r r / 2  - 0] slu t [0]
- s i n ( 0 - -rr /2) s i n ( i r ’ O )

/ 3’Tr \
it ~ 0 < 3 it /2 -sin ( — - 0 I ‘si u i ( 0 - ii

/
/ 3 ii- \3 ‘rr /2 < 0 < 2’n sin 0 - —  -sin ( 2 ’rr - 0

which can be expressed as a set ot ’ nested pol~’non imal s of ’ the f ’orm

sin 0 = + K 1 Ø ( I  + K 2 0 ( I  + K , 0 ( l + K 402)))] (9)

With a change of definition of constants and definimig ~ = the expression can be writ ten
as

sin 0 =  o [k 1 + t~ (k 2  + ~~(k 3 + ~~(k 4 + ~ ) ) ) ] (10)

which can be programmed as an iterative 1oop as follows

Z0 = k~~+~~i

Zn+l = k3.~~+ ~~~~ n 0 , l , 2 ( 11)

Now consider the rectangular-to-polar conversion problem. Given a l)oiml t specified by X and
Y determine the polar coordinates R and 0 wh ere

R =  ~j x 2 + Y

sin ’’ (i~1~) i f O  ~ I~~I 
~ iij4

~~-1 ~i r 2  - i~[) if ‘n’ /4 ~ ~ ~ / 2 (12 )

with appropriate quadrant modifications on 0 based upon the signs of X and Y.
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There are three function problems here ; squar e root , divide , and arc sine. A Taylor series
can be used for the arc sine and im plemented exactly as E quati omi ( I I )  above wit h a d if l ’ere ui (
se of constants , k. The series is

sin~~
1 O = 0 + -9~ 

+J_ , _~i., .Q~. +i , -i . i.. .~.L÷ ( 1 3 )
2 4 5 2 4 O 7

It is possible to show , using (lie Contraction Mapping Theorem , that  a divide eai i also he
implcmen ed in the form of Equ a( iomi ( I I ) .  ‘fhe resulting a lgorithm is as follows

if Z = and - l ~ V ~ -.5 then (he iteration

= k X + k y211 
( 14 )

will converge at a rate exceeding two bits per iteration to Z if ’

k X = -X(Y + 2)

k y = (Y + 1) 2
( 1 5 )

and

Z0 =

Note that  k X and k y r cma iu i constant for all iterations. The last required t’unction to
complete the problem is t h e  square root. l’he (‘ømitr a ctiomi Mapping ‘rhetw eiui can agai n be
used to show that , if ’

0.0( 25 ~ N ~ 0.5~ 25

then (he recursion

x11÷1 = — x ,1 ( l(~)

will converge to \ N where

= N - ( I ’ .’)

The algor ithnis pre sented above repr esent one possible solt iti out to the coortl inate con s eu ~i o m t

problem. I n addition, they will demon s(r att ’ the goals of ’ the benchmark im i f h ia t  the y  u e q m i i u  e
a flexible processor capable of ’ handling real auiti double precision data.

‘7



2 ,2. 3 Constan t False Alarm Rate (CFAR) Benchmark Definition

The CFAR benchmark is define d by assuming that 6-bit positive values are input from the
detection stage of a radar wi t h the following charac terist ics:

a. A 70-mile range
b. A 200-nanosec ond compressed pulse width
c. A I-millisecond pulse repetition interval

This implies (hat 4352 data points are to be processed resultin g in 4096 binary dec isions
by a CFAR algorithm using a 256-point sliding window .

The algori (hi ;n com putes . for each decision , an average of ’ the previous 128 point s and t h e
next I 2S points for use as a decision thres h old. This threshold is modit ’ied by a cofls t ai it
thir eshokl parameter anti t h e n  compared to (he window center point resu lting in a binary
decision tha t  the poim it is ab ove th e thresho ld or is not.  The algorit hir ii is i l lus t r ate d in
block diagram form in Fi gure 7 .

‘l’hie ou tpu t  of the algorithm is . ( lien , a single bit decision l’or each input value wh ich would
be forwardet l to a not her processor t h a t  would , probably, p erfor m some scan-to—sc an opera-
(ion. For ( l i e purpose of e f f ic ient ly  t r anst ’erring I he decisions . t lie signal processor is
required to pack I 6 consecutive decisiouis into a I 6-bit da ta  worth , This process will be
included in the (‘FAR benchmark.

The sh idim ig wint low function of ’ the benchin iark can be et ’f ’ic ie ui t ! y implement ed b computin g
t h e  average of ’ the t’irst 256 points  and then upda t ing  ( l ie average , A 1. as follows

+ 
= A 1 + X

~ + 128 - 
- 128 

( 1$)

As a result , m ost of ’ th e poi nts will require only three adds (one is part  of ’ t h e  compare l
and one m u l t i p lication (( l ie division 1w the number of ’ points in ( hi t’ window can be corn-
hined wi th  f lie  con s fan t  t h reshold par am eter ) . Ther et ’ore . (he (‘F .~ R algori t hm ii will  r e t l umm e

* 40% + 256 12544 adds ui i i l l  iseeond
a mitt

3 * 4096 = 12 28$ mul t i p h i e s ’mu i ll is econ d

in ~dti1f ion to m It e  outpu t  bit packing.

— 
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Figure 7. CFAR Block l)iagra m

19



‘ “~~~~~~~~“ ~~~~~~~~~~~~~~~~ .‘~~~~~~~~ , “,~~~~~~~‘ ~ ‘~~~~~~ ‘ ‘ _ ~~ “ ‘ ‘ ‘~ , ~~~~~~ 
-....—~ —— -—‘.-.-.. - - - ~-

2.2 ,4 Cosine Tran st’orm Bemich ma rk

The cosine tra ui sf ’orm of an N point real sequence of pixel data is defined as

N-,l 1~~k (n+ l/ 2 ) 1
G1. = 2 ~ x cos I I k = 0, I ..., N- I  (19 )

L N jn o

Ef ’f’icient computation of equation (19)  can be per lormed by reworking the l’orm of ’ (lie
equation into one compatible wit h ì Fast Fourier Transf ’orm (FF1) t echi u i it iu t’s. This caut be
done by rewriting equation (19) in (hit’ form of complex ex ponent ial s,

~ i rk  2ir kit
-j -—’— N -I -j

= 2 Re 2N ‘S~ x 11 e 2N k = 0. I , , . . , N- l

( n 0  i (2 0 )

If X11 is ar ti ti cally exte u ided to a double length even sequence ot k ’ngt hi 2 N . equat ion ( 20)
can he writte n as

u k  2N- l , 2w kn~
(;k = R e ~~e~~~ 

\ n e ~~~~~~ ~ k = 0 , l N- I
n 0

( 2 1 )“ Ti’

L)e f’ining W 2 N  = e 2N

irk 2N- l k
= Re ’

~e
l
~~~ ~~~ 

W k = 0. l , , . , N- I

l’hc sU m m ation term in eqUation (22 )  is recognized as the Fourier ‘l’ransl ’orm of ’ the even
seq uence ~~ and is , therefore , a real quantity for all values of ’ k. TItu s, equa tiomi ( 2 2 )  cait he
wr i t t en  as

I 2N- 1
ir k ) ‘

~~~~ kn
= cos — 

~~~~~ 

X~ W~~ k = 0, 1 , , . . ,  N - I  ( 2 3 )

I or the purposes of image bandwidth compression , the m ultiplication ter uit cos (—
~

) is of
u io va lue since it is not data dependent and , therefore , contains no in f ’ormation o~ interest .

L______ 
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The term in br ackets can be computed using a 2N length FF 1. The cosine transform of X~(less the multiplicative cosine factor) will be the firs t N output points of the FFT algorith m .

A more efficient implemen tation can be deter m ined by recalling that X~ has been made in to an
even function and , as a result , the FFT output will be real. Consider forming a complex sequence
using X,~ and an additional set of new data also even extended as the imaginary part , TI t us

X~~= X~ + j y 1~ (2 4)

The Fourier Transform of X~ is

F(X ’~ ) = F (X e ) + j F 
~~~~ 

(25)

because F is a linear operator, Now , since X~ and Y~ are even sequences, F(X n ) and
F(Y~ ) will both be real functions. The implication of equation (25) is , therefore , t h at two
cosine transform s can be simultaneously comput ed by a sing le double length FFT and tha t
the results will be found in the first N real FF1’ outputs for X 11 and the first N imagi u iarv
FFT outputs for Y,~.

The computat ional portion of the Cosine Tra uisform benchmark could be performed usi u ig the
technique described above on groups of two 16 x I input pixel vect ors by employing a
32 point complex FF1. Input pixel data will be no more than 8 bits /pixel and . th eret ’ore .
there is no need for scaling considerations dur ing a 32 point FFT performed on a lô hit
machine.

The computational requirements of the Cosine Transform Beu ichti iark can he f’ur ther  reduced
by considering the ’ flow diagram of th e 32 po int FFT shown in Fi gure 8. Since only (lie
first 16 result s are required and outputs 16 throug h 3 I are to be discarded it is worthwhile
to (race backwar d through the flow graphi o determi ne at wh at p oint the discard can a~ t u a I l ~take place. The output values not required ar e cir cled in the flow graph and thie trace is
shown by circling all inte rni edia te values not require d due to the final discard process. It  is
seen that  half of the butterflies on all hu (lie first course actually uiced ulot be performed at
all. Actually, the final algorithm requires only 16 half ’ butt erflies for  a first course followed
by a 16 point complex FF 1’. Thi s reduces t h e  in i t ia l  count of 80 total huUer fl ies to a couut t
of ’ 48 butterflies t ’or this mod ified 32 point FUT .
The processing speed for accontpl ishiuig the 1:1:1’s in real t ime is as follows:

Number of ’ pixels transformed = 8064000 pi xe(~~secom itl

Number  of’ 32 point complex FI ” l ’ s 2S2000 FFTs second

48 But te rf ly s/32 point FF 1’ 48(252 000 ) = I 20%000 bu t t cu  fly second

Therefore, the average butterfly rate is one eachi 82. (t nauioset ’ouids .

2 1
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2.3 ELECTRONIC WARFARE PROBLEM

2.3. 1 Basics on Radar Characteristics

In general , at the re ceiver of any Electronic Warfare equipment , the received signal can be
represented as:

y( t )  = S (t ,a 1, a -, , , . , . . ,  am) + n(t) (26)

where S is the transmitted signal which is a function of time and a number of parameters ,
a 1, a 2... am ; and n (t) is noise , By using the thoeory of estimation of paramaters , the m
parameters of the transmitted signal give considerable info rmation about the specifi c emitter
responsible for the received signal , The frequency spectrum , pulse characteristics , pulse
repetition frequency, beam pattern , scan pattern and rate , angle of arrival and antenna
polarization are some important characteristics that may be ut ilized in the classification of
an unknown emitter.

The frequency spectrum includes the center frequency and modulation of a CW type radar ,
the center frequency and pulse modulation of single or multiple frequency pulsed radars and
agilities. Modulations range from the simple rectangular pulse with no FM to complicated
FM and coded wavefo rm . In many cases , the frequency domain is the only way to classify
the more complex waveforms.

Pulse chara cte risti cs include pulse rise time , fall time, amplitude width and jitter. These
parameters are in the time-domain and may be use fu l in quick classification of simpler ,
pulsed radars along with center frequency.

The pulse repetition frequency or interval is primarily a derived parameter , gotten from the
sorting of a number of individual pulse. PRFs fall into four categories , monofrequency,
staggere d , jittered , and random , of which the first thre e can be definitively classified and
tracked.

The beam pattern , scan pattern and scan rate are functions of the radar type such as track-
ing, surveillance , height-finding, etc. A given type of radar will generally exhibit given beam
and scan chara ~tc~istics. These characteristics represent a tran sformation of frequency and
time domain information into a spatial picture of the radar beam and the beams sweep
pattern : therefore , these characteristics are also derived.

Finally, the angle of arrival is the angle of the maximum energy for the transmitted signal
relative to the direction of flight of the aircraft. The angle of arrival is a single pulse
parameter in the spatial domain; howe ver , to be most accurate , the angle of arrival should
be transformed into direction of arrival to compensate for the in-flight motion of the
airc raft.

2 .3 . 1 .1  Single Pulse Characteristics

Using the information availab le in a single pulse , it is possible , assuming perfect conditions ,
to identify the emitt t r type and location. To classify the general type , the frequency
spectrum and pulse characteristics are the only use fu l informa tion available in a single pulse ,
A blanket statement may be made that the measurements of the parameters in equation ( 26)
will be spread in some random fashion and will represent a stochaistic process. If the
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various frequency and pulse ch aracteristics are used to model emi t te r  classes, them i t’roni the
theory of’ estimation , probabilities can be establis h ed using the estimated mean and variaii ce
to id ent if ’y a given incoming pulse with a uiio de ll ed emit ter  class.

For a simple radar , center f requency,  pulse wid t h , and rise and fall t imes are probably
sut ’fici ent to make an e st imate . More complex types m a y  need details of the l’r equen cy
spectrum of (lie pulse or the agil i t ies to iden t i fy  them.

The location of ’ an emi t te r  cati he gotten fron t the conversion of the angle of arrival in to
earth coordinates , of ’ten called (lie direct ion of arrival. If properly done , this parameter is

the least sensitive to pulse—to — pulse var i a t ion s  because the emitter  can not move signi !’ic an t h
from pulse—to—pulse. I’he f requency band and the angle of arrival are often used as a first
coarse sorting ~of an im ic o mn i u i g  pulse .

By cI .issi fv ing (lie general t \  ~ e ot emu i (e u and its location , the specific emi t t e r  may be
id en t i f i ed  for fur ther  pr oce ss imig , suc h ,is pulse train classi f icat ion , range . let h a l i ty .  etc.
Techni q ues l’or this classif ’i c at io m i wi ll he discussed in Section 2 .3.0.

2.3. 1.2 Mul t i p le Pulse Ch ar ac t e i i st ie ~

When (lie individual  pulses are successfull y classified at least hy general type , addi t ional
information cam i be extract e d about ( lie em i t te rs  responsible for thes e pulses. For many
classes of ’ radar , this i n f o r m a t i o n  is t i u i i m i t e i e s t i u i g  and single pulse classif k’ atio mi is enough to
d isplay, co un ter , or d i srega rd. H owever , t h e  inoue lethal new thr eats have new agi l i t ies .
iui terest im i g scan patterns , and v~ir ious processing techniques tha t  require soph isticated process-
ing on the p art  of ’ t h e  E lec t ro ni c  W ar fare  lece j v cr  to cl iaract eri 7c the emit ter ,  Pulse ( ra in
characteristics , such as PRF , require  ,t number  of pulses to detect with any degree of ’
accuracy and may he modelled a~ a \ i . i rk o~ process. Furthermore , scan pattern and beam
pat tern can be deter m ined us i i~’ t im e p u N . - t ra in i u t t u r m a t m o u i  wit  ii 1)ulsl ’ ampl i tude :  Iio~ C’ CI

c \ It ’ l l s I v C  p r & ’ t’essIiig is I 1 L ’ L’cssa r \  - .\ J i s c t is~ ion on pulse train c lass i f i ca t ion  is giv eui i i i

Section 2.3.6 —

2. .~~, 2 Ne ccssai~ h ‘~ t iu i ~’t i u u i s

There are three m ajor t~ pes of ci l i , i i j c  w a r f a r e  funct ions :  electronic r ecUniiai s saulce ,
eIe ctro ni ~ support measure ( I -  S\l I, amid electronic counterm easure s (I ~( M  . E J cc t r o u i c
rccol inalss . t l lec  is thL s( ’ L’ U f i L  r t ,  c i i  , t :s ~ancc di recte d toward (lie collection of d c c i i  o ma g i i c t  ~
r a d iat i oum s , e.g. I - LI ~ I - 

( )M I N I , slU IN I - etc . I ~t o i i i u i ~ t iomis  si re served h ) the  m Ct
u ia i ss .t i i tc  .mn ~I J !LtI ~ ‘as I I I  t h i ~ m ad i a t io t is :  1 Intell igenc e g at h er i u i g  to obta in  i n l o r m i i ~i I . ~’ii f o r
t h e  t ’ I e L i r  i imc  I ’ i  IC !  ol ha t tk . and 2 )  Basis of F( ’~vl designs or medes i g it s .

I k ’e t i I ’ : ’ I :  support uj i ca s i l i t ’s art ’ f r  :: ‘ i i m t o r m f l g  the direction and type  of p o t eu i t i . t l l  hi o sl i k-
sI .‘ i i i s  e,i I ~- - r alh i t s a i t ’  a p~ t o r i  rclL ’i C I~~ da ta.

I l cc t r ~’ mii ~ L ‘‘ j i t h  I k . I - - i i i C ’ . i s  I dc’~ I I  ~~~~ ide (lie ene i i i~ ‘s use of his ~‘IC c t r o n i a g n C ~
~\ s i t - h i s  I l l t ’ u d ’ r  t o  o b t a i n  . f , t t f t a l  a I v . I I I t : t e ~’. Bot h .tc t i ’ c ami d passive measur es C \ i s t

I l ie  .tb ’~ c l i t a m om I-.~ I l i t  ~i ’ut ~ , IR ’ sii 1’p~ r R ’d h~ si iniLi r s ub s y st em s  to t h e  e x f t m i l  l ih i m t h e
major h i .  m i ~~i m m eeds ih t ’ i i i . ‘of th w m i i i I -~ t i i u i e t i o i i s  need to  he able to ie~ i’i\ .’ sig ia k

~l c m ~ r m u m - th e si g h t  I~:.ii t p , i r i n t c  I c m ’ s of t he ‘s i gn a l s , ‘sO! t the signa ls. associate the ‘sigii ils w i t h

-‘4
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emitter classes and /or specific emitters. The ESM and ECM functions must be able to
prioritize emitters according to their letha ligy, and display the hostile emitters. Finally, the
ECM system must be able to process the emitters , analyze the available resources of the
electronic defensive systems , decide on the most effective countermeasures , and activate those
countermeasures. The bulk of this section will be devoted to the sub-functions miecessary to
sort signals , associate signals with classes, and determine lethality primarily for the ESM /ECM
mission.

2.3.3 Channelized Front End

No specific system is defined for the ensuing benchmarks , h owever , the availability of signal
parameters is assumed. The most promising system in development today contains a
channe h ized front-end receiver , and the processing is done on a channel or subchanne l basis.

Typical first problems are dense signal environments and radar characteristics that cover
multibeam , multifrequency transmission , PRF agility, RF agility, CW , and intrapuls e fre-
quency agility. As a minimum , a receiver must possess:

1. An ability to handle multiple frequencies simultaneously

2. A near-unity probability of detection

3. Good frequency measurement , resolution , and accuracy

4. Single-pulse acquisition and param eter measurement.

To handle high pulse densities spread ever a wide frequency range requires a wide instanta-
neous bandwidth. Furthermore, a wide bandwidth allows instant , single pulse acquisition.
The complex PRF agile radars require sorting by single pulse parameters , forcing the need of ’
good frequency measurement , resolution , and accuracy and a high probability of intercept.
The channe lized receiver concept have a wide imistantaneous bandwidth and high signal
sensitivity, allow ing high probability of detection over several octaves. An excellent discus-
sion of channelized receivers and the impact of surface acoustic wave devices may be found
in Electronic Warfare , September /October 1977.

2.3.4 System Architecture

From a generic point of view , a fantastic system can be postulated that will process any
incoming pulse , fully characterize it , classify it, correlate it with its train of pulse , and direct
countermeasure s, and whatever else is necessary. From a practical point of view , this system
must handle a mrn iltitude of pulses with exceedingly different characteristics. This sectiomi
will auempt to define a system flow and point out the strengths and weaknesses of the
various steps in the flow . To attempt this defim iition . fi rstly, the top-level system flow of a
“pulse ” processor will be discussed ; secondly, the processing flow will he analy ietl : am id
lastly, thie architectural necessities will be presented.

2.3.4. I System Flow

Incoming Signals: The incoming pulse is received anti generally convert ed to base ban d. T h e
various pulse parameters , such as center trequency , pulse-widt h , rise time , fall time , AOA ,

25
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etc. are extracted from the pulse , amid digita l words are passed to the signal “sorter”. The
digital word s, more or less, characterize the mec eiv ed ~tilse.

Sorting of Signals: As the di gita l words enter the sigm ia l processor ( “sorter ” ), the processor
must attempt to classify the generic t~ ~e of radar so th at  (lie proper countermeasures nia~
be ch osen ; the potential  of danger may be ascertain ed . an~l f ’ur t h i e r  pr oce ssing may be
simplified. Further m ore . the processor should id em i t i f  (lie s p C L i t  Ic emi t te r  so t h at an~
directivity of counter m easures may be spec i f i ed , as well  as . the pro b abi l i ty  of a radar mo le -

change to a dangerous imm o tic may he est j i m m , i t e d .  I t  the generic type and/or  the specific
emitter can be classified , the ui inu lt i p ulse statisti cs eam i he gath ered to ref ’ine fu r ther  th e ‘

processor ’s knowledge of how to j am and when t in s  t h r eat will  become dangerous. Fin a l ly.
based on available data , (lie Processor must  pr iorit i/.e th e  threa ts  for Jisp la\ to an operator
or f ’or au tomat ic  d e p l o y m n e u m t  of c o u i i t e r im i t ’as ure s, Iii  ( l it ’ airb orne I ( ‘M case , this  prior il i-
z at ion is critical because the I - ( ’NI gear has d etimii t e l~ l imited q u a n t i t i e s  of j amn m e r  po~ er or
deployable passive eoum ’iterm iieas ur e to use, 

-

2.3 .4.2 Processing Flow

Signal Paran ieter s : As the in c o mn i m i g  pu lse is hei n g re ce i~ ed , a n u m m i h e r  of ’ ope rat ions  b egin
t hat extract  im ifor m ati on ab out the puls e . ‘l ime m ini m al set mm s uall ~ inc ludes et’~it e r f’r eque ney
(t ’c) , pulse wid t h  ~PW 1 , amig lc of ’ a ; r i ~ al A OA) . a n d ti m e of ar r i ~ .ih (TOA). These require
very l i t t l e  processing to ex t r a c t  the in t ’ori ua t ioi i  and mi ia ~ be handled pr imarily in analog
for um while being processed . and  1 lie u co ii s ~‘r ted to  d i g i t a l  signals.

[however , t Ime m ore cxo t  i t  f l i t ’ e m um i t  te r elj ss , f lit ’ more so p h i s t i c a t e d  (lie process ing must
become. A com is id er ab le a m i m o u n t  of preprocessing i i i . i ~ be mieces sar~ i f a good chiara ct eri ,a-
(ion of couip kx radars is desired. Radars that  ha~e modulated waveforms . t rai n and  or
coded pul ses , spread spe ctrum char acterist ics . or ( ‘W mna ~ require grt ’at l ~ enhanced p reprocess-
mu g on a siuigk ’— p u lst ’ ba sis i t ’  be s te ce ss f i ih l ~ ~‘hia rac t er iie d .  ‘l abi e 3 indicates som e of ’ the
‘~ a i i c t v  that  can he se em i I I I  mad a r ~ avef ’or iiis. t acIt l ’s Pt’ has la~ t ’r , il ~k’ pr opert ie s t h at a t e
useful in rela t ion to t lie ra I lg t ’ - ‘1C lo~ i t a m h i gu i t  y I u m ict  ion.

lu  t i . i i a t i t ’ u l / e  f i R - -sc puNt ’ , S t i C t s s S  , i h l ,  . . t t I i i i t I k ) u i i l l t i L ’t jt it’l’C\ t h t ) i I L I i I i  in f o i ’ i i i~~t iou  in t I c

‘ l i i i  ol ’ spe c ir a l  ai . i l ~ si-s . ‘m . idd i l n a l t ime domain i i i t t ’ m i i . i t i ~~ ui s m m c h i  as u s c  and i . i I l  m m ine .
an ti pulse ampl i tude  r u i a ~ be I i e t t ’s s af \  t om l i l t  f e i - t \  pe el 1551 I i t , l t l t ) i i , JS wel l .15 . J sp . i t ia l
do ma im i in to r ma t i on  t ram ’i s t o rm fla t io i i  f rom \(_ )A t o  direct  ion oh . i r r i val  I)OA ) i ima ~ he
necessary for  spec i l i c— eumu i t t s ’ r L lass i  L a t t t ’ l i  A .sig n u t  it - ant  p r ohle n u ou con f l i c t  ai st ’ s

lie vo l uimi e  of i nco mni l i g  pulse s is hi gh :  m h m e i c l o r t ’, t h e  pr t ’—p r oc t ’s sil ig i.ltt ’s t o m  sp e ct r a l  m l , ’!
If l .1t ion S~ I h I  be e s _ c~’d i u m ~ I~ h igh , .ipp i n i i h m i m i g  2 u t h .~( )( ) m n u l h i o m i  O b’ t ’ i . i l i t ) i i S  f C i  scc~ i imJ l~’i .1
(n)— f lit,) Ml i i  channel at l ’ ,is~’i - a m i d , l, u i l , ’ i  i n n a t e l y .  t h e  sf’~’ c t i . l l  .u m m a l ~ 515 t i t i i s t  i’e dont  I~ i t i ~

an ’s t ’ i i i ~t f c r ’ f ~ pe J u ’ s” i ~ - ~~ i h~,’ p~’rt ~’ r umie t t , I I  the e. isuh ~ cI.:ssi t i cd pu lses e’ ’ mlJ  I ’~
stripped .iw ,,~ t’, tlier l m o u u u  t h e  i~~ ’~ , i i . i f ’e t n  iii t h e  d i t ’ m t a l  da ta , f l i t ’ spect ral . i T m . u ! ~ s i s  - 

-

be d o m m t ’ on (lie s i ’~ ’- .~~ st ’ ’  c ’ t t u m m i  ~~~~ at a m u ch Io\ ’I t i  pro ce ssing rate , (‘ tim - remi t  t’q il ~~:

id ~ ~‘cr t  - I ’ - :~-d , i , m i s ’ i t s  ~‘i i i  is  i’u ~’~ - u ~ ‘~ t ’ s s l ! 1 ~~ h~’~’an st ’ of hard ware  l i m n m t . u t i ~ m i s

P r oha r - ! ’ \ t i e  I pt ‘ ‘ i . g s I i l ~ i n ’ - ’  I l k ’  ~~~. . 1 (‘il.u:ih ’it ’rs . I r t ’ p.Isst ’ l to  die sign . i I  i ’ ’so l t e i  - 
I

I -c  , ss’~~ I - i  t i a s ’t l i t . i t i ’ i i i - )  a .  l I * ’ u i  u I s , ’~~I\  c o u u i t c m i u m e u s i m m e ~ , t’ t c ). l ’hlt ’ i’ .1t. i 111t i~~ts



Tab le 3. Classification of Radar Wavef ’or ms

SI NG LE PU LSE - 
-

Rectang ular , Nu FM
Spread Spectrunu

Re ctan~tu la r - linear FM - -1

linear V FM
Stepped FM
Quadratic FM

Ga ussian , linear FM
TR AIN PU LSE

Equally Spaced , Ide ntical
Equa lly Spaced , Identica l With Constant Comp lex Mu ltip lier
Non-ldeiuticat

Multi ple Frequ ciucy
Stagge re d PRF
Mu ltip le Carrier
Pseudo-Random Coded

Barker
Maxim um - Length Sequ emuce
Polyp hase Sequence (Ternary , Qua ter it ary )
Hu ffman

cw
Simple - -

Frequency - Modulated
Mu lti-Frequency

will be a best approximation of the parameter set actually needed to characterize the
received signal. Recalling equation (26). the signal processor will receive ‘9’(t , h 1 b~ ) which
will approximate y, that is

1(t, h 1 b~ ) y(t , a 1 a 1~ ) (27)

where ~~
‘ is the signal processor ’s representation of y and h 1~ bi ,...bn are the signal represe n-

tation parameters. A given emitter-type will have a “cha racter f~tic ” set of representation
parameters , which will be spread in a random fashion about some mean.

Using probab histic techniques for multivariate data analysis , a Chi-squared method may be
employed. The proximity of a given pulse to the “characteristic ” set of parameters for a
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given t~ pe will  i -c .u mm ie a sure of ’ ( lie pro b ab ili ty of i d e m ut i f i c a t i o m i .  II the measure exceeds
a given thresho ld , classification will be declared , amid the pro b abi l it)  of ’ t h is t ype  will be
up d ated . A fu r the r  d iSt ’Uss i& ’n  w ill  be gut  en itt  the  S t e m  ion .3. ~~ .

Time t h reshold criterion is included to I nsure  that  ‘‘u’s er —el ass i l  ~ ing ’’ does not occur , .-\ pu lse
can arri v e at l Ime r eceit  er t h a t  does no t  fi t  in to  . i i is  a priori enu i t t e r — t ~ pe class . T h e
processor m u iu st i i i  st he able to ci-cate a new class ml a s t i l t  i c i emu I s t a t i s t i c  can he f ’ormne d ,
Furthermore , th ue t h resh old i i . i ~ he ‘s’s ar p t ’d to allow am i easier c las i f ica t i on of emit  ( er—types
th a m h ave ex ceeding wide U it  e i s i t ~ or a h ig h l e t h i a h i  ty . B~ estah h is hi i i u g a low threshold oii

t h e  inure lethal  t h reats , f l ue it ’ct’uver processor wi l l  declare mul ore fals e cla ssit ’icati ou is of the
k ’t h ia l  e m i u i t i t ’r -t ~ pes Ii , s ’ s ’ s ever , this higher-error rate ma~ be j ust i f ied as sa te t \  feature ( the
ounce of’ prevent ion ral l i er  than tI m e pound of curt’) .

Specific Fmitt er — (’ l a s sif ’ic a t i omi  : . -~~spt ’ ch ic e m i t t e r  can be i t le n t i f ’ied pr imari l y  t ’roni t \  PC
classiti t’atio n a m id -\OA l) UA ,  li t  the st , u te- ’t ’— t h e—a rt cast’, tod ay s receiver  processors Li st ’
l’re quenc~ f r e t l u e i u t -\ ha nd and A ) - ‘ s..  i ’Im is cla ss m I ic atio m -u ca n also be done as a (‘h i—squared
dist am ice i iue a sur t ’: however , t h e  s t a t i s t i c  f o r  t h e  AO,’\ IX)A will  have to be buil t  up as t h e
e n m i t t t ’r—t ~ pe p r oh ah i l i tv  is created ,  I t ’ n i im u i m ni ze  t h e  process ing . lX)~ is preferred because
if relates the e m i t t e r  t o ,i I ’ixe d geometr ic  reference which is inse nsi t ive to ( lie mo t i ou i  of
t he ii la tf ’ori u u . ‘l ’hi e e s t a b h i s h i n e m u t  ~ i a s ta t is t ical  parameter will  be discuss ed in the
Section 2.3.6.

Furthermore , f lue p r oha b ih i t ~ of a specific emi t te r  can be up dat ed , as ‘s’s-eli as , a c u r r e n t
“act i’s c ei u i i t  Icr ” list m u u a v he t’stab lishi ed and up dated.  A given speci fic emit (em ’ tuia ~ I”e
utot tcllet f as a \t a rk t ,v  ç ’itlces ’s , t h at is. if ’ au emi t te r  h a s  beem ’i dete cted , th e likelihood is
h igh tha t  it will  be observed ag aim i . A scan — to—sca mu correlatiom i may be observed , TIme t hu eo u~
of Marko ’s chaimis imm a ~ be applied to describe the scan—to—sca n correlation. lii the theory t ’l
M ,u r ko ’s processes . the rout in e  of any p a r t i c u l a r  ev ent  is not as sumuie d to be i iu dep ei ud eui i  of
othc :  c ’ s - emits. This ( h ie tm rv has l-’ecii applied to radar re turns  at t ime radar antenna amid c.in be
l ike t ’s i-sc app lied to t h e  EW mccc i ’ s  er.

t, ‘s ing (lit ’ abo’s e rat ion a le . u m u u l t i p uhst ’ st .ut  st ic - s amud properties caiu he ascertain ed. Pulse I i . i u i m
i t , I Ist ~~~ scJn - a l i en  a m i d  St . 1 1  r a f t ’ , amid beani witl t l i  can be deter iuu in ed ,  These

c hi.im .i~ L ’risti cs require sophisticated pr * ’ees sumu g ‘st hose d i f f i c u l t y  increases as a put ’s er if’s or ~\ 
‘ I

of (lie miun ’ib cr of i tems being pm oecssc U .

Fur th er  s t a t i s t i cs  ii i ay lie gathered if im u t e rc h ianm i e l  co imum nuni ca tion is per iiu it W d . t h at is , il a
nu nibt ’r of ’ pa ra ll el p r ocessors arc a ssum uut ’d to he handling por ( io ius of the spec t rum ;  mult i -
1r equemie ~ th rea t s , or spre ad s p ec t m u ium t l ir ea ts m i i a ~ appear in a nu m ber of the ch annels. ( ‘l ie
correlation of i i i f e r c h ua u i m i e l  iu ut ’o r m i i a t iou i  b r  specific classes of emit te rs  will provide p o s i t i v t ’
i t km it i t ic at io iu .

.3.~ .-~m e l u t ec t u r a l  \e c cssm t ic~

Flit ’ ~srocess i mug flow for amu I W receiver require s a tl ivers e set of processin g capabil i t ies w h i c h
wi ll he ou t l i iu t ’d I i er i ’in amid expanded iii (lie coding anti discussion i ii  the Section 2 ,3,6, ‘l’h ie

‘~~~ seve re ar t ’ l) r imu ar i t ~ i i i  t im e  address generation and data comparison areas ,

( ‘lie mt’mur) o i c u u i  , u f i , t n  m m m i i s l  be h ighly tlex ihk . such that  if a gi v em i t’requ eney ha nd hm , i~ a
(u gh degree of a t t i i  I i  . h i t ’ muem mi on  spat e can be reallocated m u accom m odate t h e  h igh er
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activity. Two functions or ar chitectura l necessitie s are indicated: 1) efficient data memory
contro l and organization and 2) sophisticated data address generation for subsequent data
processing. These necessities, when combined with th e high pulse densities of the current
and future EW enviro nment , dictate a dedicated data addre ss function to control the reading
ari d writing of data into memory as well as to control the allocation of nuemory based on
mieed.

Data comparisons has implications in all areas of the processor — data addressing, data
processing and control. Even though a very sophisticated algorithm can be devised to
improve the classi fication processes, a final decision m ust be made by the processor. This
decision can be done in all hardware or in hardware-softw are , but ultimate ly it reduces to a
simple yes/no comparison.

Fr om the outcome of the com parison , three types of branches/j umps may be necessary in
this process: 1) Data depem u de nt  data address generation , 2) Data depem ident arithmetic
decision , or 3) Conditional or unconditional jumps in program memory. Because all types
of decisions or branches are best hiandled in different protions of the processor, the cont rol
(‘or these branches should be put in the various portions rather than totally centralized.

2,3.6 Benchmarks

Thu s section will contain a discussion on three algorithms and benchmarks necessary to
~icconipl ish the algorithms.

Pulse Classification , Mean and Variance Determination , and PRF Sorting algorithn u s will be
developed primarily from the repres entation of the received signal given in equa tions (26) and
(27) . Certain prope rt ies of random variables and stochaistic processes wi ll be included only
if it is necessary for completeness. The benchmarks will he developed for the main sections
of the algorithms. Various processor setup steps will be excluded and only included if
requisite for understanding.

2.3.6. 1 Representation of’ the Received Signal

The signal processor receives a set of pa rameters from the receiver th at  are the receiver ’s
best e ffort to chiaracteri ,e the imucoming pulse. The parameters deviate front the exact set of
para m eters amid parametric values because the receiver has finite capabilities to detect time
pulse . may not detect al l the “proper ” parameters , and receives a noisy , corrupted signal
which it f’urther corrupts. Using equation (26) . the received signal , R( t ) , is represented by an
N + I dimensio n al vector word , which is transformed by the function ‘9’ to approximate
R( I ),  tha t  is.

R ( f )  ~~‘9’( t , b 1 , ..., b~ ) (28)

Thue N + 1 dimensional vector word is considered a pattern vector and the paranueters
tu ~~~~~ arc random variables. Assuming ‘9’(t . b I .~..,bn ) satisfies the general conditions for a
ra mdom variable , the R(t)  is also a random variab le.
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NOTE: In the signal processor, the b”s will be represented by digital words ,
which means that all probabi~lities, discussed henceforth , will be
discrete probabilities. Furthermore, it is assumed that the b”s are
independent and orthogonal , that is, uncorrelated. Althoug l’i this
is not strictly true, a set of b1’s can be chosen where the b1s approach
being uncorrelated .

2.3.6.2 Mean and Variance Determination

Algorithm: Assuming a comple te statistical descri ption of the noise at the receiver is known , the
joint probability density function for the noise can be used . The pattern vector words can be
represented as:

b1 = S 1 + N ~ 
(29)

where S~ is the ith parameter representing the transmitted pulse and N~ is the noise on the ith
parameter . Assuming the noise can be processed out or statistically removed , the job is to fonii
estimates of the bk’s on the basi s of M observations , y i ~M of a given emitter-type .

Two helpfu l parameters in forming estimates for the b k’s are the sample mean and variance which
will he used later in the pulse classification algorithm.

The “sample mean” is simply the sum of the measurements divided by the number of observati on
in terms of the h’s:

— b~i + b i2 + ... + b j MSample mean of b~ 
= b~ 

= 
M 

(30 )

The sample mean , b1 is the expected value of b1. The “sample variance ” is the measure of
sum of the deviations of t h e  individual observations from the expected value divided b~ the
number of observations. lii ternus of ’ the b’s,

(b~i — 
b ) 2 + ... +(b 1~1 —Sample variance of b~ 

= ( d i i

Fhe sample variance , a is the secomud m o m ent or the dispersion of b~.

B eruc hn m ark: The mean and variance for the various parauneteters of ’ the kmiow mu emi t te r -
types wiLl be a priori data for the signal processor. These values will be the dis t i l fa lkni  ul
intelligence data. Pulses, not meeting the thresh iold criteria on AOA/DOA st ah is tucs , wi l l
have to build-up a samp le mul ean amid variance for AOA /DOA to permit easy class i f ica t ion , h i
a pr ocesso r is able to add new categories or emitter-types . t h en the sam u upl e m ui ean amid
variance algorithm or an equivalem it will have to be included as an aux i l i a ry  processin g task
for all the signal parameters.

Equation (30) may be implemented directly in an iterative fashiomi such t luat 2 ope r a t uom i s  art ’
nect . ,s~urv lu er iteration ; huowe ’ se r, equation (7) would require 2N— I addi t ion s . N m i u t m l t i p h i .
amid a di t i s iu n or a l/ M m u ul t ip l ica t iom u ,  To build up a s ta t is t ic ,  it is of tt ’m m m ie tcssa r ~ I t

integrat e a new h~ as the da ta  comui cs. 
- -
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A straight implementation would require 3N operations every new data point. Assuming
N starts at I and goes to N , a total of 3N (~~.i) operations would be required for

N-observations. A different approa ch was explored and it can be shown that equation (31 )
can be reduced with the aid of equation (30) to

N

~~2 = _ 1~ ‘s” b 2 -b .2
N ~~ (3 — )

j I

By this reduction, equation (32) can be used in an iterative procedure adding only 4
operations per iteration.

Below is a sample processing implementation of the sample mean and sample variance
descri bed by equation (30) and (32) respectively. Four values must be stored to set up th ue
iteratiomu loop and a loop counter test and iteration must be included for each iteration .
Therefore, for N observation , 8N +4 operations must be performed.

SAMPLE PROGRAM FOR MEAN AND VARIANCE

SETUP Enter C = 0. D = 0, N = I , NMAX = NMAX
MEAN C = C + Bl (N)

BI BAR = C/N comment: Samp le Mean , b
~

BI B2 BI BAR *BI BAR
D = D + B I B 2
SI GMA2 = D/M
SI GMA 2 SI GMA2 -BI B2 Comment: Sample Variance . o~~
I F N NMAX , THEN STOP
N = N + l , JUM P M EAN
STO P

2.3.6.3 Pulse Classification Algorithm

Algorit h m: Assuming a sample mean and variance for each parameter b. has been determined
for J classes, the mean and variance may be used as a measure of the class, CN ag9mn st a
new incoming vector word. A new data word y is received with parameters b~ b~ . To
determine the probability that y belongs to class, CN, a mean-square error betwee u each new
b~ and the mean bNj of class CN is gotten and normalized with the variance , o~~~~. pre-
viously established for CN. This mean-square error is often referred to as a “distance
meas tmre ”. The error is given by:

eNi 
(b 1 — 

~N1~
2 

(33)
oNj
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(Note: 1
~Ni represents time sample mean of the ith parameter of ’ class, 

~
‘N ’ (‘onupare wi t h

whuic h m u uu ca iu s the jt hu obse rv a tiom u of the it h parameter of an unspeci fied class). For tim e
entire data word y, equatiomu (33) becomes

,, 
~~~~

‘ (b 1 — hN i
)

CN = _______

~~l

This procedure assumes a ni u lt iv ar i a t e  n or u mma l  d i s tr ibution for the vc cfor varial uk ’ in each of
the classes. We use t h e  notiom u ol’ swarm for t ime plot in me a sLu re mu ient spece of po im u t s
representing the members of a single class. A inultivariate normuual swarimu is very dense in
flue region of t h e  class centroid and t h ins out in all directions. TIme norm al swariuu is a
hyp er— elli ps oidal d is t r ibut ion.  TIme p r ob ab il i ty density l’unct i om i  for the it l u  p a ram uue ter  is by
belonging to the Nt h u class is:

= 
0 N i ~~~~ e~~~~~/2 (34)

where X re presents a (‘hi—squared stat is t ic  am id equals (t i 1 — t)Ni 
2 -~ Dr oppii mg the cons t a ,mt

°Ni 2
and ext en di ui g  equation (34) , flue probability density t u n c t i omu of y belo m igin g ~ ~ N is

= CX I )  ( _ e ~~
2/2 ) (3~~

wh ich also l’ollows a (‘h i—squared statistic. The probability of ’ (‘lass CN is n ow represemited
by PN: (he probability of all J classes must  be similarly determined . Finally, to yield the
relative density of class 

~
‘N with  respect to y versus flue other J densities , flue relative

deiusiti~s are determim u ed by:

Pr N = ( 3O)

~
j I

whichever 
~r N us time largest is time class. However , a tiure sho ld function n a y  be invoked .ui

th is point which will skew the deternuiiuation . A class may be favored because it represents
a larger threat or for what ever reason , or a “No class ” determination may he made, A
“No class” determination is valid only in a processor which can deal wit h u iu k iu ow uu signals ,

Ben ch mn u ark: Unfortunately . no simple reduction is available (‘or this algorit h m. T h e  proc
cssor mii usf compute flu e nue aii -squar e error of each new ‘9’ versus every ciass, (TN. l ime mean-
square error for eachu it hu parameter requires thre e memory fetch es to get bNi, I and

° N 1
and 4 computatiom u al steps : a total of 7 operations are involved. With J classe s and m u m

parameters , a total of 7*J ~nu operations are necessary to make the comumputations iilus
indexin g fhi e loop counter wh ich imuvolves anot h er J m operations.
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The processor must calculate the probability that ~ belongs to every class, CN and
normahize the probabilities. Assuming the exponential is a look-up function . I memory
fetch and 2 conuputational steps are required for every class , plus one memory fetch per 9’
for the ~ P~: a total of 3J + I operations are required.

Lastly, the processor must determine which class hias the highest probability as well as
which classes have passed their thresh old. A min immum of one memory f’etchi amid two com-
parisons per class as well as omue m emory store ver ‘9’ arc required , a minimum total of
33 + 1 operations are necessary. A maximum of 3-I umue mory stores is Possible; there fore .
the nu aximun u total of ’ 43 operations may he required, Below is a sample progra m .

SAMPLE PROGRAM FOR PULSE CLASSIFICATION

SETUP EJ = 0, I MAX = IMAX , JMAX = J M AX , I = 0, J = I ,
PYK 0

ERROR A = B (I )  — BBAR (J , 1) Comum ent: a = (b k — h,i~)
C = A*A Conument: c = (h i — hj j ) 2

I.) = (‘* SIGNA (~1. I) Coiuument: d = 
— 

= e11
2

oji 
-

= EJ +D
h E l  = I MAX , JUMP PROB

= I + 1 , JUMP ERROR
PROB E = — E J /2 (Shift Righ u t)

PJ = ME M (E) (‘o mnm emut :  M enu orv look—up for

exp oime i itia l :  ~‘sp(l )
PYJ = I~J SUM PJ Comnn ient : 

~~ 
=

TE ST = PYJ — PYK (‘omnme nt :  Compare wit h previous
IF TEST ~ 0. J UMP JCOUNT “high ” l 1robabi lit~’
IF TEST = 0, JUMP JSTOR E
PYK = PYJ Comment: Replace wi th  mie n

“hig im ” probabili ty

J STORF MEM = 3 (‘omnment :  Store (‘J

JCOUNT IF 3 = J M AX , JUMP TII R E S
j  = J + I , J UMP E RR OR

Fl IRI S TE ST = PYK - ‘I’ (‘on um ent :  (‘ompare wi th
IF TEST ~ 0, J U M P  STORE thres hmo l d
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STORE At this point , the program will option to display
the output (MEM), to determine a counter
measure or do noth ing if the test is passed.
Otherwise , it will store the y for further processing.

2.3.6.4 PRF Sorting

Ahgorithmmm: as the incoming signal is received , a time-of-arrival number or word is associated
with i t .  This TOA word is relative to an intern al clock and demarks the beginnin g of time
pulse , The primary purpose for the demarcation of the pulse is to develop multipulse
statistics like time PRF/PRI of a specific emitter. By knowing the PRI and the time of arrival
of the previous pulse, an ECM processor can ant icipate its needs f’or expenditure of coummter-
ummeasure resources.

The niajor problem for PRF sorting is multiple emiuitters of tIme same or similar type trai is -
nm it ti uug in close geonuetric l~roximity such that  tIme AOAs cannot be resolved, Time goal of tIm e
sorter is to pull apart the distimuctive PRFs, either simple , staggered or jitt er ed. Thue algori t h m ic
flow is exceedingly simple: however , as the number  of pulses to be sorted increases , time proh-
le m mu can become untenable.

The flow is. as follows:

I . Calculate flu e difference between all reasonable TOA combinations, t h a t is.

= TOAI- TOAj for all j * i

where 1’OAJ represents the TOA of thue ithu pulse.

2. (‘omi upar e the differeu ices for a repetitive pattern , such as:

.~ij = ~j k ~ kl = ~ lm =

A tolerance must be i nclude d in t h is comparison so t h at time cOmn p ari soim is iiot
overly sensitive to noise.

3. After a successful conmparison of a given ~ ij , a PRE camu be declared amid ut ihi ,ed .
Utilization may range fromm u simp ly preparing the countermiucasure to dev eloping
h istograms for be am width and scan patte rn det er imiinat io n .

Ben ch im u ark : The beu chn ia rk described herein represents a “practical” approach to using the
TOAs as the y come to the P R E sorter. As time pro cessor receives the mt h i iDA , it sto r t ’s t i l i
data in memory , replacing an old TOA value. l’his approach repr esemits a u iu o vin g ti n’t ~’ n u m m d ~over wh ich processing wi ll he pcr t or iume d. Wit ho u t th is  constraint , t I me processor would he
saturated withmi n a ~erv few pulses. With small modification, thi s b en chm uuark could be uiset ! .u~m ba ch m process in wh ich a large number of TOAs are saved and processed as a group.

I he pt tesso r must up date the mm u enm o r y pointer and fetc im an ‘‘old’’ TOA b r  tlel t.m c,mk ii
h ati on . The de lta calculation is performed N times , wh ere N represents the average n u m b e r  ol
pul ses received dur ing th e ti me window , Two operations are required per p~iSs.
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After the delta is calculated , it is immediately compared with u time deltas present in a given
~ row , that is. if the new delta has subscripts i and j. this ~ will only he compared with
deltas having subscripts mm and i. This comparison property is sh own in Figure 9. I I  a ma t chm
is declared , the ~ ij is stored and a “ imit counter ” is updated. The “hit counter ” re present s
the number of TOAs in a row that have hmad an equal TOA diffe rence ( .~~). When t h e  hi t
counter exceeds a given value , the PRF is declared. This compariso n require s N(N+ I )
conmparisons each contaim u ing one or nmore operations.

Below is a sample delta calculation and comparison program. Significant program develop m ent
is required to include h ow the hit counter is incremem mted or dccr cmented , h ow a PRF is
declare d , and huow tim e data is used for predi ction.

A new instruction has evolved fro m this benchmark - time windowed compare . Because the
use of absolute com pare function would create a noise-semisitive process, a tolerance imm ust be
included to account for variations in time TOA measurements amid the subsequ ent delta
calculation.

SAMPLE PROGRAM FOR DELTA CALCULATION AND COMPAR I SON

SETUP ENTER N = N , M = M , I = Conmment: N is time average num ber
M-N-2 of pulses received during
i = I-N- I , TOL = TOL the time window. M is

the memory pointer.
TOA(M) = TOA Comment: Store the new TOA

DELTA DELTA (l , M) = TOA( M )-TOA( I)
IF I = M , STOP
1 = 1 + 1

COMP TEST I = DELTA (I ,M) - Comment: Comparison windows
DELTA(J ,I )+TOL have been set-up
3 = 3 + I will be repla ced by mue w
IF 3 = M -I , JUMP DELTA instruction.
TEST 2 = TEST I - 2 TOL
IF TEST I > TOL. JUMP COMP
IF TEST 2 < -TOL, JUMP DELTA
IF TEST I < TOL + TEST 2 > - TOL, THEN Immcr ement the h~t
counter:
Store Mm
Jum p to COMP.

r 
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TI ME OF A R R I V A L S  LIN SYSTEM TIME UNITS)

0 ~~ 25 31 36 38 55 61 66 78 8586 101 1 1 1 1 1 5 1 1 8  1 3 6 13 7  145
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SECTION 111

MULT IMODE CPU ARCHITECTURE

3.0 INTRODUCTI ON

In Section II , a baseline scenario was de t imm ed for future signal processing applications. Time
scenario was presented as a set of ’ representative benchmarks. The benchmar ks were chosen
from previous Air Force procure m ents and in-htouse experience and are used to indicate the
various processing and control structure necessary to properly handle the problem set.
Table 4 is a brief com pendium of’ the benchmarks and the data processing, data addressing.
and control structures necessary to perform the benchmarks .

In this section , an at tempt will be made to utilize Table 4 and discuss the impact ot’ the
processing needs on basic computing structures such as the control section, the ALU , the
data addressing and the bus systemm u .

3.1 PRiMITIVE COMPUTING STRUCTURE

Conceptually , the m ost basic computing structure m ust contain a control function , an ar itim-
mmtetic /Iogi c function , amid storage . All structures m a y  be broken down to these fu n daimu ent a l
structures. For the purpose of discussion. Figu re 10 represcnts a pr immtive com puting struc-
ture for handling signal processin g. The control function is handled by aim addressing unit
and a micro-program/instruction mm i e nmo ry. That memory controls the functioning of the
arithmetics and storage , as well as, its own addressing unit , thereby creating a self-comitained
computer.

The arithmetic function is performed by the Register Ari t lmmue ti ~ Logic Unit (RALU ) am id the
itm uitip li er.  The RALU performs all time basic arith mm ic tic s~ add , subtract , shit ’t , and the basic
logic t’umu c tio n s , ANI) , OR , EXOR , COMPLE MENT. i’he multiplier perf ’orms a simple lund-
wired multiply t’unction on any two op er amid s presented to it.  The mu lt ipl ier  is an extension
of the basic arit immuetic fun c tion because the mul t i p l y  t’uncti on is generally required in signal
processing.

The storage f’unction (operand storage) is handled by the data mn e immor y and the register
section of the RALIJ . The data mnem m io r~ has both I)erm n anent operand storage (i .e. . ROM
PROM ) and temporary storage ( i .e . ,  RAM ) . l’hue structure shown in Figure 10 assumes th at
t h e addressing of opcraiuds (dat a addressing) is pert ’ormmme d by the RALU or the c ommtro ll er.

Although Figure 10 shows a mult itude ot’ buses , a single bus can be conceived to handle all
control and data informationa l transfe rs- The bus structure will be discussed at l e t mgt l m iii t I me
next  section.

l’imis l rmmi tive cofl iputing structure has been presented as a basis for the f’ohlo w ing dis t uss iomls
Thcsc discussions will expand the descr iption ol the el e mne im ( s in Figure 10. as well as. gi~ t’
the rationale f or the specific emu bodi mn ei m ts of the eleiime tmts based on the baseline sct’tmar io m d
architec tural constr ’ünts.
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Table 4. Benchmarks and Indicated Architectural Characte ristics - -

Benchnmark Data Processing Data Addressing Control

FFT Multi ply Accumulate Array Indexing Loop Counting
Complex Arithmetic

Coordinate Conversio n DoubLe Pre cision Tigh t Data LoopS Data Dependent
Num erical Scaling B ranches

CFAR Bit Manipulation Sinup le Addressing Data Dependent
Jumps

Cosine Transforn u High I/O Rates High Addressing Loop Cou nting
To Memory ~ d Rates
Outsi de World

Pulse Classi fication Me m ory Table Lookup Array lmmdeximmg Data Depe imdent
Variable Bit Length Branches
Data Wor ds
High Speed Arithmetic

3.2 BUS SPEED, WIDTH , EFFICIENCY

In viewing the signal processing problem from a system point-of-view , it becomes apparent for
certain problems , such as the FFT and pulse characterization , that bus traffic considerations
are paramount. For this reason , the design of the Mu ltimode CPU began from the bus and
proceeded out. This section and the section on multiplier structures will hopefully justify
this decision , as well as, detai l the structure s dictated by the probl emum set.

3.2. 1 Bus Speed

The FF1 requires a great number of data memory reads and writes to accom plish time butter-
fly operation. Because the speed of operations is also quite high , the path in time fronu the
generation of the read/write addre ss for the data memory unt il the data reaches its destination
or arrives from its source must be minimized. In viewing this require m ent , a single bus for
data addresses and data would become extremely difficult to manage , considering the high
data flow required. It has been concluded that this path from address to data must be
pipelined to provide maximum speed~ therefore , a separate data address bus and a separate
data bus is a necessity to handle the pipeline.

Fur therm ore, a minimum time path can be analyzed, as in Figure II , which will give feasible
estimates of the time to take a previously generated address from the address register to the
memory , to fetch the operand from the data memory and to send operand to the data
register. The time path, therefore, is

= T
~(~c ~~fl’ 

+ TDRIVER + TADR BUS + TACC + TDATA BUS + TLATCH.
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Figure 11 . Minimum Time Path for Address to Register

With current technology , the mini n mu m mm time path caim be from 50 to 100 psec. dep endim mg on - -
a number of factors, including IC drive , PC board techniques, memory selection , etc.

Using the above argument for separate data and data address buses , it has been concluded
that a five bus system is necessary to maintai n ~nd support the data bus and data address
bus requirements.

The five buses are :

DATA
DATA ADDRESS
INSTRU CTION
INSTRUCTION ADDRES S
STATUS FLAGS OF PROCESSORS

Analysis shows that each of these buses must m ain t ain a speed equivalent with the speeds of
the data and data address bus , timat is, the instructioim address to m icroinstru ction immemor y to
instruction register path must be as quick as time data address/data path.

3 .2 .2 Bus Width

As stated before, the FFT presents the most challenging problem. This extends into the are a
of bus width. The FF1 butterfly requires two or thiree complex data reads and two comm up lex
data writes be perl’ornmed. Obviously , the bus could be structure d so th at the complex words
are accessed as real quantities (2 per complex word). Such a bus would double time nun mb e r
of reads and writes necessary to accomplish an FF1 butter fly, thereby doub liimg time time to
set up the FF1 independent of time multiplier.

The indicated conclusiomm is that a dual data bus system should be used so that  a sim u gle read
time is necessary to access and trans n mit a co mmmp lex data word. Furth erm ore , time data words
should be 16 bit real amid 16 bit imaginary to allow processing gain without  scaling which
would require either additional processing step s or more hardware . Timere t’ore , the data bus
will be 32 bits wide to handle the complex data for the FFT. This s u e  is also good if any
double precision arithmeti c is necessary. Coordi nate conversion routim m es sometimes require
expanded accuracy t’or positional fixes.
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3.2.3 Bus Efficiency

Bus e fficiency is a motherhood topic . The maximum et ’tIciency is 100 percent. Any signal
processor should strive for the maximum, especially during the FF1 processes. By the FF T’s
very nature , a 50 percent eftIciency is a practical upper bound, that is, 2 or 3 data reads .
some processing time, and 2 data writes. The processing time is generally equ iv a lcmm t to the
sum of read and write times if the processor is properly organized. A cursory conc lu siomm at
this point is it ’ a practical upper bound of 50 percent effici ency is obtainable . wh m y not has-c
two FFT butterfly operations ru nnimm g colmcurr cntl) and out-o f-phase so th at  one is processimig
durin g the reads and writes of time other and vice versa? Thus, the bus et ’f i ci emm cy caim
approach the maximum.

3.3 MULTIPUER STRUCTUR E S

This section on multipliers has been included to discuss time impact of ’ a multiplier special
function un it on the speed and bus traffi c of ’ a signal processor. The immu lt ipli ers described
herein will be assumed to have lb x 16 bit imiultip ly capability and im s ay be any of a number
of ’ available multipl ier organizations, such as pa rallel, pip elined . or serial parallel.

rhe pro blem set will he those discussed her et ofore however , the FF1 remains the most
challenging pr oh le im m. The actual design of the mult ipl ier  wi ll not be included although its
imn p kims ent at ion greatly iim m p a c t s the LS 1— ahil it ) ui the m u ltiplier special fuiiction uni t .

3.3.1 EFT Butt er t l~

To accoimmp lish an FET butt er f ly , the signal processor amid its special t’um m ct i om m ufl it immust t’etch
two complex data po immts (and possibly a complex rotation vector ) , perform a cotmmpl cx multi-
pl y and two complex adds, and store two complex data points. Figure 12 shows the actual
oper a tion of the butt erfl y -

Howeve r , to pert ’ormmi the complex operations described above , the current processors must
perform all real operations. The complex m ult iply becomes four real multiplies and two real
adds , and time complex adds hcconme two real adds each. Thus . time opt i mimu mu structur e to
per form time FF1 butter f l y would has- c four parallel real immultip l ier and two real adders per—
forming time com plex immult ip i s  . and four real adders perl’o rmm m im mg the complex adds (see
Figure 13) .

All signal processors must emulate the FF1 but terf ly  structure in Figu re 13 . either by furn-
ishing all the hardware , by recursive use of a single mult ipl ier , or the sot ’tware . Assuming
that the purely software method would be b oth clumsy and slow , only the first two methods
will be discusset~, Four multiplier structures will he discussed as means of’ accomplishing the
the FF1 butt erf ly.

3 3 . 2  Multiplier ,  FF1 Structures

The simplest structure is a single multiplier with two input latches to latch in the lb-hit
operands . a 16 x lb  multipli er , and two 16-hit output latches to hold a d — u b le precision
product. This multiplier could be constructed fro m the AMD 2 x 4 mult ip lier chips or
the TRW lb x lb multip lier chip.

_ _  

.1. 
j_ _ _  —
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Figure 1 2. Complex Butterfly
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An advancement f ’rom mm the simple structure is time addition of an accumulator that can handle
addition of ’ two 32-bit products : thereby pert ’ormm i immg the real or imaginary Portio im of ’ the
complex mult iply.  Th is structure is called a mult iply / accumulator .  Currently ,  a version is
available f’romn TRW that can handle 12 x 12 bit multiplication. Although the TRW product
is insu f f i c i e n t ,  it is a step in time righ t direction.

A fu rther adva im c em imei mt would include the holdim ig registers necessary to perform m-m the whole
coim iplex multiply without im m ultiple operand fetches and stores. Figure 14 shows such a
structure . Time rotation vector amid data point can be loaded directly into input  latcimes : time
t’our multiplies can he p ipe iined throug im the siimgle m ultiplier:  the Part ial products can be
accum imu la t ed and held in latc h es; and the commm l ) lc x product can be outputted iii a sing le clock
time , No pres eimt product is known that can acco mp h isim this structure on a single ch ip:
imow ever , time Raytheo im Micro-Signal Processor ’s pipeline structure virtually p erformm m s th u s
operation.

[‘he final adv anc em emmt would be structured thmat total ly cu mulated the FFT but ter f ly  s tructure
in Figure 13. The omml y dif ’f’er eim ce would he that various registers would be neccssai to h old ‘ 

-

A , B, and W , as weli as , int er immediate results. Timis structure is a totally hardware approac h :
th erefore , time un i t  would be a special purp ose processor , even thoug h standard u m m ul t i ph i e m s
could be performed wit h out any p enalty.

3.3,3 System Impact of Multip lier /FFT Stru ctures

1:aci m of ti m e structures discussed above will be analyi.ed h erein with regard to timeir impact om m
bus ef f ic teim cy and speed. As discussed iii Section 3.2 .3 , a goal of ’ a processor simould be 100
percent bus et’f ’i ciemmcy ; however , this et ’tict~’mmc y concept im m ust be extended to include a state-
u mme u mt about time types of ’ bus tr at ’fic. Obviously, the bus cami be tilled wit h partial products
and iimcomp leted solutions (that is. shuf ’ll immg imit ermedi ate data around to accom imphish a task ) .
or the bus can be t’illed with operands and solutions. ‘rite lat ter  case indicates a higher
“true ” efficiency of time bus, and is a t’u m mction of ’ wimet imer the complex data is transferr ed
si immult an eously or sequentially in the case of’ the FF1.

ileuristi cally, i~ the data is trans ferred as comnp lex wards , a 1024 FFT will require 1024
input  tr amm st ’ers and 1024 output  transfers: that is , 2N tra mi sf ’er ti lmu es for N points. However .
if time data is transferred as real words (time complex word is treated as two real quant i t ies ) .
the same EFT will require 2048 input transfers and 2048 outpu t  transfers ; that is . 4N trans fer
ti u m le s f o r  N points. The fol)owing discussion will take t h is h euristic argumm u ent amid ai mal y ie  ti me
specifics of ’ each multip l ier/FFT structure. For th is discussion . Figure 15 will be considered
time systemim architecture .

3.3,3.1 (‘usc I :  Multiplier

To perform the butterfly, a simmg l e n m m u l t ipl ier  will be used for the real multiplies , and time
RALU’s will be used as the adder/ accumulators . Since time multiplication requires two
ol~eraum (1s be presented every multiply cycle by the RALU’s or time data memories , time real
ami d iiimaginary buses (16 bits each) are tied up for loading and each output ties up time real
bu s.

In addition to time bus tr af ’f’ic to load and umml oad time m ultiplier , two or three complex reads
are necessary to set up time butterfly by put t ing time operands into ho ldi mmg register , that is,
time regi ster s on time RALU. Finally, two complex writes are imecessary to store the ou tpu t  oh
time butterfl y .
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Table 5 has been included to eStimate the bus activity in clock cycles. The multiply t ime is
assumed to be one or two clock cycles. From the cycle totals, the bus is busy about 70
percem it of the time ; however , two-thirds of the bus activity is shuffling data to and from the
multiplier. Furthermore , overlappin g of butterflies would be virtually impossible ; therefore , the
bus and multiplier must remain unused during part of the cycle . It is concluded that such a
system would be inefficient in performing the FFT butterfly.

Table 5. Bus Activity as a Function of ’ time Multip l ier/FFT Structure

Bus Activity in Clock Cycles

Case I Case 2 Case 3 Case 4

Operation Being Bus Bus Bus Bus Bus Bus Bus Bus
Per formed Active Free Activ e 1- ree Active Free Active Free

Comp lex Ope ia t id Reads 2/3 . 2 3  *

MPY Input 4 4 1/2 2 / 3

MPY Operation - 4/8 4/8 It  4/8 — 1/2

MPY Output 4 — 2 I — -

Intermediate Adds for - - 2 — — .2
Complex MPY

Complex Adds and Word 2 - 2 2 2
Writes

Total Per Column 12/13 6/10 10/11 4/8 5/6 4/8 4/5 3/4

Total Cycles per Case 18/19 to 22/23 14/IS to 18/ 19 8 9  to 12/ 13 7/8 to 8/9

*Comp lex words go directly to Multi pl ier
tAdditiona l conmplex read during Multip ly operation (does not increase total cycles)

3.3.3.2 Case 2: Multiply /Accumulator

As in Case I ,  a single multiplier is employed , and time RALU is used as the ogerand holding registers;
however , the intermediate adds necessary to complete one-halt ’ of the complex multiply are done in
the accumulator.

Once again, the bus traffic is split between operand fetching and multiplier loading and unloading.
As indicated in Table 5, the bus is busy about 60 percent to 70 percent of time tim e and f~0 percentof the bus activity is the movement of operands to and frommi time multiplier. Overlapping of butter-
flies would again be quite difficult, and the bus and multiplier have idle t ime. Although the
accumulator with the multiplier is an imprbvement over a simple multiplier ,  this system is still
inefficient in performing the butterfly.
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3.3.3.3 Case 3: Multiplier /Accumulator with Holding Registers

A singl e multiplier is used; however , time operand holding registers and accumulators are
included so that the conmplete complex n-multiply can be done without intermediate data being
placed on the data bus. The complex multiplier and multiplicand go directly to the multiplier
holdinmg registers. and the third com plex word goes to the RALU ’s during the multiplier
ope ration , th ereby not i tcicasing the total time to perfor imi the butterfly ,

Except for the movement of the complex product from the m ultiplier to the RALU so that
the two complex adds can be done to finish the butterf ly ,  all of time hits traffic is the fetching
and storing of data in the data m emories. The bits is active approximm iately 50 percent of ’ the
tin-ic; there fore , if two multiplier units of this type were employed , time overlappim ug of butter-
flies could be accommiplished , resultim ig in approximately 100 percent bus e fficiency. U s immg tIme
overlapping process , the mnultip liers could be kept busy full-time.

This approach to the multiplier special function um m it is a significant immiprove ment over both
cases 1 and 2. Timis sytemn would be quite e fficient in pert ’orming time butterfly operation.

3.3.3.4 Case 4: Mu ltip h ier /FFT

Multiple multipliers are used , all holding register for time three complex operamids are in time
unit , and all accumulators are included. Essentially, the rotatio im vector and the two complex
operands are directly loaded into the multiplier unit , the complex multiply is performed , time
two complex adds are performned , and t ime outputs are loaded back into the data memory ,

All the data bus activity is dedicated to loading amid storing operands. The bus is active 50
percent of the time , and as in case 3 , 100 percemmt efficiency could be accom plished by over-
lapping in time if ’ two multiplier units were emnployed.

Obviously, this approach represents the most efficient approach to performing the butterfly :
however, this efficiency can only be accomplished wit h dedicated hardware , Time syste m m m
design m ust ultimately decide between time mnini imm al differences between the perfo rmance of ’
the units in case 3 and case 4.
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3.4 COMPLEX PROCESSOR

A detailed review of the multiplier special function unit cases has revealed that time mmmore
sophisticated units - the multiplier /accumulator with holding registers amid time multip lier /FFT
- can permit extensions/modifications to the RALU structures that will impact time data
addressing function. Although the modifications are minor, two differem it complex pro-
cessors have been identified - one if the sinmpler multiplier units m ust be used, time other
if the more complex units are available.

This section has been included to describe time processor architectures from a fairly high level.
Within this section , the first complex processor to be discussed will h ave a multiplier or
multiplier/accumulator, and the second will have the more soph isticated multiplier functions.

3.4.1 Processor I (See Figure 16)

3.4. 1.1 Data Processors

This processor uses two real processors, or, mumore appropriately, RALU’s to performn time com-
plex arithmetic dictated by the problenmm set. Each real data processor is a 16 bit RALU , able
to perform arithmetics , logicals , etc. in a single instruction cycle. Therefore , time two real
processors can perform time full comm plex add or subtract fuim ction imi a single instruction if they
are worked in tandem.

3.4.1 .2 Data Addresser

The data addresser is a single 1 6-bit processor RALU wimichm must be able to add , subtract,
increment and compare. In the configuration shown, time addresser caum furnish two 16-bit
addresses per clock cycle to time data m e m ories; imowever , omily one mmew address camm he calcu-
lated durimmg that period. This calculation li m itation is not a imimmderam u ce for time problem set
herein discussed. A third port on time data addresser is tied to omie of time data buses so that
a data word nmay be used as a data address such as in the case of a ROM table look-Lip.

3.4. 1.3 Data Memories

The data memories will include both temporary and permanent stora ge . i.e. RAM amid RON.
To support complex processing, one memory will be for t Ime real operands: time othmer , for time
imaginary operands.

3.4.1.4 Multiplier

The input latches are connected as shown in Figure 16. Because the complex mu lt i pl ~ requires
a multiplication of two real operands and two imagimmary operands, the crisscr oss immg of’ the
“real” bus to the imaginary processor and vice versa is necessary. Thue crisscrossing is also
desirable if the processor is to be used in an array fashion.

The output hatches hold the product of the i npu t  words un t i l  desired. The most significant
bits are latched in the (‘ Latchm and attac h ed to the real bus. ‘I’hmis latch is time only one used
in most cases. When double precision products are necessary, flue D latchm holds time least
significant hits and is attached to the im aginary bus, thmus , the imagi na ry bus becom es time
lower hits bus wh en double precisi omi ar i thmet ic  are he m ’: performed.
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All the latches , both input  and .outpu t , are ass ummu ed to be indepen d emitly latched.

3.4. 1 .5 Control

The control structure, as shown in Figure 17 , contains a simmg le I nstruction Addressing Unit
(which will he described in a simbse quent section) that addresses time microins truction mem ory.
The microinstruction memory has a total of 109 commtrol bits am-m d a mmi aximum of 4096 words.
Time control bits are , as follows:

25 Bits to control Real Processor
25 Bits to control Imaginary Processor
25 Bits to control Data Addresser
4 Bits to commtro l Multiply Fu nc tio m m
4 Bits to comi t ro l Real Data Mem mmory
4 Bits to control Imaginary Data Memory

12 Bits f’or Jump/ Branch Addresses
10 Bits for Next Microinstn ict iom m Control

109 Total

This control word is exceptionally wide: h owever , tIme systc mui designer must make a commipro-
misc at this point. The total number  of bits to control time processors , etc. cannot he lowere d .
but the number  of microinstruction bits can be significantly reduced. Reducing time number
of microinstruction hits , simply means t h at a high degree of decodimug iuiust be accomp lisimed
either within the processor or in an externa l ROM/PROM. The decoding operatio mm takes time.
The decision must be based on ti m e t ime available. If speed is time goal , then time anmoum u t of’
decoding must be minimal . Thus , the control section here has opted for speed.

Because the microinstruction word is extremely wide , it is assumed that time mmm icroi mmstruction
register is part of each functiom i beiimg controlled , i.e., time control registers are with in  time data
processor, etc.

The Instruction Addressing (IA) unit  contains time flag logic that  is necessary. Th ere are th ree
sources of status or flag returns in the complex processor — time real and in iagim m ary processors
and time data addresses. Each of thmese processors can return four hits; this n-may be a problem
for time flag logic provided on time IA unit. Expansion mimay be mmecessary in some cases: imo w-
ever, this is unlikely f’or the given prohleimm set.

The coimtrol unit must be able to furnisim nm icroinstructiom m s to time data processors amid data
addresser at the nmi n im unm instruction coimmpletio n rate . Since these functiomis have been defined
earlier in this section as having simugle clock instructions , the control unit  immust be able to
supply instructions every clock cycle. If that instructiomm rate can be maintained , th en no
instruction butler or FIFO register is necessary or even desirable. Time buffe r or F1FO causes
problems in algorithms with a high degree of jumps such as time pulse classification task.
Before a junmp or branch can he accomplish ed, the FIFO niust be cleared, or a fast-address-
around loop must be included.
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Figure 1 7. Commmplex Processor Comitrol Unit

3.4.2 Processor Il (See Figure 18)

3.4.2. 1 Data Processor/Addresser (DP/DA)

By providing a more sophisticated n -multipl ier  special function uimi t , time mmee ~1 t’or a separate data
addre ssiimg unit  is obviated because time ALL ! of time data processor is ir tuall y ummus ed d uri m m g
time FFT butterfly operation. Time re im u ainimmg pr ob k imm s in the bemmcim marks are niuc im less dit ’t’i—
cult or strenuous from time ALU ’s poim it— ot -view. In fact , time ren i ai imim m g proble m-mis require only
one RALU ui data processor and one data addresser.

‘l’hme data processor /data addre sser is expla imied in dept h in a subsequent section. Time stru c-
tur e is esse,mtially time same i~s time data processor t’rom um Processor I wit h circuitry added to
performmm data address immcre menting and wit h aim additional data address register and Port.

The dual fummetion DP/DA is able to perform processing ftm nctiomis such as conmpkx add or
subtract and increnment aim address simultaneously or to calculate and furnish two 1 6 bit addresses
every clock cycle. Furthermore, because time DP/OA functi oims share time same register stack ,
th ere exists and intrinsi c ability to transfe r data to time address port for a ROM table look-up.

3.4.2 2 Data Men-tory

Same as Processor I .
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3.42.3 Multiplier/FFT

The nmuh tiplier for this processor is capable of performing fully complex arithmetic as well as
real and double precision arithmetic.

3.4.24 Control

The principles of operation are exactly the same as for Processor 1. Figure 17 represents the - 
-

control structure. The only variam ice is the specified use of time control bits and time total nun-i -
her of bits necessary . Time control bits are used as follows:

26 Bits to control Real DP/DA
26 Bits to control l immaginary DP/DA
10 Bits to control MPY/FFT
4 Bits to control Real Data Memnory
4 Bits to control im aginary Data Memory
12 Bits for Jump/ Branc im Addre ss
10 Bits for Next Microinstruction Control
92 Total

3.4.3 Complex Processor Performance

The two complex processors, discussed herei mm , were analyzed in depth to deter mimme their per-
forniance . The FFT butterfly and time pulse classifi ca tion benchmark s were chosen for the
analysis because they represent tim e most strenuous problems in time baseline problen i scenario.
The FF1 is extremely orderly in its immstru cti on flow wh ere time arithmetic operations are a
preponderance of the probl enm. The pulse classification bemichmark represents a repetition of
arithmetics , hut . niore importam itly, it contains a Imig im degree of conditiommal and unconditio nal
junmps , wimich is a good test of the flexibility of time commtro l structure.

Appendix A contains time equations and/or task flow of the algorithms and the codiim g ammd
timing of tim e two processor. The sumumary is given below.

Processor 1 requires 1 7 clock cycles to perform time butterfly (19 if time rotation vector must
he loaded) : therefore . 89086 clock cycles are necessary to do a 1024 point FF1. Processor
11 with a single nmu lti ply/FFT unit requires either eight or m im e effective clock cycles per
bimt ertly; thereby, needing less tlmai m half time number of clock cycles-4 l 987 . Only 20 rer-
cent niore cycles are necessary if time dual imiultiplie r/ accumnulators wit im holding registers are
employed. ;i -

Both processors performed equally well on time pulse classification benchmark. Timis benc h mark
require s seven cycles for setup and three for close-out (i.e., thresholding) and 605 1 for class-
ification. Time total is 606 1 clock cycles. Processor I potemitially h a s  an advantage iii per-
forming pulse classifi catiomi because it imas two data processors and an independent data
address; however , the dual DP’s are not an advantage unless dual control sections can be pro-
vided for testing amid prograni control. Such a structure would simply become two parallel
processors. Both processors call perform the bemmc immmma rks as demonstrated. Time speed adv aimtag e
of Processor II is purely a result of addit iommal hardware , wh ich is probably justified in time
case of the FFT butterfly.

54

~FIL 
- - - -  - _;.-_:,_ =‘  ~~~~~~~~~~~~~~~~~~~~~~~ - J



r-—- -- ~~~~—~-- 
- . - -

3.5 DATA PROCE SSOR JDATA AI )DR E SSER

Within this sectiomi , a full description of ’ time Data Processor (DP) amid Data Addresse r (DA)
architectures, as well as, imitroductory words on time desigmi rationale for time general structure
will he included. Th ese structures will miot be discussed as integrated circuits althougim sonic
reference niay he included if a design rationale is only clea r in time IC context.  Specific IC
trade offs will be in time techimology section of t imis report .

3.5.1 Design Ratiommahe

Early in the design effort, it was noted that siimiilar structures f’or the DP and DA functions
could be employed if time mmiuitiphier/FFT structure was considered independent of the Data
Processor. Each function , DP or DA , h a s  a iieed t’or a number of higim-speed , on-cimip
registers amid an Arithmetric /Logic Ui -m it (ALL!) structure. Because time general structures
were sim ilar , a more detailed look was warranted. Below is a capsule of the register am id
ALU imeeds of each f’u mm ctj on.

3.5.1.1 Registers

The Data Addresser, described as part of time com plex processor section , is a lmigh ly utilized
function re qLmiring the same high speed tima t time DP requires. Time problem set forces the
signal processor to address data operands at a very higi m rate ; timerefore , it is incumbent on
the processor to calculate its data addresses quickly, forcimig time riced for on-cimip registers.

The registers must store the current address of t h e operamid being t~ tched , time starting
address of the operand string to he utilized, time im i aximum or emmdi n g address of time operand
string, and the incremental values or delta addresses. Au immcrenie~itaI value is used todetermine the steps throtmgh time operand string, and thmere may be need for more than one
immcr eme nt a l value if the addres simmg is coimiplex. To furtimer complicate time prob lem , if
double itmdex ing or higher indexing is advantageous, register space is necessary fur all the
start, maximum , current and delta addresses. To satisfy ti -m e double index need, a minim -i-mum
of 8 is dictated , and 16 registers would he nice.

The register needs of the DP are very straigimt forward. Operamid storage, intermediate results
storage, and, depending oim the m i iu ltip h ier special function un it . mmmultip lier operand storage.
In every algorithm coded to date, the maxjmummm nummiber of registers utilized h as  never
exceeded six, even with the most inefficient multiplier structure.

A final comment on the registers is necessary. The registers simould be Multiport RAM with
two read-ports and one or two write-ports depending on the multiplier for ease of ope rand
fetch and storage in the registers.

3.5.1.2 Arithmetic/Logic Unit

The DA function requires only the most basic arithmetics to be able to complete its task s

addition
subtraction
increment/decrement (±1)
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The ability to test addresses for time maximum must be available. The test requires simple
subtraction ammd the gemieration of a test tiag to force a jump /branch , or decrement iii the
loop counter.

The DP must have a sophisticated ALU with full arithmetics, logicals, and shifts. Time gen-
eration of test flags for data depemident operations and signals for carry generate amid prop-
agate for extended precision arithnm etic must be available .

3.5. 1.3 RALU Structure

The conclusiomi drawn from t ime above discuss ion is that a RALU structure is indicated. Time
DA function forces the highest need for registers , amid the DP require s time mi-more sophisticated
ALU ; however, neither requirement forces arm untenab le deviation from time needs of tim e other
fLmn ction . If anything, time RALU is a slight overkill for each function.

3.5. 1 .4 Additional Comments

As discussed in Section 3.4, time RALU structure for time DP/DA will be controlled by a wide
instru ctiom i word with little or no decoding on the cliii). This constraimit has been applied
because it offers the highest speed and maximum flexibility in the timing cycles , thereby,
allowing fast single cycles and n-multiple cycles if necessary .

To minimize the total chip count of the signal processor , the instruction words are lat ch ed
onto the chip and imeld in instruction registers. Iii other words , mmo external registers are
needed for instructions. The rationale is simply that external registers are inefficient
because their low gate-to-pin ratio requires many additiomial chips. By placing thenm on the
RALU . the number  of 1/0 pins on the RALU is unaffected , and the gate count is only
slightly increased.

Finally, all the ports are latched and tristated to minimize external multipiexers. Since the
data bus/data address bus are system linmiters , it was concluded timat time fewer time imunmber of
nmu ltip lexer , time faster the bus could operate .

3.5.2 Two DP/DA Structures

Depending on the multiplier special function Lmmiit , variations in the specific DP/DA archi-
tecture are indicated. The simpler multiply functions , discussed in the cotm~plex processor ,
require d a whole unit  be dedicated to data addressim mg. Each DP amid DA unit h a s  time RALL ~
structure described above , that is, a full function ALU, a three Port MPR and 3 Bidirec-
tional I /O ports (see Figure 19).

Time more sophisticated multiply functions , also discussed -earlier , immin imizes the use of the
ALU in the DP; t imus , the functions of DP am-id DA can be combined because the DP/DA is
used for addressing and calculating addresses during the FF1 butterfly. By conibining time
functions, additional features arc necessary on the DP/DA to support the addressing wheim
the ALU & I/O ports are being used during processiimg. Aim address increnmenter wit h
incremmient/decrement and pass capability amid an additional unidirectional port for addressing
n-must he added. Furthermore , the MPR requires an additional write port so that addresse s
may be incremented and written back into the MPR simultaneously with data being

-

- processed in the ALU and being written hack in the MPR (see Figure 20). Only in this
case is a full four-Port MPR required.
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3.6 INSTRUCTION ADDRESS ING

The control function for the com plex processor consists of a microinstruction mnenmory and
an instruction addresser. The instruction addresser (IA) incltmdes a niicrosequencer, a loop
counter, an interrupt control unit , and flag logic. The IA wi lt  furnis h a 12 bit address to
the microinstruction memory which will comitro l tim e UP’s amid DA, set imp to time IA for
the next mimicroinstruction , amid provide the jump /branch addresses. Time iiext sections will be
devoted to explain the IA architecture.

3.6.1 Progranm Comitrol Unit

The program control unit (PCU) is indigenous to all stored program computers and is often
called the nmicrose qimencer (a Ia 2909). Time PCU is shown in Figure 2 I Time heart of the
PCU is the address mnultiplexer and register. Under time control of the IA instruct ion register.
the flag logic, and the interrupt logic , the address MUX acts as a “traffi c cop ”, selecting the
mmext nmicroinstruction address from 4 sources:

I. Program Counter
2. LIFO Stack
3. External Imiput
4. Interrupt Address.

Time program counter generally contains the “next address ” in its register. During normal
operation, the program-i-i counter simply is incremented by 1 and steps t imro mgim programu . Time
output of address multiplexer is incremmient (actually + 1 , +2. or pass) am-id stored in the pro-
gram im counter. When a branch operation is beimig initiated , the programim counter contemi t~are fed to the LIFO Stack as the branch return address.

The LIFO (last iim-first out) stage is a group of registers that are 12 bits wide wimi chm generally
store the branch return address. Time LIFO is a RAM whemi a branc h return is miecessary.

The external is used as a way of “forcing” a ju m p or branch imistr imction address amid is chosen
only when the address mnultipiexer receives the correct condition select codes amid/ or test coim-
ditions from the flag logic and instruction register.

The interrupt address is a hard wired address wimich is furnished by the interrupt control unit
(ICU). The ICU will be discussed later.

3.6.2 Interrupt Control Unit

The interrupt control unit (see Figure 21) commtai ims time priority interr u pt unit  to establish
the relative priority of interrupts as received and time comitrol immterface to control the iimtcr-
rupt requests, thereby allowing disruption only when desirable.

The priority interrupt unit has time interrupt register for reception of time immterrupts. Time
interrupt register feeds time interrupt logic to determine the priority of time inter ru pt , as well
as to provide the interrupt address to the address mmiux. The highest priority imiterrupt may
be considered a DMA controller which can affect a memory store via the comitrol interface
without interrupting the data processor.
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The control interface handles interrupt requests and provides control to the priority interrupt
unit. It is controlled by the auxiliary flags and the high priority interrupt line which is
reserved for DMA loading from the system I/O. The final function of the control interface
is response to the higher level processors in an array configuration. In other words, the higher
order control and response is handled by the control interface for array coordination.

3.6.3 Flag Logic

The flag logic (see Figure 21) is necessary so that test flags may be used to control the next
address given to the m icroinstruction menmory. The external test flags include the carry bit ,
overflow, sign and ALU equals zero received fromn any tx mbination of the DP’s and DA.
Furthermore, the loop counter provides a zero indication whicim may be used to stop a “DO”
loop. (Further discussion will be given in the loop counter section.) Auxiliary flags have
been included to extend the limited input (seven flags) to time flag logic.

The flag logic and auxiliary flags control the loop counter ’s incre mnci mter , the external flag test
and the interrupt control unit; however, that control can partial ly be mi-modified by the condi-
tion selects conditions furnished by time next instrumctio n control word sent to the IA instruc- U
tion register from the microinstruction imme m ory .

3.6.4 Loop Counter

The loop counter (see Figure 21) provides a simple way to control time looping of repetitive
routines, and it represents the only departure from the very fundam ental control provided in
most basic microprogrammiiable processors. fhe loop counter receives a littra l fromim the
external input which sets up the loop count. Each clock cycle , depending on the flag test
and the IA instruction register, the count is either decremented or passed from the counter
output to the counter input undisturbed; therefore , at the end of each pass timrough a routine ,
the beginning instruction of the routine is addressed and the loop count is decre immented.
Wimen the count is zero and the end of the routine is reached, the loop is ended.

This structure is quite simple amid could be replicated any number  of times to allow auto-
matic control of nested loops as in the FFT a l g o r i t h m ,  pulse classitication algorithm mi and
any algorithnm that requires a number of passes througim a fixed ro u mtine. In time current
structure only one has been imicluded because LSI gate count constrains the number of loop
counters that are advisable.

3.7 ARRAY PROCESSING

Either complex processor, discussed earlier , is suitable for us as an array processiimg element
or controller in a parallel array multiprocess or. The rationale for array processing is simmi ply
to have a number of computers applied to a single task; thereby, mu lt iplymg the commip umt ation
power. The imiult iple computer systems may be divided il-ito two classes: (. 1) Single lnstr u cti omm
Stream/Mimltiple Data Stream (SIMD) systemus , refe rred to as parallel processors amid (2)  Mu ltiple
Instruction Stream/Multiple Data Stream (MIMI) ) systems, called immu m ltiprocessors. Historic a lly .
signal processing problems have been proposed for parallel processors ; however , data dependent
algorith ms, such as associative search and pulse classit ’icatiom i . are extremely dif ficult .

Multiprocessors systems have a collection of relatively independent processors sharimig a comm i-
mon memory and set of I/O devices. Time processors mmiust contend for  access to the memory
and I/O which makes the m ultiprocessor architecture slow for signal processing tasks. requiring
high I/O rates. The ability to easily share data operands is a desirable feature of ’ the mul t i -
processor systems.
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By approachimmg the array processor prob lemn from time poimit-of-view of ’ the signal processthg
probknm set , time parallel processor architecture with a li m ited ability to sh are and pass data
between ne’arest neighbor processors is hmigh ly desirable. Heretofore , sucim aim approach
would have been l inmited by time simeer bulk of the array elements; h owever , current LSI
technology affords n e w  potential t’or a “mixed” approach.

The comple x processors , shown in Figures l~ amid 18 simow t imat  one data I/O port of eacim
the real processor and the imagu iarv l roccssor is removed l’rom the data bus of the com implex
processor and freed t’or use in data transfe r to the miearest neighbor array elements.

A port is also made availa n le for data  flow fro m a control processor eleimment via time broad- N

cast bums. Processor I requir e s t l mat  the broadcast bus be tied to time data buses to permit
the proper data flow du m r in g i m m i m l t ip l ie r  operati on. Processor II is able to free u mp the ports
of the processors; there t’ore , time broadcast bus does mmot mmeed to fig imt for contention witim
aim mter ima l array processor data bus.

3.7.1 Array Processor E l e mmwii t

A system of four array l~roccssoI elements amid a cont iol ele m ent is si mowmm in Figure 22 to
represent a parallel array nmu It ip r occ ~soi- . Omit ’ processor acts as a controller to t h is system ,
and the remai mi ing f’our are com m tm gure d as two 1 6—bit RALU ’s wimicim provide arit im imietic and
logic capability for time processor. Associated wit im each RALU is a data memm iory consisting
of both PROM and RAM. Ea ch RALU is respo imsible t’or addressing its own mimemory . Time
RAM provides a total of 1K 32-bit words of storage for dy namic  data . wimile time PROM
holds 5 I 2 3 2-hit comistamits used in performing the FFT algorithm.

Each of the RALU ’s is in de p em deii t of ’ time other on t imat ti -icy may perform dil ’t’er eimt ir mstruc-
tions. Timis allows e fficient complex t iu m l m ibe r  al’ m tI mm i m tY t i c to be perform ed. lii executing
algorithms involving complex val ue s , real numbers  are stored iii ui -ic data mue m imory and iiil i~—
m ary imu imi b ers in time oth er. A patim is provided between time R ..~LtJ ’s to allow transfer
of data. Eacim of ’ time RA LUs provides one I ô— b it bidirect ional  b ums to a i ie igh mbori mig array
processor so that immtcr p ro ce ss or data t rami sli ’rs im m ay take place ’. Time real RALU provides a
commnect i on to ti - ic higher—order 1 ~ hits ot’ the system broadcast bus. Time lower—order I 6 bits
are connected via transceivers to time in m agimm a r y RALt~s mm i em orv data bus. Time bUS trans-
ceivers are coimtro lled by a one—bit field iii the microimistruct ion memory .

Time multipliers are connected i mm par allel and imave a bidirectional port to each memory.
Their operation is alternated by the microcode which controls them . This is Im e’cessar~because they are fu l ly in depende mit circuits , amm d it is fruitless to a t tem im pt  to load or em i mpt y
t imem s i mn u l ta n meo ms l v.  Time capabilities of the multipliers include the l’ollowimmg: mu ltiply .
mult iply accumulate , and bu mtterf l y in bot h real and comuple x forniats : do mh l e precision
scalar mum ltipl y .

The microinstruction nlem m mo r v supplies all  ins t r u ct i oi m fields to time processor h ardwar e . Time
fact that all elenments of h ardware cam -i be controlled by a single mmi icroins truc tioim makes lime
array processor a imori zoimlail y micro—coded m m i .m c l mi m m e .  Timi s emmim a m me e s  i ts  speed and nmakes
each instruction very powerfu l .

I
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Figure 22. Parallel Array Multiprocessor

The processor’s speed is enhanced further by the fact that the RALUS amid the multiplier s
con tain instruction register s that allow instruction fetch and execution to be overlapped.

The m icroinstruction memory is addressed by the program counter which is located in time
controller. The microinstruction memory supplies a literal field to the controller which is
generally used as a branch address. An alternate branch-i address can be det crnmimi ed frommi
data received from the controller via broadcast bums. This is time mechanism by which the
array processor can receive task assignments from-i-i the control processor. The controller imas
flag testing logic onboard and accepts up to eight flags from time RALU and multiplier chips.
A total of 12 flags are available from the devices, however , so am-i FPLA should be used to
combine sonic of the flags. The FPLA logic is controlled by a i-i-microcode field fromii time
control PROM.

A specialized control interface is incorporated into the controller. The control interface is
connected directly to the array control buses simown in Figure 23. The interface logic is
illustrated in some detail in the IA discussion,

3.7.2 Parallel Array Multiprocessor

The efficiency of uniting the array processors to perform rarallel tasks is depemmdent on their
ability to operate synchronously. For this reason, all processors in the system operate from
the same clock source. If they were not synchronized, complex and tim e consuming soft-
ware routines would be required for intercommunication , and hardware would h ave to he
provided to accomplish handshaking.
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Figure 23. Control Detail

The broadcast bus is used botim for issuing comimmands to ti-ic array eienments and for gettimig
data into and out of the array. Its dual use is made practical by time fact that task initiation

• ties up the bus only for the amount of tinme require d to issue a single program address to
the respomiding array e l emmme n ts — one clock cycle . Efficient control of’ the processors in the
array depends upon a mechanism for selectively issuing commands to the array elements
and for determining their program status. The control structure indicated by Figure 23
allows this to be done.

The “instruction” control signal identifies wheth er or not the broadcast bus currently con-
tains an instruction. For a processor element to accept an instruction from the bus , it
must first be in a state of attention, either by having ended a previous task segirment or by
way of interrupt from the controller. Time “interrupt ” signal is used by th~ control pro-
cessor to issue interrupts to the array. The control processor is able to determine which
elements of the array are in a state of attention by nmeans of a genera l purpose flag register
which resides in-i each of the array processors. The controller may siimmultaneousiy sample
the flag registers of the array elements by nieans of the “response” signal which is available
from each element as shown in Figure 23. The flag registers contain a number of flags and
any of them can be gated to the response bus b y way of time “condition select” lines.

The controller accepts a single interrupt from the array. The interrupt line is daisy-chained
throughout the array elements, and the assignment of priority is established by the way in
which the chain is routed. As it is necessary for the control processor to determine the
source of an interrupt, each array processor’s flag register includes the interrupt flag.
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The response logic described only operates when the controller is not issuing a command to
the array (i.e., when the “instruction” signal is not asserted), so the controller cannot sinmulta-
neously examine flags and issue commands; as a practical matter, this is not a handicap. Time
reason for this is that the flag inspection logic has a dual use. Both instructions and inter-
rupts to the array can be made conditional, so that it is possible to selectively apply them to
the array. The response logic is instrumental to this purpose. The “condition select” lines
control the condition by which each array processor determines whether or not am-i instruction
or interrupt is intended for it.

One of time condition codes corresponds to “unconditional” , that is, it specifies every elememit
of the array. This is used when the entire array is to perform a parallel task. All but one
of the remaining condition select codes specifies one of the flags in the array processors’
flag registers; the “true/false” signal establishes whether the specified condition is the true or
false state of the flag. It is thus possible to selectively issue com mands to elements which ,
through previous progranm tasks, h~mve set flags. The remaining condition code allows the
controller to use the response bus to specify which-i array elements are selected; for this
reason the response bus is bidirectional. The controller may then pick the responding
elements by asserting the response line to which each-i is tied.

The control m echanisms described are extrem ely flexible and account for time ability to
efficiently use the system in both parallel processor and multiprocessor modes.

65 

-~~~~~~~~~- -“ --- -— --- -- ~~~~~~ --_ - -~~~~ - - --



SECTION IV

LSI Tt~CHNOLOGY SUMMARY

4.0 iNTRODUCTION

The status of LS! deveiopnment is an everchanging scene. For a tim-me , a given technology or
several tech nologies will reign supreme in time marketplace , only to give way to new tech-
miologies or improved versions of time older technologies. l’his point not wit lmstandii ig, an
attemnpt mmmu st be made to gatlmer emiougim iimfonn ation about tim e state-o f-the-art to determ ine
whether a particular functio im is feasible as am-i LSI chip or immust be mimude with a limited nuni-
ber of chips and clmip types.

A survey of time technology has be emm mm m ade to get a rough picture of the present status of
LSI techimologies. Frommm th is survey, aim attempt has been made to extract a list of mmm acro-
comistrainmts whicim an LSI function can not exceed today or in time next on e to two years.
included as time final section of t lmis chapter arc somm ie mmm cthod s a mm d mm ethodology for LS1
deve lopmn em t.

4.1 TECHNOLOGY SURVEY

This technology survey gives time present status of the technologies available for bot h m cust oi mm
LS1 am-id immeimmories. Time current research -i imm LSI technologies is to satisf y de mmmands lor
greater function in time m icroprocessor are a (cumston -i LSI) ammd higlmer demisity and greater ’ speed
in all types of nmemm orit ’~. Time developments are related to eco mi omm m ics: increased de m msi t y .
lower speed-power factors , larger wafers , and immipr ov ed yield. The discussioim will be separated
u - i to  a section on-i custom -i- i LSI amm d on LSI/VLSI mmmemories.

4.1.1 (‘ustom LSI

The major characteristics of time current tec imnmolo gie s that are available for custo mm -i LSI/VLSI
applications are included iii a nu m ber of ’ brief description am -id are summimmari z ed in Table o.
Table 6 is am-i atte imipt to take tim e soimmet imm ics ambiguous data for time various teclmmmo logies and
alter it to so imme standard definition or n mmeasur e mmme m it procedure~ t imer e fo re , a description 01’ time
Table is included at the end of the tech nology discumssio ns .

4. 1. 1. 1 SiGate MNOS

The N—c lianmm el MOS uses time io n —immmp l ammt a tion , SiGate and dope d oxide t eci m m m olog ~’ . wit h a
100 crystal orientation process. Time N-chami nme i device wit im imig im er electron im iob il itv and low
threshold voltage mmmean s faster operation while usimig less power. At h ighm er substrate doping, it
allows time ch mamin el to be simorter. resulting in reduced input  eap acit ammc e amid reduced size. Witlm
its low power, imigim mobility. am-id packimmg density. NMOS, i.e. comp atible amid evemm desirable
t’or custoimi LSI technology.
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4. 1.1.2 N-Channel Deptetion-Enhance memit Mode SOS-MOSFET

The NMOS/SOS evolved out of the conventional bulk SiGate NMOS approach whmere it isfabricated on time insulating sapph ire substrate. Time advanmtage over time bulk NMOS isobserved by virtually ehimmiinating the parasitic capacitance and by increasing surface carriermobility which gives maximum current for a given-i geommmetry .

4.1.1.3 VMOS

Time N-channel V-MOS transistor is form imed along the slope of the V-groove, wh ich is 
- -

anisotropically etched into the surface of a silicon wafer. The process is a double-d iffu siommprofile in the channel region under the gate, which effectively reduces time channel region-i ~oa micrometer . Compared with NMOS , VMOS technology saves about 40% jim random logicarea and lower speed-power product. This advantage mimakes VMOS attractive to be used in abroad range of memory devices.

4.1.1.4 DMOS

The planar-double-diffused MOS exhibits a short-channel characteristic wh ich are obtained fronma full-size device. The channel length is deternmined by time diffe rence in lateral diffusion oftwo profiles. Effective channel lengths of less than 1 um can be obtained independent of thephotolithographic tolerances which-i limit ch annel lengtim for conventio nmal MOS fabrication. It - -

appears thiat its performance advantage over a conventionally scale down device m a y  be toosmall to immake it worth considering at tlmis tim e.

4.1.1.5 C2L/MOS

The C2L is a self-aligned silicon-gate CMOS technology where time gate comnpletely surroundstime drain providing a transistor aspect-ratio wimich nm axim iz~s the transconductance-to-capacitance ratio thus allowing high speed on-chip. Time C L  device exhibits a factor of 3improvement in packing density over stand~rd CMOS am - i d operates at frequency appr oxi mmiately4 tinmies faster than stamidard CMOS. T1m.~ C’L device requires 6 plmotomasks, one less thanstandard CMOS. In regard to custom C~L LSI design , time only known source is not iimter-ested unless the volume is high (million units per year).

4.1.1.6 CMOS/SOS

The SOS/MOS technoiogy evolved out of time conventional bulk-silicon approach. Time silicon-on-sapphire (SOS) approach conmes closest to these desirable features of imigim-speed perfor-maimce at low supply voltages amid with-i nanowatts of stand-by power dissipation. The MOS/SOS devices can be fabricated in a thin single crystal silicon f u n  grownm on the insulatingsapphire substrate. The use of thin-film silicon virtually eliminates the parasitic capacitancewhich gives the highest speed with mninimnu m power am-id circuit comnplexity. in addition ,having the non-junction type isolatiorm , it will improve its transient radiation resistance chmar-acteristics. Availability has been a consistent problem-i-i: i owever, for this technology.

4.1.1.7 First and Second Generation 12LIMTL

First generation, integrated injection logic (12L) or merged transistor logic (MTL) is basicallyderived from direct couple transistor lo4c which utilizes a basis four-mask, double diffusedbipolar process without junction isolation. Second generation 1 L/MTL gate is fabricated with - i
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a new process/structure , wimicim includes a matrix on time P+ extrinsic base drive and implanted
intrinsic base dose for the n-p-n transistor. While retaining time advantage of the first gene-
ration, it is designed to operate at greater speed with-i samne injector current. The 12L promises
to plan-i an important role il-i LSI technology.

4.1.1.8 S2L

Time S2L hmas a structure , topology, am-id ehmaracterization of integrated injection logic witim a
self-aligimed double-diffused injector. Time new structure, a lateral p-n-p transistor with-i effec-
tive sq~bmicron base width -i, can be realized , by using standard photolithographic tec imniq umes.
The S’-L with -i higher injector efficiency and low parasitic capacitance results in a large fan-i-
out capability, high speed and large noise mmiargin. Time packing densities are improved by
factor of 2 over standard 12L logic.

4.1.1. 9 SFL

T u e  substrate fed logic uses an approa chm designed prii iarily for LSI where high-i packing
density and low power-delay is desired. Time basic logic eh emnent is a nmulti -input , mm mu lti -output
gate, formmied iii a single-base area by using several diffused collectors and several Schottky
base contacts. It has been-i found that an overall in-improvement of 2.2 in packing density
between SF1 and l—L techmiologies with time samne tolerances can be obtained. It was noticed
at maximum speed, SFL power dissipation is equal to standard 12 L logic.

4.1 .1.10 SCHOTIKY 12 L

Schottky 12 L is a modified form of the substrate fed logic , differing from the earlier process
in the extrinmsic n-p-n base profile. Heavier boro n doping in this region has lead to less charge
st,,orage so that nminimu mn delay and power are reduced. The high performance of Schm ottky
h— L hmas been-i achieved with -i a structure designed for high yield by use of sim ple processing
techmnique.

4. 1 ‘I - II Up-Diffused 12L

Ti-ic “up-tl iffumse d” structure is fabricated in a fashmion timat Sci ottky diodes can be readily
incorporated. With the addition of Schottky clammmps between-i the collector am - i d base of t h e
n-p-n swit chmimmg transistor , sate delay by factor of 5 and power-delay product by factor of 2
is achieved over standard 1L .  Anoth er version is injected Schm ottky logic (ISL) currently
under development by Signetics.

4.1.1.12 13L

The Isoplanar integrated injection logic (l3L) technology emphasizes achieving high packing
density and high performance by time use of various process innovation combined witim topo-
logical design variation. A high performance has been achieved withmo ut the use of Schottky
clamping, and the process is equivalent in complexity to any standard dual-layer muetal
bipolar technology. Time packing density of l3L is equal to NMOS technology, by using a two-
level metal scheim-ie.
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4.1. 1. 13 Table 6 Description

Table 6 lists the bipolar and MOS technologies that are curremmtiy available or in developmentfor custom LSI/VLSI applications. Table 6 was generated fronmi the d.~ta received directlyfrom various semi-conductor producers, from the literature search and from personal directinquiries. The data specification supplied by semiconductor producers or journal reports aresometimes ambiguous and referenced to non-standard values. Therefore, data specificationswere altered to a given standard value for ease comparison.

Table 6 contains 6 parameters whictm are most important for this tecimnology survey study.They are as follows:

Gate Delay: For bipolar technology, a maxim urn intrinsic delay for a one and five-collectorgate was listed, For MOS technology, a maximum intrinsic delay for fan out one and threewas listed, at 5 volts power supply.

Power Dissipation Per Gate: It is static and dynamic power dissipation at nominal maximumI?iquency with +5 volts power supply. The nominal maximum frequency is defined as theaverage of maximum repetition rate at single and multiple load conditions.

speed-Power Product: It is a product of gate delay times power dissipation per gate.
Gate Area per Square Millimneter: It is a random logic area with -i approximately 50% area
~iijned to interconnect and power busing.

~!pctition Rate: It is a range of frequency of operation where time lower and upper end ofthe range is iTunction of the fan-out load.

All of the circuit technology listed in-i Table 6 are referenced to 5-7 urn mask rules.
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Table 6. Technology Survey

System Random
Parameters Speed Logic To

Gate Power Gate Number Repetition
Delay Power Product Area of Rate

Gate
Circuit MWatts/ Pico- GatesJ

Technology Nanosec Gate Joules MM2 Mask MHz

SiGate NMOS 8-30 .4-.5 4-12 100-150 6-7 8-30

DMOS 6-20 1.4-1.6 15-20 225 6 l~40

C2LJMOS 6-40 1.25-2.5 15-50 270 6 640

NMOS/SOS 2.7-9 2.6-3 8.1.23.4 100-150 7 28-90

VMOS 5-20 .8-1 5-16 80-300 7 13-50

CMOS/SOS 3-20 1-2.5 7.5-20 150-250 7 11-80

FIRST GENERATION 25 .5 12.5 80-160 4 10
I2L/MTL

2ND GENERATION 4-8 5 20-40 60.120 6 30-60
12L/MTL

s2L 10 .4-5 4-50 170 5 25

SFL 20-30 .5 12.5 120-240 - 10

SCHOTTKY l2L 8 2-3 16-24 400 6 20
MODIFIED SF1

UP-DIFFUSED 2.5- 5 12.5- 100 6 70-100
i2i 3.5 17.5

ISL 2-5 3-7.5 15 100 6 50.125

I3L 4.5 5 20-25 250-300 6 50.62
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4.1.2 LSI/ VLSI Memories

There are several new and old LSI technologies t imat are comnpeting for new generation of
memories in range of 64 kilobits. Table 7 lists current muemory devices and their performnance.
Charged couple device (CCD) memories with 65 kilobit level for block storage application-i, are
serially accessible and slower and more difficult to use RAMs. The only reason-i to use CCD
is the price advantage in order of two to one over RAMs. A VMOS device that has large
potential density and how power consumption is available in 64K read only mnemory into 175
nulls square chip. Another competitive tecimnology is HMOS using scaled-down 2-ui-i-i rule and
higim density, lower power MOS RAM.

In future, one or two years away, VLSI memories with 256K bit capabilities will emerge oumt
of production lines. One of the problemus in VLSI is the interconnection on time chip. This
problem may be reduced by use of double-poly or three-layer nmetal interconnection in con-
junction with-i an innovative logic.

Table 7. Memory Device and Performnanmce

Density!
Device Capability Speed
Type Bits NSEC Process Manu facturer

DYNAMIC RAMS 16K 150-300 N-MOS FAIRCHILD

16K 100 13L Nfl

65K 150-300 N-MOS AM!

65K 150 V-M OS AM !

STATIC RAMS 4K 150 N-MOS --

4K 50 H-MOS INTEL

4K 55 V.MOS AMI

8K 150 N-MOS MOSTEK

ROMS 64K 80 V.MOS MOSTEK

64K 250 V-MOS AMI

64K 300 H.MOS INTEL

CCD 64K 200-500 FAIRCHILD
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4. 1.3 Figure of Merit

The complexity of the MOSFET and bipolar technology over time past several years has
created the hard task of standardizing sensitive paranmeters. Those parameters are used for
comparison, in the LSI technology survey. On-ic of the very important parameters is the power-
delay product which-i indicates how much power is necessary for a given gate to operate at
its mnaximumn frequency a , a given supply voltage and fan out condition. For example , a
power delay product of 12L exhibits linear relationsimip over extrinsic region (slow gate delay)
and power dissipation using injector current times collector voltage swing (less than I volt).
Obviously. the power-delay product parameter will be low and impressive. In order to be
comparative with the rest of the LSI technologies in - i th is survey, an intrinsic gate delay .
which is a delay due to minority carrier cimarge-storage effect , and 5 volts supply voltage was - -
used to determ ine the power-delay product. As for CMOS techmnology , where the only static
power dissipation factor was used to generate low power delay product , a given nominal
nna xi immu m frequnency is included in power-delay product. Tlmerefor e , l 2 L and MOFSFT tech-
nologies caim be easily evaluated am-id compared.

These factors are not the om ly ones that could or simould be included to det er mu im -ne ti ne
relative mnerits of t l e  teclmnologies m m  Table 6. A nmun n ber of system -il consideration -is sh ould be
included before a technology is cimos em for a given application. A fuller discussion of this
point is included in Section-i 4.3. However , a figure of merit will be defined using tim e speed-
power product , gates per unit  area , and max imunn frequency as defIned for Table 6. Since
lower speed power products are preferrable . this factor will go in the den on i inator.  Higher
gate densities and m axi nri unm frequencies of operatiom -i are more desirable; therefore , these
factors will be n time numerator.

In an attempt to rate these technologies for cu nstommm LSI , a very simplistic approach was
tak en -i : Utilize time factors from -i-i Table 6 to create a figure of merit (FOM). Two factors are
inmmn n ediate ly discernible , as significant from -i- i an-i LSI poi n mt of view - speed-power product and
gates per unit area.

Speed-power product has long been-i used as a nneasunre of time “goodness” of a techmiohogy. I t
is used to measure technmohogies against constant speed-power lines on-i time now-famous gate-
delay, gate-power cimart. On timat chart , ti-ic lower a technology ’s speed-power product , time
better time tech nology is considered.

I i ~ evaluate LSl potential , a second factor nuust be added to the evaluation-gates per uni t
‘~t ling im gate packirm g dehsity is crucial if a tecirnology has any hope of approaching LSI ’

VI ~l i~ ’t en t i a I . beca Lnse time integrated circuits will be snimal ier , thereby lowering time proba-
‘s~~ m~ -t t.idure d i i ~ ~ surface defects on time wafer. From a systenmm application -i point of

- w • k~~er-specd technology Cam i provide sufficient parallelism of operation an- id can fit
~‘in l .nrc .i . th.~i~ a hig her—speed t e c imnmo lo gy, it may be more advant age ouns to go

- ~ .~ • ‘ teJnn ~ ‘b)~ l ime de ci si omm will be part ial ly based on the  true m axinmum speed
Ii ~~ I time ~‘.i ra ik t n srn i  n s too i mig h m or the safetj rmm ~a gin in time per for—

- -. m~~~ b- -s m a -Hi r~ - ‘I ‘g~ may he chosen. T imu s . time ma x imunmm
-~ -e. liii. 

~-1) ~~~~~ ~~ mnj - L I  m u .nn ~ FOM. ‘l
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FIGURE OF MERIT
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Figure 24. LS1 Technology, vs Figure of Merit
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Assuming the approach taken for Table 6 has provided some st amm dardi z ation in t imese l’actors ,
timen time figure of ’ merit will be ot’ time form :

Non n imma l Gates per Ummit  An ’ea . . -F OM = . 
— x Nom m mnn m a l M a xnm un mm [‘r equen-icyNominal Speed-Power Product -

Utilizing Table 6, Figunre 24 was derived according to the FOM operation.

Figure of m imerit is plotted against differem t available tec immwlogi es. No clear cut h eadim -ig tech-i-
nology in existence is indicated , but several I L  am i d MOSFET technologies imav e t i e  poten t ial
to be leadim ig LSI/VLSI technologies. Ti-icy are l3L , ISL/I 2 L , CMOS/SOS an-id VMOS.

Time 12 L higim—s p eed technologies , a relatively flCW and still developing process , has some good
and bad points. Adv am tages su mchm as process simup li city . packing density, hig im—curr ent capacity .  I -

Sclmottky diode conmt a ct s . lo~ speed-power pr oduct . linear nn ixed with dig ital comnponents an-id
very large scale integration orienmt cd process c al m be seenm. Bad points are low voltage swing
(less tima n I volt), low noise nmmarg in i . dif l icunit  device modeling, additiomma l interface circuitry
(required due to the low operating voltage), gamm mn a sensitivity ( 106 rad Si degrades power-
delay clmaracteristics). and mmmu l ti l ayer mmme tal in mterc o nmmecti onm s.  Of course , mmmanmy of timose
problem -i-is are being reviewed am - id resolved h~- the ennergin g mmew techmmologv concepts.

Time MOSI’ I- I te chmn oho gy is mm ore nmatur e process wi m icim also has some good am - id bad points.
Advantages are high packing density, low speed power l)rOthm ct . re lative smn mpiic i t v .  stra~z i mt
forward device m odeling, high yield , good radiatiom i imard enm ing , circuit interfac e wi th  1’L logic
am md i-ugh imoise immuni ty .  Bad points are: speed l in mm itat i o m m due to high voltage sw i lm g. t i mr c s—
l old voltage , low interlace drive , and large area interface drivers.

The futtmre of LS1/VLS 1 techm wlogy lags in time develop m ent of sunb m i c r omm technology . inmm - i ova -
lion in - i logic circ umit design -i un - id nmm u lt i l evel in te rc oun m ec t i on .  •-\ senmi condu ctor device . i m avi m ig
masked din-iens ions of ’ less t l m an one micron , will no longer be fabricated with time use of
standard p im oti h it imo gr ap in ie t ec imm i ique s .  I’he techm -i ol ogy tr e mmds will be bused o mm t ime use of
c—bea m am - id N- rays  to p a tt c r m m time surface of ’ time sen im iconduct o r  wafer ,  Sum bi mmicr o mm tec imno logy
will benefi t both bipolar injection logic and MOS devices , It seen-is that scak d— downm tech-
nologies are able to give very large scale im mte g rated circuit (~‘LSI) witim a speed_power product
in tIme .2 to I pJ r ammg e and delay times in - i .5 to I nanos econd.

4.2 MACROCONS ’I ’RAINTS

Five technologies appear to be candidates vit i m good LSI pote n - it ia l .  ‘l ’imey arc :

i .  L 3L 4 . VMOS
2. (‘MOS/SOS ~ Up-di f fused 1 L
3. I SL

Fx a ct lv imow good are each of the technologi es?

It is mmecessarv to determine time various comm st iain t s tim at eacim technol ogy forces on LSI
dcv elopmenmts. l ’ hese c onstraimmt s glow tro im i pn-actieai l i n m mit a t i ons  of time LSI process to be
umse d - In essence . om me must assess time grou m m d rules of ea cim tec lm mm ologv in time areas of -

a. h o  Pin l imits
k~. Power di~sipationm limits
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c. Level of integration limits
d. On-chip/off-chip gate delays
e. Interface conmmpatibi h ity
f. Maximun u chip sizes.

Witimout becomning tutor ial , each of the above gro tmnd rule areas are simple reflections of a
given-i technologies ability to handle a function with LSI.

Virtually without regard to technology, time maxinm iu m practical package size for dual-in- l inme
packages seems to be 64 pins. Larger sizes have mmot become popular. Leadless packs may
incr.~ase this number to 80 or more pins; however, power dissipationm mnust be considered
wimen dealing witim leadless packages.

Interface compatibility is ainnost always assumed to be TTL voltage and drive levels at t i c
interface. Since the bulk of presently available conmnm ’iercia l circuits have TTL compatibility, it
remains a good ground rule timat TTL levels be maintained for interface con m mpatibi h ity.  Timis
ground rule presents some problems for time MOS technologies which operate over a wider
raflge of voltage levels am-id do not provide as m uch sink capability witim nor m al output buffers
CMOS /SOS and VMOS are each-i capable of nmeeting time voltage levels wit i m n-no diffic un lty since
eacim technology is n-now powered by 5 volts; imowever, t Ime drive levels require much larger
outpunt drivers whicim increases surface area of time chip. The bipolar techmologies require son-i-ic
nuo dif icat ion of time outp unt devices from-i-i their basic on-chip devices, but the difference is
sn-mall.

Maximum chip size is dependent upon time sunrface defect den sity of the LSI process. Chmip
size, there fore , has a direct bearing on the yield of tie process. Fuchm technology imas dif-
ferent tradeoff points wimere t i c  chmip size/yield curve becomes unprofita ble However , vendors
are more conm fortable in -n considering larger cimips with -i th eir inmproved processimig capability.
A reasonmable chip size lin mit is aj~proxinnately 250 nnihs on a side~ althoungim time average size
for LSI is approxim ately 170 to 200 nmihs on a side.

The linnits of power dissipation, level of integration , an -nd gate delay are thie areas wimere tic —

tecimnology differ significantly. Usinmg time data accumulated for Table 6, each of time five
technologies 13L, CMOS/SOS, ISL. VMOS , and Up-Diffused I~-L is capable of phenmo mn en ai
levels of integration . Time actually obtainable level of integration is lower tima n value j~redicted
frormm Table 6 data because Imigim functionmality forces higim onm— ch ip immterconnect and a large
number of bonding pads. Table 8, timerefore, has reduced the nm axinmmunn values of gates by
60% to account for the interconnects and bonding pads. Fronm the gate coummt , power dis-
sipation levels were estinmmated , using time power dissipation extrennes from Table 6.

In general , all time technmoiogies arc able to exceed 1 000 to 1 500 gates , CMOS /SOS, l 3 L, and VM O S
easily passing time 2000 to 3000 gate ran ge. Power nti ssipationi becomes time limiting factor on-i
all of the technologies. A nmaximurn for power dissipation should be 2 Watts or less. Although-i
the dissipation of greater than 2 Watts can be imandled with-i special packaging or cooling, t ime
overall cost is generally prohibitive.

Thus, assuming this 2 Watt power dissipation limit for custom-i-i LSI , the practical levels of
integration for the various technologies is, as follows:

a. l3L 400 to 2tX~0 gatesb. CMOS/SOS 800 to 2000 gates
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Table 8. Comparisonm of LSI Candidates

Chip Size 100 X 100 Mils 200 X 200 M ils

Technology l3L

Gates* 650 to 780 2575 to 3100
Power 650mW to 3.9W 2 .6W to 15.5W
Speed (Max ) 4ns 4ns

CMOS /SOS

Gates 390 to 650 1550 to 2575
Power ** 390mm-iW to 1.63W 1.55W to 6.4W
Speed (Max) 3ns 3ns

ISL

Gates 260 1040
Power** 78OnmmW to 1 ,9W 3 to 7,5W
Speed (Max) 2nms 2ns

VMOS

Gates 210 to 780 830 to 3100
Power ** l7 O nmm W to 78OmmmW 66OnmW to 3.1W
Speed (M ax) Sns Sns

UP 1~L

Gates 260 1040
Power 1 .3W 5.2W
Speed (Max) 5nm s Sns

*40% of maximum gate count indicated by Table 6 for each chip size — assunmm es high degree
of inter-gate connections and bonding pads.

Depends on percentage of high-speed , high power gates.

c. ISL 270 to 700 gates
d. VMOS 2000 to 2500 gates
e. Up-diffused P-L 400 gates

The MOS technologies are definitely LSI candidates , and the bipolar can be if the lower speed
functions are integrated in tim e very low power 1,2L and time high speed functions use the
faster 12L variations, i.e., ISL and Up-diffused 1’-L.

The final area of limitation is gate delay - both on-chip an-id off-chip. 1mm Table 8, all time
technologies are capable of high on-chip maxim um speeds; however , not simown oni that
Table is the fact that the off-chip delays for the bipolar technologies arc 20% to 40% more
than the on-chip, i.e., 3 to 7 nsec, and time off-chip delays for tine MOS technologies are
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more than 100% greater than the on-chip delays, i.e., 6 to 10 nsec. This off-chip gate delay
may be critical in sonme system applications.

A sumnmary of the nnacroconstraints for the technology says tha t the following parameters are
limits for general LSI developmnent:

a. I/O pin limit — 64 for DIP , 80 or more leadless package
b. Interface Compatibility — T1’L voltage and drive levels
c. Maximum chip size — 250 mils on a side , 200 mils practical
d. Level of Integration Limnit — 2000 gates
e. Power dissipation limit — 2 watts
f. On-chip gate delay — 2 to 5 nsec
g. Off-cimip gate delay — 5 to 10 nsec

4.3 THE TECHNOLOGY DECISION

For LSI to be effective in helping mmm ilitary systenns perform -n-i their mission , time LSI must be
chosen by balancing the system-i-i needs with the technological abilities of the LSI. For a sys-
tem design approach to accomplish this balancing act , new methods are needed for aim alyti-
cally exploring design tradeoffs in the context of the mnult itude of LSI technological changes.
This section will endeavor to discuss a methodology for selecting LSI from -i-i system -i-i needs. It
should be noted, before any discussion begins , that every system requiren nent forces choices
in technology which affects every other systemrm requiremne nt. Rather t lman cap itu iatimmg to time - 

-

seemingly insoluble problem of system requiremen t interdependence , it is hoped t imat the firs t
order effects of technology on system requirements can be isolated so thiat time interdependence
is manageable in our muinds.

In the following section, system-i-i requirenmen t categories will be presented along with time tech-
nology paranneters that directly relate to the system requ irement category as first order - -

effects.

4,3,1 Systemmi Requirement Categories

4.3.1 .1 Architecture

The architectural design-i of a systenm is to accomnp lishm the systemim ’s nmission with -i the tecim-
nohogical tools available to the designmer. Tine system -i-i architectural design is a trade-off pro-
cess of allocating systenm functions between time hardware tools , the system -i-n progr aimis
(software ) and the fi rmware use in microprogram subroutines. T 1e overall system-i-i com plexity
can be reduced by selecting the proper hardware - - firnnware - software balance it time
system.

From an LSI point-of-view , level of integration , gate delay, cimip I/O , and testing imave the
most direct effect on the architecture.

4.3. 1.2 Fnwironnn ent

The system-i-n is designed and required to be operational und er various en mviro mm menta l  con ditionms
such as extrenme temperature variations , humidity,  vibration , shock , electromagnetic or nuclear

— radiation , high or low atnnosphcric pressure, etc. The chip packaging, time te n - imp eratur e range of
the technology, radiation harde nimig h imn its and noise inmm mm un m ity may be ums ed to decide if a
technology can nmmeet the environnne nta i conditions it nmust operate in.
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4.3.1.3 Physical Characteristics

The physical characteristics of a system are its weight, volume , power consumption and
cooling requirements. Higher system speed generally reduces the physical dimensions of the
circuit and packaging; however, these reductions result in greater heat generation and power
dissipation necessitating improved cooling.

Parameters such as chip packaging, I/O, power supplies, and total chip power impact the sys-
tem volume and weight. Power is impacted by the level of integration , gate dissipation , off-
chip drives and the number of power supplies. Speed is impacted by the system architecture,
level of integration, gate delay, number of I/O , off-chip gate delay etc.

Both the system enclosure and internal module designs are influenced by a number of systenn
requirements. The enclosure is the buffer between the system-i-i and its operational environmnent ,
as well as supplying time cooling capability for ti-ic system. All the factors affecting ti-ic
Environment and Physical Characteristic system requirenments categories impact the system
packaging.

4.3.1.4 Viat’Iity — Reliability, Availability, Maintainability an-id Survivability

A failure-tolerant system is designed to ren-imain operational at som e m inimal perfommance level
despite almost any mnalfunct ion. At the system-i-i level , the impact is redundancy in-i components ,
or at the subsystem level , the capability of diagnosing nmalfum mction and recon figuring system
fault. Reliability, availability and maintainability of t i e  systemm are directly affected by
comnponent anmd packaging technologies, circuit and subsystenn design philosophy, and system
architecture. Reliability is time probability that a system will perform its function for time
duration intended. Availability is time system-n-i capability to be in operational condition wh~en-
ever needed. Desirable system-i-n mnaintainability is to replace the faulty nmodules without
sign ificantly disrupting the system-i-i activity and keep down tim e to a minin - imunm.

Survivability of time sy stcm m m is a protectio n of system hardware against nuclear effects: gamma
and x-rays . neutron influence , and clectron nagnetic pulse .

The viability of a system is related to virtually all tIme technology Paramneters previously
mentioned. The power dissipation , i.e. , the level of integration and gate dissipation , and chip
packag irmg arc measures of’ the temperature the conuponents will experience which is conn-
pounded by the environmental extremnes. Reliability is greatly affected by the temperature of
the components.

Maintainability is related to testability of time connponents , packaging and I/O pins. Availability
is a measure of reliability and m aintainability, that is, operational time to down-tim ime.
Survivability is related to noise immunity, input/output protection devices on-i tIme chip .
radiation hardening. etc.

4.3.1.5 Cost

Systems are characterized by special environmental hard nmess and survivability re qu ir em ent s.
size, weight, power constraints which require special design , manufacturing techniques and
quality control. Consequently, the systenn cost is affected by these requirennents. With

L 

advances in architectLnre, in LSI component nmanufacturing techniques , and design auton na ti on .
the cost will remain relatively same but at time same time will increase time systenm m performance.
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4.3.2 Forced-Pair Comparison’

The preceding section summnarized , quite briefly, several system requirement categories which
may be seen in the request for proposal for any major nmilitary system. The categories are an
attennpt to reflect the mission goals for the specific system. When the system-i-i designer begins
the design of the systennm , he must prioritize time system-i-i requirennen t ca tegories for the whole
system-il, and often, for m ammy subsystenm s and functions. After time requirements are prioritized ,
it may be seen that various functionms could best be implemented by LSI , and more specifi-
cally, by new custom m LSI. The LSI designer nmmust now ascertain fronn the system designer
wimat time system requirement priorities are before an intelligent decision can be mnade on the
LSL technology to be used.

To aid time systenm an-nd LSI design-icr , an empirical , and somewhat , subjective methodology has
— beet-i developed to prioritize time system -i-i re quirem mm ents. The methodology is called the forced-

pair com-imparisom m . Using timis method is fairly simple , and often , time results are startling to time
designer. He will n-not realize his major limitations or r equire mm ’ients until h-ne actually uses a
forced-com mparison of every category againmst all ren n aimming categories. “Forced” nneans that a
decision-i about that category in relation to time next category must be made.

‘rhe Method

The system-i-i requiremm ent categories are enumn erated by tIme syst em -i-i designer , such as

1. Architecture
2. Environment
3. Volunme

- 
4. Weight
5. Power
6. Systenm Speed
7. System-i-i Packagin-ig
8. Maintainability
9. Reliability

10. Survivability
II. Acquisition Cost
1 2. Logistic Support Cost

The nunmber assigned to the category is used as an identifier at timis point.

Time system designer then prepares a Forced-Pair Comparison chart, as simown in Figure 25,
whichn has the system-n-i requiremnent category number fronu above along the heft vertical and top
horizontal axis. The comparison procedure can now begin-i. working from -i-i top to bottom n . row
by row. Category I is compared witl category 2 for relative importance. If 2 is more
important that 1 , a zero is placed in row 1 , colume 2 (I , 2) and a otc is placed in-i (2, I )  as
in Figure 26. Category 1 is then compared with category 3, 4. etc. until all the cintegories
have been compared with-i all the other categories. Then the number of ones is counted across
each row and entered to the right of the row. Category I has 6-I’s. Category 2 has 7-i’s.
etc. Fromn the cotnnt of total pins, a ranking can be arranged. li-i Figure ‘6, Categories 2, 3 . 5 ,
7 and II are equally ranked , At this point, the procedure can be iterated to break time tie
for equal ranking.
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The systen-i designer niust then analyze his ranking with a fmimal “reasonableness” test. has
the ranking procedure put various systenn requirement categories higher or lower in priority
than they should be? Are som e categories equally inmportant , etc? The “reasonableness” test
will reveal that time Forced-Pair Comparison mnetimod is somewhat subjective , but the method
is usefu l in getting the system requirement categories j im perspective , pointing out where the
system tradeoffs should be made.

Frorim the final ranking the immost important IC parameters n- i-nay then be discerned , thereby
allowing the LSI designer to cimoose the proper LSI technology to perform -i-i the necessary
function.

SYSTEM REQUIREMENT CATEGORY

1

2 X

3 X

)- 4 x 

~~ 5 — — — — ~~~~~~~~~~
--- — --- --- —

x 
—

U
X

w — — — - 

8 x 

~~~Io x

~~~“iiiiiii: ii~~~~~iii i
~‘ 12 x

S x
- —

N I  

78453-1 3

Figure 25. Forced-Pair Conmmparison Chmart

80

- ‘ 
-~~~ .— .— ~ 

- 
- 

, 
.~

- -. - -‘ 

.
.,- 

.

- ~_ :~ 
‘1~~~~~~~~~~~~~



-

SYSTEM REQUIREMENT CATEGORY /
Z TOTAL

‘\ 1 2 3 4 5 6 7 8 9 10 11 12 / POINTS RANKING
I X  0 0 0 1  1 1 1 1 0 0  1 6 6

2 1 0 0 0 1

I I X 1 0 1 0 1  0 0  1 1 7 1

1 0 0  X 0 0 0 0 0 1  1 0  4 9
I-

0 0 1  1 X 1  1 0  1 1 0 1  7 1

0 0 0 1 0  X 0 1  0 0 1  1 4 9

7 0  1 1 1 0 1 X i  1 0 0  1 7 1
D  — — —  — —
~~~~8 0 1 0 0 1 0 0  X l  0 0 0  3 ii — — —

9 o  1 1 1 0 1 0 0  X 1 0 0  5 8

78453-1 4A

Figure 26. Forced-Pair Comparison Example
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SECTION V

LS I DESIGN AND I )EVELOP MENT

5.0 INTRODUCTION

in Section III , time desi~~ phi losopimy am-id arch mitectur c needs of a signal processimmg computer
were presented an-id analyzed. Aside from memn ory, t imree major fu in ct ional  areas . Data
Processing/Data Addressing, Instruction Addres sinmg, am - i d Multip h ier /FFT. were analyzed in - 

-

deptim , au m d tim e ir architecture structures were cim os cm -n to meet time n-needs of ti -ic signal processor.

Wit imin this cimapt er . time register level design -i ot mime DP/ l)A will be pr e semmt cd. Ti-ic major
arcimit e ctural stnh stnnct tmres of the RALL I will be described . an-id time n um imber of gates per struc-
ture will be estin mated. From these estimates , time LSI dev el opn ne m -it of suci a ch ip will be
analyzed in t lmr ec t e cim nmo logies, CMOS/SOS. i3 L. VMOS. am - id a practical approac im for the
developnnent will be concluded.

Time IA and multip licr / FFT ft m n mctio n s will m mot he analy ied. Timey are beyond time scope of
timis com-itra ct . although a brief discLmssion of the IA will be in cludcd wi th  only terse con-iclu-
sions drawn. -

5.1 REGiSTER-LEVEL DESIGN DISCUSSION

The two processors, discussed in Section III , indicated two RALU or DP/DA designs were
necessary to uti l ize effi ciently time diff er em -it potential nm mn lt ip h i er / FFT structures. Time block
diagrammms , Fngures 27 arm d 28 are time RALU str t nctur es for Processor I and 2 , respectivel y .
Wit imin t i -m is section. time RALU stmhstructures Mult iport  RAM . Ari t imm u ct ic  Logic Ummit . Bidir ec-
tional I /O Data Ports. Multiplexers, ln-istruction m Registers, an ’nd In crem ne nt er will be discussed.
Ti-ic general design-i am -id gate estimates will be included .

5.1.1 Time Multiport RAM (MPR)

The nnajor functions necessary for an MPR are read /write addressing, input  port am-id output
port selects , and the register tile. TI-ic addressing m a y  be least represented as a 4-line to
1 6-line Decode/Demultiplexer similar to a 74LS 138. It - i tIme 3-Port MPR for Processor I . one
read and two-writes are simLm ltaneous ly possible : tlmerc t’ore , 3 addresses must be presem tcd to
the MPR at one time. To accomp lisim time 3-Port addressimmg, 3 addresses or 4-line to 1 6-line
Decoder/Demultip lexer must be included. The Read and Write Enables are time inputs to tIme
demultiplexers .

For the 4-Port MPR of Processor 2 , two reads , two writes , or one read anmd o n c  write are
possible simultaneously. Two addresses must he available to time MPR at onm c ti me. Two
4-line to 1 6-line Decoder/Demultip lexer must be included for addressing. Additiommal gates arc
necessary for each-i register word to disti imguis im time Read /Write fumictions from each other.

For time 3-Port MPR. 24 gates/addresser . is necessary . For tine 4-Port MPR. 40 gatcs/addrcsser
is necessary.
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Figure 27 . RALU (DP/DA) for Processor I
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The input port and output port select are simply AND-gates or 2-line to 1-line multiplefers.
One gate per RAM bite per MPR port is necessary to accomplish the selection process. Thus,
a 3-Port MPR requires 3 gates/RAM bit , and the 4-Port MPR , 4 gates/RAM bit.

The memory elements are generally D-latches, which permit simultaneous read and write oper-
ations on the same or different addresses. The D-latch requires 4 gates per latch; therefore ,
the memory elements require 4 gates per RAM bit.

The total for the 3-Port MPR is 72 gates for addressing and 7 gates/RAM bit for port selects
and D-latches; for the 4-Port MPR , 80 gates for addressing and 8 gates/RAM bit for port
selects and D-latches.

5.1.2 The Arithmetic Logic Unit

The ALU must be able to receive two operands from a combination of the MPR and/or I/O
Data Ports and perform full word length operations and supply the output wherever directed .
Thus, the ALU should be a high-speed , parallel function which is able to perform arithmetics,
logicals, and shifts. Furthermore , for data dependent operations, the ALU must be able to
compare the operands , detect overflows , propagate a carry , and detect a zero condition.
Table 9 gives the ALU operations and status flags that should be available.

The ALU , described above , is a very sophisticated function which requires approximately 12
gates per bit to perform all the operations required , including the decoding of the four opera-
tion selection inputs and the generation of the status flags and carry out.

5.1.3 The Bidirectional I/O Data Port

Three major functions are necessary for the I/O Data Ports — Input Register , Output Register
and Tristate Output. Figure 29 shows the configuration of the I/O Data Port. The registers
are D-Lat~hes. The output registers hold the data to be transferred , freeing up the MPR and
ALU for the next operation , i.e. the MPR and ALU are not tied to the bus. The output of
the previous operations is latched , allowing asynchronous transfer. Similarly, the input register
is for asynchronous reception; thus , the ALU or MPR , which are ‘the destinations of the input ,
need not be free when data is received . The tristate output is included so that when no data
is being transferred , the RALU presents a high-impedance to the bus.

Each register requires 4 gates per bit and the tnstate output require the equivalent of 2 gates
per bit in area.

INPUT OUTPUT
REG REG

~~~~~~~~~ 

— OUTPUT ENABLE

PORT
7M53-32

Figure 29. Bidirectional 1/0 Data Port
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Table 9. ALU Operations and Status Flags

ARITHMETIC OPERATIONS STATUS FLAGS

A + B CARRY OUT

A — B  ZERO

B — A OVERFLOW

A + l  A = B

A - I

A only

B only

Righ t Arithmetic Shift

Left Arithmetic Shift

LOGICAL OPERATIONS

A

B

A AND B

A O R B

A NOR B

A EXOR B

A EXNOR B

5.1.4 Miscellaneous Functions

The multiplexers within the RALU are extremely simple , requiring a simple AND gate for
choosing the proper input signals to the MPR or ALU and some simple decoding. The rule
of thumb on gate count is approximately one gate per bit per input. Thus a three-input mux
requires 3 gates/bit.

The instruction registers are D-Latch and require 4 gates/bit.

The incrementer for Processor 2 (see Figure 28) is the simplest of adders . No sophistication
is desired for this function. Seven gates/bit are required .
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5.2 GATE ESTIMATES FOR THE RALU’s

The discussion in section 5.1 gives the LSI designer the tools necessary to estimate the total
gate counts of the two processors. From the gate coun ts , the feasibility of the function in
LSI may be discerned.

Figure 30 is an attempt to estimate the gates necessary for the 1 6-bit RALUs. The RALU
fu nctions require 2828 gates and 3304 gates for Processor I and 2 , respectively . In the
MACRO constraints Section , a practical limi t of 2000 gates was presented . The most logical
approach is an 8-bit , bit-sliced RALU~ thus , the RALU function can be made of two 8-bit
RALUs .

Most of the functions on the RALU are simply reduced to one-half in size and gate count :
however , the MPR Address Decoder and the Instruction Register must remain full-size because
the same level of control is necessary , only the nu mber of bits controlled is reduced.

Figure 31 reflects the 8-bit RALUs and their gate count. Both RALUs are well below the
2000 gate limit. The penalty paid for the duplication of control was minimal in this case:
however , a similar concl usion cannot be drawn about other chips unless a full analysis is
performed.

It is concluded at this point that , indeed , an 8-bit , bit -sliced RALU is the proper approach
for the Data Processor/Data Addresser from an LSI point-of-view. In the next section . three
LSI development approaches will be evaluated.

5.3 LSI DEVELOPMENT APPROACHES

Three LSI technologies — CMOS/SOS, 13L , and VMOS , are reasonable choices to use to
develop the 8 bit RALU ’s. These technologies will be analyzed in four areas: chip size .
power , fu ndamental speed and availability. For completeness the analysis data for the 1 6-bit
RALU’s will be included primarily to further justify the bit-sliced approach.

5.3.1 Chip Size

The chip size of the RALU ’s has been estimated usi ng the gates per MM 2 data from Table 6
Section IV. The estimate assumes that an average of 40% of the best-case gate density found
in the Technology Survey is actually attainable because the high degree of interconnect of this
fu nction and the high number of I/O pins will limit the gate density. Even with this assump-
tion , all three subject technologies are capable of exceeding 2000 gates in a 200 x 200 niil
chip . The estimate also assumes a square chip.

Table 10 reflects the results of the technologies. Each chip size is specified in a range which
is a manifestation of the high and low gate densities for the technologies. All three technolo-
gies are capable of producing a chip under 200 x 200 which will perform the 8-bit RALU
fun ction . 13L has the best density, and VMOS has the most inconsistent density. The incon-
sistent density reflects conflicting information sources with diffe rent stories to tell.
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RALU FOR PROCESSOR I

FUNCTION QUANTITY (BITS) TOTAL ON RALU GATES PER BIT TOTAL GATES

ItO DATA PORT 16 3 X

MPR ~se x 1 x 7 1792

MPR DECODE — x 3 x 24 72

ALU 16 I 12 192

SELECT MUXES 16 X 4 X 3 192

INSTRUCTION 25 x 1 X 4 100

REGISTER

TOTAL 2828

RALU FOR PROCESSOR II

F UNCTION QUANTITY (BITS) TOTAL ON RALU GATES PER BIT TOTAL GATES

I/O DATA PORT 16 X 3 X 10 480

MPR 256 X I X 8 2048

MPR DECODE — X 2 X 40

ALU 16 X 1 X 12 192

SELECT MUXES 16 x 4 x 3 192

INSTRUCTION 25 X 1 X 4 104
REGISTER

ADDRESS PORT 16 X 1 X 6 96

INCREMENTER 16 X I X 7 112

TOTAL 3304

78453-33

Figure 30. 16-Bit RALU Gate Estim ates

89

— _
~~~~~~~ _~~~tn.~~~~- - - ~~~~fl- — —~ — -  —p .



--.------- — - ~~.—.-- -~--

RALU FOR PROCESSOR I

FUNCTION QUANTITY (BITS) TOTAL ON RALU GATES PER BIT TOTAL GATES

I~~~DATA PORT B X 3 X 10 240

MPR 128 X I X 7 896

MPR DECODE — X 3 X 24 72

ALU 8 X I X 12 96

SELECT MUXES 8 X 4 X 3 96

INSTRUCTION REG 25 X I x 4 100

TOTAL 1500

RALU FOR PROCESSO R II

FUNCTION QUANTITY (BITS) TOTAL ON RALU GATES PER BIT TOTAL GATES

I/O DATA PORT 8 X 3 X 10 240

MPH 128 X 1 x 8 1024

MPH DECODE — x 2 X 40 80

ALU 8 X X 12 96

SELECT MUXES 8 x 4 x 3 96

INSTRUCTION REG 26 X I X 4 104

ADDRESS PORT 8 K I X 8 48

INCREMENTER 8 K I X 7 56

TOTAL 1 744

78453 34

Figure 3 I - 8-Bit RAW G a e  F stimates
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- Table I 0. Technology Analysis

PROCESSOR I PROCESSOR 2

TECHNOLOGY 16-bit RALU 8-bit RALU 16-bit RAW 8-bit RALU

CMOS/SOS

Chip Size 210 — 270 153 197 ~27 292 165 2 12

Power (watts) 2.8 — 7.1 1.5 3.8 3.3 8.3 I 7 4.4

R-R Add ’ Time (ns) 33 33 33 33

l3L
Chip Size’ 191 — 210 139 153 206 227 150 165

Power (watts) 2.8 — 14.1 1.5 7.5 3.3 16.5 I 7 8.7

R-R Add’ Time (ns) 44 44 44 44

VMOS

Chip Size 191 3 6 9  139 — 269 206 399 150 290

Power (watts) 2.3 2.8 1.2 1.5 2.6 3.3 1 .4 1.7

R-R Add” Time (ns) 55 55 55 55

‘Measured in mils on a side

‘Register-to-Register Add

5.3.2 Power

The power has been estimated from the gate dissipation data in Table 6. The estimate was
nor malized to include speed as a factor in the gate dissipation : consequently , CMOS/SOS has
a gate dissipation in the low milliwatt range when it is normally reported in the micr owatt
or nanowatt range . For CMOS/SOS to reach signal processing speed , the supply voltage must
be increased to 10 volts and the power dissipation simply goes up. In Table 10. VM OS has
a lower power dissipation per gate than CMOS/SOS. but VMOS is assumed to ha’e a lower
speed potential .

l~ L also has a wide power dispersion which truly retlects the power/speed diversity of t Im e
12L technology , of which l3L is a variant. Unlike the MOS technolo gies , 13L could maintain
maximum performance and have a power below t he ma x im um of Table I 0 i t’ the lower speed
data paths are carefully chosen and the l3L gates tailored for lower power .
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The power prospects of l~ L are limited: howev~r , I 3L is tIme worse power dissipator of the
three. If a low operational speed is assumed . I3L is under t I me 2 wat t  per chip limit discussed
in Section 4.2. VMOS will delinitely meet this requirement , and CMOS/SOS is probably able
to handle this function under 2 watts  if most of the gates are assumed to be “oft” during
most of the time. This assumption is reasonable since only the MPR word s being addressed
are “on ”; thus, most of the MPR is “ofr’ or inactive.

5.3.3 Fundamental Speed

For this discussion , the fundamental speed will be detined as time time required to perform a
basis operation such as a register-to-register add , a compare , a register -to-register logical opera-
tion . etc . The register-to-register add is assumed to he a representative ope ratio mm for time
problem set and was analy ied in gate delays as follows:

a. 2 delays for Instru ction Register Setup

h. I delay to read to data out of the MPR

c. I delay to pass thru the ALU select

d. 4 delays in the ALU

e. I delay to pass thru the PR select

I. 2 delays to store time data into time MPR

A total of I I  delays is required for this operation. Time t’unda mel mla l speed , therefore , is the
product of the total number of gate delays and time gate delay time.

Table 10 includes th e Register-to-Register Add Tinm e . All tIme ti nmes were calculat ed using
minimum gate delays and include no delay time estimate for interco imn ect path Icl m gt h. As
seen in the Table , all these technologies are capable of high speed operation. (‘MOS SOS Imas
tIme best potential at this time.

5.3.4 Avai iahi~~y

CMOS/SOS. l3L, and VMOS are probably best described as in the early stages of m atur i ty .
which means that  caCti has heen demonstrated with commercial products il m the nmark etp lace:
however , wide lines of products are not available as yet.

CMOS/SOS Ima s time longest Imistory . TIme early days were rougim . hut CMOS/SOS is ava ilaL ~Ie
from RCA. HP and Rockwell wit im new sources coming. Because CMOS/SOS has a good
tenmperature range , hig im noise margi n , radiation-hardening potential , etc .. the military market
is good , thus , the availability is sure to increase with tinm e .

and VMOS are new stars on the horizon. 13L is an extension of 121 which is a siimiple
process in csncept. hut difticu lt it ’ h iglm speed is desired. Fairchild is thç Olm ly source. Ot lm er
high speed l L  var iaimt~ are ~ecoming available - ISI and tip-Diffused l L .  Time will tell!
For now . hig lm speed 1 L  (1- 1) has limited availability.
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VMOS for LSI is solely soureed by AMI. It is a vari atio im of NMO S which gives I urn
chal mim el kngth using 4-~ urn layout rules. As the photolithograp liic process im proves , VMOS
will iimmprove in density with out the imearta ches t l m a t ilM()S fronm Int el will have to go thr oug lm.
V MOS is a winner! Sccontl —s our citmg will co~ii e. hut  ~ivui Iahil i ty is very limited ,it th is l i m e.

5.4 IA (‘HIP

TIns discussion about the instruct ion addressing will not he detailed , and is only included for
a measure of completeness . The IA includes four nmajo r %LIbfUIh’tiofls a IiiiCroseqmICm mCer . ~l
loop Coul mt er , aIm int errupt  cotitrol un it and flag logic.

The rnicro sequemmcer and the loop counter are orderly tunc t ion s re senmhl i iig I Im e MPR ‘Al U of
(he R A t  U and th e increm cntcr of the Processor II RAl ~ LI, respectiv ely , To acconip lish th e
l.~ t ilIk’thm in eithcr Processor, a I 2 hi: wide ‘‘processor ’’ would be tiecessary . l’~it i ier of
these suht ’unction s could be hit—sliced or included upon the sanme chip. The 1 110 Si .ick
would ti.m ~ e to be l i t mmi te d t o $ word s x 12 b its, which is ~i reasonable site before the t ui m c~t ioi m s could logically he placed on the sanme chip.

[lie Int err upt contr ol uni t  ar~d the flag logic would gt’ m m L ’l’ahIy t~’ called “ratm dolil logic ’’ winch
Illiphes low gate to I 0 pin ratios and low gat e count totals. These func l iom m s ham ~’ a high
degree of im mt er a ct ion nmte rt m .dl y (see Figure 3 2’, which would limit t im e abi li ty to slice these
t unc tiom ms . Alth ough flexibili ty will be reduced, th e most eI ’f ic ictmt I SI appr oacim is to put all
of these subt u lm ct ions on one chip.

ro ~nn m innie the number of otI-~hip drives hetw et’ti th e four suhiunc ions , it sh ould he 1c Icr
limi tme d if the two sectI ons ~‘aim be placed on the s.i Ilii’ chip . i’Im~’ tot a l  gate count of all four
ma~or suhmunctions .ippc.mrs to be less th,IIm 1500 gates . Fol lowing the .iim .iiys is on tIm e 1W F 1A,
i t  is reasonable t o .*sstime the t ot a l  IA t’un~- tmoi m could be integrat ed onto omm e chip.

The lu m al renuul m im m g concern is % L’ cCd l’he total number 01’ gate ~IeIays in I im e micl’osequei mcer
should he roughly cqui ~ , ilei mt t o the r egister-t o—reg i ster .idd time of (ti c R A E  L I . t h i ts . it t i m e
I W, I ) .\ and tim e IA ,ii e developed in the s,itlie technology, th e I A should be able to support
tlm~’ hIgh ttis (rtI~’tIon rat e oI ’ t im e 1W l) .~ .

I
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SECTION VI

SIGNAL PROCESSOR COMPARISON

6.0 INTRODUCTION

As a part of ’ the Multimode Centra l Processing Unit  (MMCPU) Design Study Contract , a
comparison of signal processors has been performed.

The main thrust of the comparison is based upon thre e bench m ark problems which are
applied to 3 microprocessor architectures,

Tracor!RCA
Rayt imeo n
Litton

presented herein , these microprocessors are specifically suited to signal processing applications.

We shall briefl y describe the system architectur e as’ ’,i tutorial .  This description will then lead
to th e microprocessor and its application to th e benchmark problems. Details can he found
in the references , section 6.9.

The following sections of the stu dy include discussion of:

• Definition (Section 6 .1)
• Macro Computer (Section 6. i
• Bui ldi mg Blocks (Section 6.3)
• Central Processing Um mit (Section 6.4)
• Controller (Section 6.5)
• Microcomputer (Section 6.6)
• Benchmar~~ (Section 6.7)
• Conmpar ison of Results (Section 6.8)
• References (Section 6.9)
• Benchmarks - Coding (Appendix B)
• Benchmarks Timi ,mg (Appendix C)

6.1 DEFINITIONS

Since many users of data processing systems are not acquainted with the techn iques and
terms used in data processing, we shall briefly describe some of these as they relat e to time
system architecture .

It is the hallmark of a scientist that he define his terms, for only then can semantic confusion
be eliminated.

There are terms like “storage ” which is .preferred over “memory .” However , tim e latter  term
is so heavy impressed in the literature that it is hard to change it. The term “instruction
location ” is more descriptive than “program counter. ”
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N ot e the ~li f f er e imc e below betwe en \1,icro and Micro. aimd tIme di l ’fcr eimce between (‘omput er
and Processor Figure 33 ~imo\¼ a s in mp l i l ie d det in i t i on Hock diagram. f t  shows Ihe boundary
( mi mes to t  the purpose of the d el immil io ns .

M~ic ro (‘onmputer  I xc i tc ~ Macro and M ic ro ins t ruc t ion s .  It is the combination
.t th e host comput er  wi t h  the Microcomputer.

I lost (‘on m pu icr (‘ont rol Pr o~ ~k’ s \ t ~ i ns t ru c l ion s . oH ,mne d t’roni Program Storage
, ir m d ~‘Ii t~ I in to  the Instruct ion Regi ster. Through the Map-
p ing i t  ~onI I ~is tiit ’ Micr ocomputer. The feedback from tIme
Nt ic ro c o mnp ut cr  is not slmown w lm i ch simplifies the diagram .

Mic ro comnpt i t i ’r Nc~ lII e’. Mi er o in s i ruc t i ons .  It consists of the Microproc essor
and Stor .iec Storage includ es Firmware Storage and or
Ope rand St ’rage

Mi~ r~~p r e ~sor (
‘ 

~i isis ts  of ti m e Control ler  (Sequenc er ) .  I)ecoder. and Regist er
A r i t h m e t i c  I o 1 ’ nl t  ( R A t  U ) .  Often very limited Read
Only Storage and Rai md om ,~cce ’~s Stor ;ige for Firmware and
Operands respci ivei ~ are provided within the Microproc essor.

At U Ar i thm e t i c  1 ogic Unit  per iorms additi ons , subtractions , and
logical operations.

RAL I.’ Reg iste r Ar i thm e t ic  L ogic U n i t ,  ot ’te n called Central Proces-
sing Unit ((‘ PU). It contains Mu l t i  Port Registers (MPR )
Mul t ip le .xers  including shift er.  Ar i thmet ic  Logic , and Control
I)ecode.

CPU — (‘c’imtr al Processing Un it  same .is RAE U .

MPR M u l t i  Port Regist ers , Reg iste r stack wi th  mul t ip le  access ports
( .iLl lresScs ) and capable of mul t i p le  operations (read amid w r i t e l

Building Blocks Blocks used to construct  a Microprocessor or Microcomput er.

Control ler In t h is cont ext , the sequencing of Mic r oin structio im s .

Data Processor Processes operands.

Data Address ing Processes operand addresses.

As Large Scale Integr at ed ( 1St) circuits progress to accommodate more circuits , more am md
more tunct ions  are included in a single chi p. I ’hus. the dividing ot’ functions becomes more
and more d i f f icu l t .

Pipeline iwo meanings:

a. Arrang el mme n t ot mult i ple Ari thmet ic  Logic Units to pro-
~i~Ic execut ion of multiple Micro instru ctions concurrently.
Sinm ila r to a rray pro~’essiimg.
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b. Concurrent execution of Microi mmstru ction with fetcim ing
of’ Microinstruction. A better term would be “pre fetch. ”

Array Proccssoi’ Arrangement oh’ multiple RALUs or CPUs to provide coim-
current execution oh ’ several Microinstru ctions , or concurrent
execution ot several tunetions provided by a single
Microinstruction.

Conmpar ison of architectures are based upon the selection of ’ paratn eter s . Further , a h ierarchy
of time parameters aimd weighting ol’ tIme para meters is to be established. Qual i ta t ive  para m-
eters are to be assigned to each parameter. ‘i’o create such a framework is an ext remely (lit-
ticult task , especially when time ar c imitectures diffe r widely.

As an a l ternate  appro aclm , it is suggested to present tIm e s trong and weak l) Oint S b r  each
system. A final comparison is based upon l ime re sul t s from applying the benchmarks to each
Microprocessor. A tuture  comparison may inc it id e , but  is not l imited to s ic im l) ara lflele rs as
f lexib i l i ty ,  growth capabil i ty ,  numl ) cr  of cImip s , technology, clock speed , cost of hardware !
ti r immw are / so l twar c , p rogr ai mm support capabi l i ty ,  and life cycle cost .

6.2 MACRO COMPUT ER

A Macro (‘oinp u tcr  is capable ol’ ex c cut i img Macro and Micr oi mist ruct iOn s. A Microcomput er
executes Mi croiimstru cti on s . A subset oh ’ time Mi cr o c onmput er  is time Microprocessor.

Sigimal processing applications usc a Microprocessor as tIme nmai m m Imar dwar .’. l ’or completen ess
of this report , a briel ’ description ol ’ tIme Macro (‘onmpu t er  capabi l i t y  for  c ach m of tIme t h ree
manufacturers is presented below. All tl mree ve imd ors provid e such a capabi l i ty .  Interface to
time host computer is included in time des criptio im.

6 .2 . i rnicor/R( A Macro (~oni Pu Icr

‘rr~icor pr ovides a Gemme r al Process ing Uni t  (GPU ) chip whicl m is s imi l ar  to time A d v a n c e d
Micro Device AM 29() I or time Moto r ola MC 2901 clii i) . Since ‘Fra cor i)ro~’idc d on ly descrip~
ti o im of GPU w lmic h is simply a central  processing un i t  or RA 1.1 1 and n ot a Microproc essor
nor a Macro Computer architecture , we used the AMI ) and Motorola descriptions o~ si mple
Microcomputers to conjecture s im i i i i a r  s t ructur e s for  tIme ( PL J .

Figure 34 is t ’rom re fe rence ( ‘ : i t  (hoes not sh ow expl ic i t ly  the RAM whic h is cuimnt ’clt’d to
the control / address / data bus. The RAM contains tIme progr am mm and operands. M icro ln stru c ’
tions of ’ time progra in a m e loaded in to I lie Ins t ruc t  ion Rt’gi’i Icr which  are ma ppi’d in to th e
Micro Program Seque imc er. Micr o i ,m str u ct  ions arc r e tr i eved from the Microprogram Me m ory
The Pipeline Register provides for fetc h ing time n ex t  Microinstruct ion whi le  the ‘t irr i ’t mt
Micr o in stru ct~ .n is being executed.

6. 2.2 Raytheon Macro (‘omput er

Figure 35 is from rel ’ercimc e I ) . I ’Im c Sequencer (SE Q) coimt ains bol Ii Maci’o ( ‘om p u t . ’ i and
Microprocessor control. ‘[‘he Host (‘ompu t ~’r provides for Macro In s t ruc t i on  control .
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6. 2.3 Litton Macro Computer

Figure 36 shows a typ ical exanmp le of tIme Litton Macro (‘omnpu te r .  A (‘PU cimip is used to
provide t’or t Ime controller fun ctiotm aimd for Data Addr t ’ssim mg as well as Data Pro ccssimmg t’unc -
lion. The Emulatio n part in Figure 36 pr ovides t ’or em ulah io im of Macro Instruct ions.  Macro
Instructions are imeld i im time lnstruct i o ,m Register (I R ’t . The (‘oimtro ll er executes th e
Microi n struc tions ,

6.3 BUILDING BLOCKS

As showim j i m the previous section , a typical  Micr o co immp u t er consists oh ’ tIm e hol lowing bui ld ing
blocks.

RAM R a imdo in Access M cmmmo r v
ROM Read Only Mt ’niorv . or
PROM P ro g ra m mm imma b l e ROM
MP Y Mul t ip l y  (‘hip
I / O l i m pu t O u t p u t
(‘l’ tJ (‘emi t r id Processi iig I 1 m mi t . i nd udi ng
A l t ’  A i - i t hm nm eti c  I ogie E J i m i t
(‘ON I’ Controll er

Eu rt imer,  time operatio n of the ii m tem ~’onnec t ed bui ld i ng  bloc ks is a l i i nc t io t m oh the program ot
t ir nmw ar e. Program and t i r imm w. i r c  arc produc ed u sing a progra immimm in g  Iai m gtiag c wh ich is not
subject to this repor t.

EM U~~~~~ON

~~~~~~~~~~~~~~~~~~~ M~~~~~~~~~~~~~~~~~~~~~~~~~ p1J .:~~~~~~~~~~~~~~~~~~~~
O

,

CONTROLLER 
________  ________  ________L ,1.’ Bi L) IIfl (‘1 iONA L

CPU ROM (‘F’(J 
(PROGH A MMA UL L AS
INPUT S Oi~ O t I T I ’ t I l S i

INI

18463 39A

l’u g tmr’ ~’ .~u I i t t o i m  M, i( ’to ( ‘o im mpm i te i
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It is assunmed the reader is familiar with most of ’ the building blocks ; therefore , a description
can be onmitted. However , the important blocks of a microprocessor — CPU and Controller —

will be analy zed in further detail. Differences in the arm. .hitectur e of these blocks will show
an effect on the benchmark problems.

6.4 CENTRAL PROCESSING UNIT (CP U)

The nanme CPU is misleadin g, but  it is used in this report because the semiconductor manu-
facturers have adopted it. In this report , the CPU is a chip. The architecture of the CPU
varies tro m manufacturer  to manufact urer .  It depends upon the clmip size, number ot’ gates ,
technology, and number oh ’ pins. The CPU under consideration may be classified bit slices.
The slices are typical 4-bit and 8-bit wide and can he cascaded to provide 16 hit
Microprocessors.

The re fe retmces provid e t’or detail ed descr ip t io im . Only hi gimh ights are given in t imis report.

6.4. 1 Tracor GPIJ

‘I’his c imip is called General l’roeessing Unit (GI’U) and is simown in Figure 37 . it has the
following clm ar a cterist  ics :

8 bit slice
16 registers , 3 ports /2 operat ions
ALC (Ari th n met ic  Logic Circuit , l imited ALU )
Input  and O u t p u t
Commcate na t i on logic fo r  ar m y word length

This chip is simil ar to time Advanced Micro Device AM 290 1 or Motorola MC 2901
(Figure 38) chips. The 2’)0 1 is a 4 bit slice chip wh ic lm contains an additio n al Q register.

6.4.2 Ray t lmeon An th i mme t ic

Figure 39 shows a block d i ag r a nm.  The a r i thmet ic  is performed in three stages , a so-called
pip e line a rc imit ~’ctur e . For certain app l ica t ioims , this ar ram m g emem mt has certain advantages. h ow-
ever , time data passes t lmroug im tIme pipe in sequence. A time pem malty is paid someti m es for
til l ing time pipe and t’or exe cut to im oh single func t ions .  ‘lime ari thmetic includes a mul t i p ly
tunetio im f’or last  mult ipl ications.  The A LU is a double ALU each 12 bits wide , which caim
p er to rtmm concurrently two op er at i o ims including operations 0U double length or coimiplex oper-
anm ds in one ti ni irm g un i t .

6.4.3 Lit to im Mul t inmode (‘entral  Processing Uni t  (M MC P U )

Figure 40 slmows time block diagra m which Ima s the f ’ollowing features:

8 hi t  slice
16 hit  register . 4 ports . 3 operat ioims
A LU
3 Bidirect ional  I () Ports

This chip can he used toi’ tw o l u n m u t i o r m s  l) at a Processing ( DP), and Data Addr essing l)A I.

I t
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‘A ADDRE SS 

RAM 
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~
[L
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_____ 0 REGI STER

‘B’ ADDRESS
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DATA DAT A __________________
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6.5 CONTROL LER OR SEQUENCER

To build a Microcomputer , one needs time t’oil owi img bui ldi m m g blocks:

,~~CPU or RALU
Controller
ROM
RAM

The eoimtr olle r accesses ROM to fetch ~i Micro ins t ru ct ion .  It decodes time Microins iruc ij o im to
st&’r time CPU / RALU and other tu n c t in i ms  Ui t I me same t ime interval  it updates the ROM
address t’or accessing time im e xt Microinstruct i on.

Advanced archite ctures use a register to h old tIme Nl i cr oi i m str u ct ion wIm i l e the next  Microinstruc-
tion is heit mg assessed. Ttmu s , instruction ex e cut ion am m d next  im m s tru c t i on  access occurs at time
same t ime. This is often called “pip eline op erati o n. ” A more appropriat e im mmme would be
“i nstruction prefetch , ” Thus avoiding confusi otm wit h “pipelin e operation ” re fer rit mg to
sequent ial operation t imr ough serially connected RA LU s or RALUs in an array.

6.5 . 1 l racor/MC2909 Controller

1mm absence of a l’racor Controll er , the MC 2909 h a s  been subs t i tu ted .  Figure 4 1 shows t I me
MC 2909 Microprogram Sequence block diagram , I t is a 4 bit slice and is cascadable, A
4 x 4 tile with stack pointer and push/pop control provides for nesting subroutines. Dir ect
inputs provide for N-way hra nc hm es.

6,5.2 Raytheon Controller -

The control function in the Raytheon Microcomp uter/Microprocessor are distributed.
Figure 42 shows a block diagram. The dotted line encloses the controller function wit im the
following blocks SEQ. PIPE A, PIPE B. A FIFO (first in firs t out)  is used to shift con-
trol from block to block in this pipeline architecture . Details ot’ the shift logic is shown in
Figure 43. The PROM is used to decode the control code obtaine d from the shift  registers .

Note: For coimsis tency with our det in itions . time Raytheon MACRO (see
Reference I)) is functionally equiv alent to a Microinstruct ion.

b.5.3 Litton Controll er

Figure 44 shows the Controller biock diagratn . It is a 1 2 hit slice. A LIFO stack . 8 deep
provides for subroutine nesting. Interrupt and branch logic is included.

6.o MICROCOMPUTER

A typical basic Microcomputer consists of a Microprocessor and storage. i.e.. a Control ler , a
ROM , a CPU, and a RAM. Microprocessors for signal processing applications nmu st provide
for high throughput. This is accomplished in severa l ways:

— technology
— architect ure
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Fi~~t i re 43, Ra~ theon ( ‘on t r oh lc i l ) et a i l

The speed of ’ a processor depend s upon the ‘cIc~ t ed emu. . Li l t  technology . For compariso im
purposes . it is ,tss u tm me d au pr ce~~or~ wou ld  L l s ~’ equi~ al ermt  c ircuit  speed. Therefo re , the
archi tecture will provid e for speed ad v antag e

First , it is assumed th a t  al l  p ioi -e ’~sors pros ide for  c on curr ei mt operation of con t rol ler and
CPU . I his m eans tha t  t lme c\ee t it ion of a Micro ins t ruc t ion  occurs in time same time interval
as the fetching ot ’ the next mi c ro immst r mmc t t om m j im the sequence.

Second , it is assumed that  two CPU t y p e  chips will provide for Data Processing (DP ) a~ ~~cI~
as Data Addressing ( 1)A) fun ~t ion , i his architecture j : o v  ides for concurrent data address
updating as well .m s data processing. N o t e ,  in each time int erv al . 3 functions are per f ’or m m m cd
DA. 1W. Control.

Third , it is assumed a special f ’u i mct i o i m chip provides t~ r t~m st mul t ip ly .

Typk’ahl }- . al l Microcomputers and Microproc essors h av e a very wide Micro imm st rt ic t on format
which reduces the decoding logic and ther et ’ore g~ ~‘s a speed adv ant age . Time number of ’
functions periornmed b~- a CPU dictates  the numbe r  of ’ bits to be accomnnm odated i mm time t ’or m nal

I I rac or M( ’ 290 1 NI i e r o e o mnp ut e r

A sing le Micr ocomputer  .mre imi t e ~ ‘ ure around t I me \ t ( ’ 2901 and M( - 290t) is shown in
Figure 4~ t h i s  typ e of j r ch iL ’ctur e is applica bl e to t i m e l racor UPU.
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Figure 45. Microprogrammed Architecture Around MC2901’s

An advanced Microcomputer architecture is shown in Figure 46. The GPU chip is applied
to two functions , DP/DA to obtain further concurrent operation.

The Data Addressing (DA ) and Data Processing (DP) functions operate concurrently ,  l’he DA
provides for address and index computat ion while the DP performs the operation on the
operands. A mult iply chip is a special function chip. Appropriate multiplexers (MUX) route
the data according to the control obtained from the Microinstruction. This archit ecture will
be applied to the benchmark problems for comparison purposes.

6.6.2 Raytheon Microcon mp ’.mter

Figure 47 shows the block diagram of time Raytheon Macro Computer /Microcomputer.  Only
the Microcomputer fuimction will be used in comparing the benchmarks.

The architecture shows an Address generation (ADGN) which operates concurrently w it im the - -

arithmetic. Operand preparation is performed in Pipe A. The ar it immetic function is per-
formed in Pipe B. Pipe A and Pipe B are in series. Advantages and disadvantages of sucl m an
arc imitecture will be reflected in the evaluation of time ben clmmarks.

6.6.3 Litton Microcomputer

Figure 48 shows the Litton simplified Microcomputer using time MMCPU. The controller :mnd
firmware memory provide for Microinstruction sequencing. Time Data Address (DA) calculates

p
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Figure 48. Litton Microcomputer
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time operam m d addresses Time t ) at a Processing (DP) fum mction provides for operation o m m operands.
Controller . l)A. a m md LW operate concurrent ly .  l’his architecture is compatib le wi l fm time ‘t’racor
and R ayth e om m arcimit ee ture s, A more adv ammce d Lit ton Microcomputer architecture , provides
for additional concurrent operation aim d is excluded t’rom tim e curr em mt comparison (see
Sectioim I LL ) .

Note: The multipl exer s ( M L I X 5 )  j i m Figure 48 do not actually exist. They
have been i im clude d in ti m e di ag ra i mm for ease of’ understanding: however ,
the (r i -s ta te  ou tpu ts  of the MMCPU do not re quire additional MIJXs.

BF N ( ’i I M A RK ( ‘OMl’ARISON

lime three Mmci’oprot ’esst ir ar ch it ectures

i raco, ( 1’igi , ic 4~ )
Ra~ t heomi ( F i gmim e 4 ’ )
Li t t on ( F igure 48)

wh i c lm have been ~lescm’ib cd in se ct i omm (s .(s wil l  be com pared based upon selected b e m m L ’im mna rk s
‘t ’l me t’olto wi i mg b emmc l mmmm ark s  have been described it m Section Il .

Fast Fourier F r ai m sfo r i im ( I FT)
Vt ei gl mted i - F l
( ‘t ) ,Si f lt’ I J . I J I s f  I 51 111 . 1 t I l S I )
( ‘oorj iiut e (‘on vemsmoi m
(‘o m mst a n t  False Alarm Rat e  (( ‘FAR)
So r ti m m g of Pulse Repet i t ion Fre que mmcie s (PRF )

th e  first t hi ee b em mch mm ai’ ks are related to ea c lm ot lmer and are subsets , Them’efore , onl ~ t ime
Fl-  1’ will be co hed. t ime Wei glmted I - I - ’ 1’ and ( ‘ositle t’r am mst ’or m mmation b em mc lmn ma rks would gI S  ¼ ’

resu lts which are s i i m m i l a r  to tl me i l - ’ I .

The P RI -  h ent ’himar k includes th e  following t w o  prob lems

Pulse ( ‘la ssi ti cati omt , ai mt h
PRF Sort ing

t’his coding ai md comri pa n soiS of timis b emmch m m ma rk Imav e m m o t been immc ludt ’d irm this cot mmp aris ot m
because tim e Raytheon Micro Si em ma l I’ m ~~~~~~~~~ would he unfa i r l y  viewed.

I)etaikd cod iimg sl m e¼ ’ t s  for the beu mc hm n mat  k pi ot ~lems are li sted in App endix B. lime t i n i m n ~
ca k ’ub iioims are g ivem m j i m App em mdi x ( - A co immp ar iso n of the results will he given j i m tI me m m t ’\ t
sectio n t~ S

‘ 1  A i gor i th mn ms

l’he bem m ch na rk s are des¼ -r ibed I I I  Se ctio mm II.  Also , deri vations of t’onniiias (‘or appi ’t }\ ,g I m at t t ’u ~

t
ot tng onui m me tn e t’un ctio im s can be found  m~m time same section. This s e c t iom m will oni~ list  t i m t ’
equ at ion s t~ ii i t i ~ lmavt ’ been s l i t  ¼ ’ ¼ t  h coded

l i b
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Coding of isolated benchmarks can be misleading. The designer should always keep the total
system in mind. Therefore , the benchmark may not give the total story . The programming
strategy and style greatly depends upon the application . For example , buffe r space may
depend upon the coding of a single data point or the repetition of data points. In other
words, a formula may be applied to one data poim mt followed by the next data point. Alter- ’
nativeiy , the firs t step of the formula may be appli ed to all data points followed by the next
step in the formula. This will effect the indexing through the data base and a ffect the
requirements for temporary storage as well as the throughput. Careful analysis influences the
selection of an approach.

Small systenms versus large systems can influence the coding. In small systems one can code
routines in-line , i.e., with a minimal number of subroutines , jumps , calls , etc. This coding
technique provides for high throughput at the expeims e of larger program (firmwar e ) storage .

In larger systenms . one would code routines as subr out immes or call routi t mes. i’his approach
provides for efficient initialization of routines at the price of an overhead in calling the sub-
routines. Further , the subroutines may use registers which have to be saved at the entrance
to the subroutine and must be restored before leaving time subroutine. The passing of para m-
eters to the subroutines is provided by preassigned registers.

In total system programming, the init i alizati on of subprograms , such as benchmarks , must he
considered. This overhead is normally not included in benchmark prob lem mms and depends
greatly upon the architecture.

6.7 .2 Instructions and ‘I ’ i i m m i i mg

Conventionally benchmarks are commm par e d upon time following parameters :

Number of i imstru c t ions - storage
Opera n d and temporary storage
Number of in struct ions executed through put
Time to execute benchmark

The Tracor and Litton Microprocessors arc imite cture are similar. Thereto ic , t he anal y sis  of ’
Microinstructio n s are grouped tog etimer. The Raythe o im is of ’ a diff e rent type ot architectur e.
‘There fore , the total number of “MACRO” instructions will imot be t abulated imor com pared ,
‘rhe operand storage can be excluded fro imm the conmparison wh emm assuming that  the data bases
for all Microprocessors are very similar. One should note that  the total storage capaci t~ in
bits for the Raytheon architecture is snm a ll er due to its I 2 bit word length as com pared wit im
the 16 bit word lengti m for tim e Tracor and Litton storage . Further , storage immef fi cie mm c i es in
the Raytheon architecture may occur due to its addressing structur e . Alw ay s  double words
-l 2 plus 1 2 hits are accessed by a single address.

— The number of Microinstructions executed is significantly d i f f e rent from th e M is -ro in struct i o ims
in the program. This effect is due to the execution of ’ loops in signal pros i’ssing applic atio ns ,
The number of Microinstr u ctions executed is proportional to the tot a l  throug hput  t in me. ‘l ’lmus ,
the time to exe cute a benchmark is a yardstic k t’or conmp ari son.

The Microinstruction execution time depends upo im several param eters such a~ the logic speed
which depends upon the selected technology . The speed of storag e (memory is re flected in
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the execution time. Concurrent operation of Data Add ressing and Data Processing functions
aliows a reduction in the total run time of certai n algorithms. In algorithms, where the
numbe r of operand memory access is high , the reduction may be a factor of 2 or more ,
Pipeline or array processing may give additional speed advantage at the cost of additional
hardware .

The clock speed in a Microprocessor depends upon the technology ,and the logic path through
the logic. All these parameters make a comparison extremely difflcult. There fore , this study
attempts to normalize time parameters for com parison purposes. This means that all archi-
tecture s assume the same technology wimich includes storage speed as well as logic speed. The
normalization factor is called “cycle. ” All comparisons are based upon the total number of
cycles. The calculations of cycles is given below.

6.7.3 Tracor and Litton Microins tructi ons

The Microinstructions for time Tracor aimd Litton Microprocessors are very similar. The Micro-
instructions have been symbolized for time purpose of comparison in this report. Figure 49
shows time Microinstruction types. The types used for time benchmarks are classified into the
following classes:

add , subtract , logic
multiply
square
slmit ’ts

Ii

M - MEMORY
M(x ) - MEMORY , ~ - ADDRESS
M(IN) - MEMORY , IN - INDEX N ADDRESS
M(RN) • MEMORY , RN - REGISTER N ADDRESS

RN - REGISTER N, N- O T O E
RM • MULTIPLIER OUTPUT

MPYA - MULTIPLIER INPUT A
MPYB - MULTIPLIER INPUT 8

78453-51

I ~ Figure 49 Micro inst ru c t io mm Symbols (Tracor /L itto im )

j~~
I
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Jun mp operations are assu immed to he an optio im of each Microins t ructi oi m at md operate in
parallel witim time above me n tio mmed classes.

The difference between the Tracor aimd Litton list in Figure 50 is due to the archi tectur e .
‘The Litton mu lt iport  register tile provides for 3 addresses as compared wit i m the 2 addresses
iim the Tracor Microprocessor. Therefore , several Micr oim mstruc t io u or dat .i tmia t m i pu ia t io rm
options are provided j im time Ll t to i m ar c imitectur c w l mic l m are not able to he duplicated by time -
Tracor architecture . -

Two of time n mu l t ip l v  operations have to he executed i t m two steps j i m the I’ racor Micioproces-
sor. This is due to time l imited port logic in ti m e G em m e i al Processor Uni t .

Figure 5 I slmows the Microinst ructio im ti i mmi m mg iim cycles I t is assumed th at  a Register to
Register ( R R )  operation is executed in oime cy cle which occurs co imcurrent ly wi th  tIme access
of time next Microi ns truct i o im. A l u m p instru cl io m m t akes an addi t ional  cycle onl y wime im time
jump Imas been executed. For example. tIme ju n mp i mm a y depend u p o m m the result of an opera-
t ion it ’ the condition is t’alse , then no jump takes place and no addi t ional  cycle is needed

Storage is imornma llv slower t iman time logic speed. For a simple approach, it is assumed timat
time speed factor is two. It is also assu immed timat  a special mult ipl ier  chip requires two cycles
to perform its operation.

Not e : Generally, time nm u l t ip l ier  speed is more t i maim a factor of two slowei
tima mi t ime (‘PU speed.

ft 7 4  Ray th eoim Timing

The available do cu imwnts show two versions of ’ time pipeline archi tecture ,  Omme shows a Pipe A
and .i Pipe H , the other simows three stages i i m t ime pipeli tm e. l’ime overall t i n ming  of the pip e-
l i ime is dependent upo im time oper aimd storage . For eacim clock period , omme data  word ente rs
the pipe and one data word leaves the pipe.

E)uri img four clock periods , the imme n morv reads from two addresses , a double word eac lm and
writes two double words into two addresses. L3ut’t’ers coordinate time data flow as follows ,
AM use most sig ,mif ’icant 12 data hits of address “A. ” Al are least signific ant 12 data h i t s
of address A.

Clock I — read AM , AL — AM to Pipe in A l  to buf fer
CM t’rot mm Pipe Out to bu t ’t’er

Clock 2 read HM . 81. BM to Pipc In “ BL to buf fe r
l)M from Pipe Out to hu t fe r

Cloc k 3 ‘- Al. to Pipe In
CL fr oi mm Pipe Out CM from butle r write CM . (‘I

Clock 4 HI to Pipe In
DL from Pipe Out DM from h i m 11cr write 1)M . 1)1 -

Note: Address C and D ar e s1ela~ ~‘d by time sequencer to coincid e wi tl m tIme
da t .m which has been dei a~ ed through the pipe
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AIR I CYCLE
A/R JUMP 2/I CYCLE (JUMP/NO JUMP)

2 CYCLE
M/R JUMP 3/2 CYCLE

MPY/R 2 CYCLE
MPY /R JUMP 3/2 CYCLE
MPYI’M 3 CYCLE
MPYIM JUMP 4/3 CYCLE

A • REGISTER
N • MEMORY
MPY MULTIPLY

78453-53

Figure 5 1 . Microinstruction l ’iming (l ’ racor Lit t oim )

Figure 52 shows a sinmpli fi ed block diagram. The routing provides the data ~operands I to
and from time p ipeline as described ahove, lime pipeline co imsists of t imre e stage s Scaling,
Mult ipl ~’ . aimd Accumulate. Eaclm stage operates on the operands during four clocks on t’our
operands or the comhi imat ion of the four oper aimds. The Mult iply cam m P erform four multi-
plies in four clock periods. ‘lime Accunmula t e contains a double adder wi th  feedback which
gmves 4 x 2 addit ioims doing each four clock periods.

It is assumed that  t im er e is no time delay in time data input  to time Scaling a im d that  the
operands are being programmed to arrive in the r iglmt sequence. Tim e intermediate results
within the pipe are buffered and forwarded appropriately. Time output  t’romn time Accu immulate
are buffe red to provide time right seque imcing t’or wri t i im g the data hack into  storage

The flow through the pipe l imme simow s four MACRO tinmes Each MACR o is simift e d t lmrou gi m
the pipe eve r ~ four clock tiim m e s . Since the clock is related to the dat a access , one assumes
for no rmm m ali ia tio n purpose that one clock equals tw o ~~~ ck’s. Fmi r l im ern mor e . timis nornm al iz at ion
is consistent with the nmu ltip l ie r  t ime assumed for time l i a co r  L i t ton archite ctures , i.e., tw o
cycles per mult iply.

A MACR o can be repeated for several opera mmd s whi cim prO%i dt ’s a continuous data flow l ime
next MACRO in sequence ma~ st a r t  inmm e diat dy after time curr ent  \1 \ ( ‘Rt ) has obtained time
data. However , the data for time second M ACR() (F F j i m Figure 52 must he indep endent
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Figure 52 Ray I Ime on l imi img
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o~ time data of t ime previous data ou tpu t .  Figure 52 shows a tour MA(’RO delay ( tius im of
pipe l when time data output  t(’ () in Figure 52 1 is to be used as a n ext  data input

Data set-up am md address gene r: i tio im are assumed to operate : ippropr ia te lv .

ti . 7 , 5 Fast Fourier Tra mi sfornmation (FF1’)

(‘odi,,g of one butterf l y t’or the FF1 will be shown. The a(gori thms ’are shown on the coding
sheets

Append ix B I shows tIm e Codi~zg for the Tracor archit ectur e . The Litton arc lm it ec t tmre uses th e
same coding.

Appendix 82 shows time Raytheon ( oduig

Timing calculations are shown in Appe mmdi x Ci l’or time Tracor ’t i t t o n  arc lmitecture and ii m C2
for Raytheon. A 1024 point FF F was asst imned which require s ten passes The Tracor -

~ Li t t on
arc lmit ect ti re uses a single accumulator and a single mult ipl ier  whi ch is equiv al eimt to a ‘‘real
in’p lace Fl-i’.’’ The Raytheon architecture pe r t or imms a complex n m-place FF1’. Adding imard—
ware to the I racor L i t t o n  arc imitecture to provide “com plex ’’ calculation will reduce time t ime

- -. .- by a factor of 2 to 4. (See Section Iii . )

Not e , time results are t abluated iim Figure 53.

PROCESSOR
TRACOR RAYTHEON LITTON

BENCH MARK 
—_______________

F FT 153,600 40,948 153 ,600

COORDINATE 68 16 65
CONVERSION

POLAR TO RECT

RE~, T T O POLAR 222 16 212

CFAR 63 499 - 63 ,499
BIT PACKED

NOT BIT PACKED 31.897 33.328 37 ,891

78453 -55

Figure 53. Microprocessor Cy cles for H encl mim ma r ks
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. t~ (‘oordimmate Coim~ ers m o m m

l’here are two parts to  the co ordi ima tc cons em ’io n -

.i. Polar to R ect ani ~uIa r
h . Re etam mg ul a r  t o  Polam-

Ap p e m md ix  83 shows the  Polar to Rectangular  ( ~ding for  th e I r .icor architecture.  Time coding
t.ikes in .ie~’o u m mt imm w l mi c im quadran t  tim e .iii g le i~ lo cated l im e t r igommo m et ri~’ t ’u im cl  j oims . s l i me
and co~ I I l L ’ . tn ~’ . i t m . ipp io x i i m m , m t i o m m  t om an a imgk of less t l m .i im it 4 . I he si gn of ’ ‘ m i m e  . i im d cos m i mc
arc ~ei~’cied accord imm g to t im e qu .idi -ant - lim e Lit  ton coding di l t e r c tm ce s  . mie i mm dic . i t ed  a mmd sl m o~
.i red uct ion of ’ codm nmz due to tIm e i m mu l t i p l ~ t ’m im mc t io n

Appcimdi x 84 slmo ~ s lie Pol .im to Re c ta n gu l a r  ( ‘oding (o the Ra~ t l m eom m ar ci i itecl t i re  i t m e
smmmip li~’i t ~ ot ti me c odi m m g is ~luc to the b u i l t — m u  )m am ’d wa m’c func t ion  whicim dimec t lv pto~ id , ’s iim ~’
t r mgo n oi mi e t r - me t’t m m m c t m o i m  Due to l ime lm ai’d ~m .m rc & i t m a i i m ~ i i i  the  pipeline. m~m o dat.i p o int s  ~.ii m be
cons erted at t I m e saimm e tmmm me ti m a si im gk ’ n ia cro It slmould be imoted tha t  ti me eo di img , iss unm cs
that  time pipelin e r ecem ’, e~ first quadrant  da ta .  If t ime .ii m gi e must be tested , .i se’ crc p~’n all ~tm m u st be paid to pert om ’m n omme or imiore data— depemm d e n t bm’ a m mc i m e s ,

Appendix ( ‘3 shows t he Polar to Rectan gular  I ’ii ’nng tot t i m e i’i aL - or .mnd Lit t o mm a rc imi t ce ture .
l’tie t im mm mmm g is  t’or sim mg lc poi nt .  The am i g le is ass u m imed to be i m m the  secotmd quadra nt  - l ime
pat h t l miou g i m th e c o d i m m g is  s i mow i m I he I m t t o n  . i r ch i t e c t m m m - c  uses t e w er  i m s t r u c t i o i m s  as ii mdi —

by time # s~ m m mboi.

App~’mm d i s ( 4  sImo ~ t ime Polar to R ect . in g t i la m I’irnin g t ’or t i me Ra~ t ime on ~i i - c i m i t ee tum ’e  - -\g .i 1
s i n g le p o Int  com m v e . ~ioi m is  a ss tmu m cd Since 2 ~-onu ~‘rsionm pe r n m aL ’uos are pert o m ’z m m ed. i i  is

iv Ilect~’d j i m ti me t m i n i n g  cal c m m iat  ioim -

.‘\pp end i x 85 stmo ~~s t Ime ( Jiiig t o m Rcct a n g m i i a i -  t o Polar .onm ~ ersion for t I m e ( m a c o r  and t i t o

. i i e l m i t e c t u r c  lim e square mo ot  Sçm t ¼’oi m m p u t a t i o n  uses a i m c s t i m m m a l i o i m  .ii gor m t l m i m m \ oL  t1 m ~coLll im g me sh  lo t nc g zl t m\  e m imim m m be i s  which i lm ,I Le the co di mnz .ipp licab L’ .IS .1 ge ner .ii n o t i n m i m e
Ne~’.it i~c t m u n m b e m s  .ire con v er ted to r o s I t m ~ c i m u m m i b e m s .

th e e . i L i i i , i t i o m m of ’ t ime a n~ l~’ u ses ,in .u~’pro \ imm m a t io im of ’ t i me .ir c sin e t s m n i ’ I I u i m c t i ~’n 1 1 m m ’
f unc t ion  is similar to tlm ~’ si nme f u n c t i o n  and di t t e n s  o mml ~ j i m th e co m mst a n t s  ~s~’e 831 -‘ t . ,’ s~
om the coord ii ma t ~’s is l~crt ormue d to detcrnmi nc w im~’t! m er t i m . ’ . i l lL ~k’ will be simmaller or larg er h i i i

it 4 m i m .1 ( luadm ’ , I i m t  . -~ t ’tt ’r ~- .i t , .- u m l a I m o n  ol ’ t h e .imigle , the appro p riat e  quad ran t  is  bei ng
d et er ml m mned -

t ’Ime , i f g ormt l m mu ucq i m i re s  ~li~ I s i o n n s  ~s i m m c e  t im~’ i m m t m i t j p i ~ chip does not coi mt . i imm th e dm~ ide I 1 i I 1 ¼
tion , a scpam .itc .m p p n o s m i m m a t m o i m  is bei n g Imse t )  ~ ii i c l m com putes more than Iwo bits  ot t i me
quot mem i t  per item . i t  ion - Sn nec m l m~’ d i~ ide Is .1 ~‘eim et . it  suib rout mim e . se\ cr,ii t e s t s  .iie bei ng mu . I t l l ’
to d et e rn i t im e wl met imer  tim e t l ivnlc im d is 1cm o or th e  di~ ison is ;ero Dm~ ide m m d, l) i~ is om
Quoti en t arc p.is sed h~ Re~’iste  is I . . ~ .ii m d t )  rt ’spe~ t iv ~’l~ Oti m er tc~’ms t~’ns b e ing m i set i  .ir
app ropr i ,it el s s.I ~ cii t e s tom ci i

Ap r e i md x l3~ sImo ~~s the R~’ c m.mnmi ni l . i r  t o  Pt Lu ( ‘oding. t o i  t I m e R,i~ t imeomm .im ~‘I i i t c ~ iu re  I li e
ai mg le is tk’teri,imn ietl ~t i i ~’~ nk  h~ t he b t i i l t  in  t m n g o i m o m n m e t r i e  t i i m m ¼ t i o n n  . i s s i I1 i i I i i ~ i t  ~m i l l  :‘‘‘ c m ime
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appropriate quadrant. The R is determim m ed by a m ultiplication and addition rather than by
a square root. It takes advantage of the built-in hardware which provides trigonometri c
functions. Unlike the polar-to-rectangular conversion , the angle estimation hardware does
not need quadrant information for this conversion. This function provides a real and
significant performance improven ment.

Appendix C5 shows the Rectangular to Polar Timing for the Tracor and Litton architecture.

Appendix C6 shows the Rectangular to Polar Timing for the Rayth eon architecture .

6.7.7 Constant False Alarm Rate (CFAR)

The Constant False Alarn m Rate (CFAR) is a s l idimmg window CFAR ben clmmark. It assumes
a 256 call window. Time range contains 4096 cells. Each cell assumes a six bit positive
value f’rom the A-to-D conversion stage .

App emm dix B7 shows the CFAR coding for the Tracor/Litton architecture. The sliding ‘~‘~n dow
is defined by the Indices I I  a mm d t2 .  Time m idpoi mm t is 14. The threshold decision is one bit .
Each 16 consecutive decisions are packed into  one word (Index IS) . The resulting word is
stored by Index 13. Operation is in real time. The coding takes full advantage of the
indexing capabilities of ’ the Data Addressing function.

Appendix B8 shows the CFAR coding l’or the Raytheon ar chi tecture .  The firs t macro accun m u-
lates the window , four bits at a time. The second MACRO updates the wim m d ow t’or t h e m m ext
two ceils~ this is a pass over the whole ram m ge. After flushing the pipe, the next macro per-
forms two decisions. Note , the decisions are not packed. The sig im of each word represents
the deLision.

The operation is not in real time since the range has to be processed twice requiri ng large
in t ern mediate operand storage. II ’ there would be a feedback from the accu m ulator  in to  the
multipl ier , then the accumulator  would be available i t itern ali y to the pipe. In other words .
the storing of the accumulat ion “S” would he eliminated. Each decisiomm would he made f’rom n
the internal  accumulat ion with an accessed m idpoim i t .  The accumulator  would he updated t’ro nm
2 range cells. This scheme requires ciever arrangement of t h e  range cells. Program ex ecut ion
would alter between a pair of macros after 1 28 decisions each.

Appendix C7 simows the CFAR Timing t’or the Tracor /Lit ton aicl mit ecture.  Note , the
processing is j i m real t ime amid each 16 decisions arc packed in to  a word .

Appendi x  C8 shows the CI AR Timing for  the Ra~ theon architecture . Processing is not  j i m
real time and decision3 arc eacim in a separate word.

App cmm dix C9 shows the (‘FAR i iiniimg t’or time rr acor / Litt oim architecture.  Tlmis coding and
timing assumes that  each decision is stored in a separate word . Note , operation is st i l l
in real t ime , but  coding is shorter ari d ther efore time t i nn ing  has be emm reduced signi f~c amm t lv
as commmpar e d with Appendix (‘7 .

6.7 .8 Microprocessor Cycles for Benc lmnmarks

Figure 5— 3 tabulated the microprocessor cycles for  each bem mc tm mn ark and for each mmmicroproeessor
architecture ,  -

~~ di sc i is siom m of time resu l ts  follows in time ne ’~t sect io n
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6.8 COMPAR iSON OF RESULTS

The comparisons of microprocessor architectures in this section are based upon the results
presented in the section 5.8. The results are based upon the evaluation of three micro-
processor architectures and its application on signal processing benchmarks. The evaluations
are based upon available documentation s. Some of the documentation may be voluminous
but lacking of necessary details to allow sufficient analysis. Therefore , in many instances ,
assumptions have been made assuyning the good guesses are right. The lack of details and
consistency j r the available documents may be due to the state in which the presented archi-
tectures were at the time of their publishin g. This reflects in the appearance of the architec-
tures to be conceptual rather than designed or being implemented.

An effort has been made to evaluate the architectures in the best light and to be ra ther
optimistic than pessimistic. Parameters have been normalized to provide a fair comparison.
Despite adverse circumstances , significant discoveries have been umade. Further studies and
subsequent comparisons may make use of these facts and a refinement of the analysis . evalu-
ation and comparison of results may be achievable.

6.8. 1 Architecture Comparison

The comparison of the Tracor , Raytheon and Litton microprocessor architectures showed
the following:

a. The Tracor and Litton architectures are very similar ; the Raytheon
architecture is different.  Tracor and Litton architectures are readil y enhanc ed
to reflect an arra y processor architecture , similar to Raytheon ’s architecture

b. All three architecture s have a control ler/ sequencer which fetches mi c r o imms t m t ie ’
tions and operates concurrent with microinstruction ex ecut ion .

c. All three architectures have data addressing/address generat or hardware .~ l imc l i
operates concurrent with the data processing /pipeline.

d. All three architectures have a mult iply hardware as a special function The
Rayt imeon arm) ’uitecture me flcct s the State-of-the-Art “opt imum ” in this
respect, i.e a multiplier followed b,m an accumulator . That t’um ncti on reduces
the data traffic on the data bus which is extremely important in signal
processing. (See mul t ip l ier  discussion in chapter 3)

e. The l racor/I_itton architecture have a single Data Processor and oper ate oni a
sim i gh e operam id (data point) at a time. Raytheon has a parallel Pipeline wb m ch
can operate on two operands (data points ) at a ti m e d u e  to its dual data
path and dual ari thmetic.  Therefore , more hardware provides for  apparent
higher throughput as compared with the Tracor/L itt on architecture .

I’. ii is anticipat ed that  a Tracor/Litt on arra y processor ar chit ec tu m’ e i~ro~’~ l s
a speed a d v a im t age of 2 to 4 over a sim m gl L ’ Data Proce ssim mg , r .  Ii i te t u i r e
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g. ‘rime Litton CPU chip as compared wit l m the ‘I racor UPU cimip imas more ports omm time
cimip ; and t lmese ports are bidirectional. Titus , fewer microi imstructiomms are required to
route data . amm d immor e powerfu l mi croi n mstructiomm s are provided in time repertoire . T lmis
is reflected in the b enchmnark coding. Furt lmermor e , operation as a data addressing
chip is em m lmammc e d because additiommal proce ssimmg of literais is obtained.

lm. Time Littom m CPU has Multi  Port Registers (MPR )  wi th  three addresses amm d perfor m s
three operations on all three addresses. Li t t o mm cam m read from two addresses and
write into  a third address. Tracor has a two address , three operation MP R . Tracor
can read t’rom two addresses; one of ’ those addresses camm he used to write data back
into time MPR. The three address featur e iii t ime Li t toim (‘l’LJ did :mot provide an
adv amm ta ge imm t ime given ben c immark codi mmg ; lmow cver , time advantage is most s igim ii ic au mt
imm Data Addressing.

i. Special divide al gorit lmi mm simows imot a si g i mif i c a mmt i l mm l m r o v emm memm t over commv ei mt io mm al
algori t immm ms due to a large overh ead in d eterm m mi m ma ( io mm of special  cases of’ divide mm d amid
divisor.

6.8.2 Timing Comparison

Figure 54 is a sLmm n nl ary of ’ the b cmm c lmnmark comparison expressed i i i  cycles (normal ized ) . Tlm is
figure also shows estimates for array architectures. Time speed i m p r ov e mmme m mt of ’ aim arr ay arc lm m-
tecture over a single Data Processing architecture is assum ed to he a t ’actor 2 to 4 .

~~~~~~~~~~~~~~~~~~~~~~~~ SSOR 
TRACOR RAYTHEON LI~~~0N ARRAY ARRAY

BENCH MARK 1/2 1/4

FFT 153,600 40,948 153,600 76 ,800 38,400

COORDINATE 68 16 66 32 18
CONVERSION
POLAR TO RECT

RECT TO POLAR 222 18 212 108 53

CFA R 63 .499 — 63.499 31 ,749 15 ,876
BIT PACKED

NOT BIT PACKED 37,897 33 ,328 37 ,997 18,948 9,474

78453-56

Figure 54. Microprocess or Cycles for He ncl mmm ma rk s
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hgure 54 sh ows the following:

a. Li t ton as compared wit h Tracor timing shows a su mmu il advantage due to the mmmu cro-
ins t ruc l io i m repertoire wh ich requires fewer executions.

b . R aytheo u m as comup areth wi th  t i me Tracor /Lit ton Timing shows to be superior oi m t ime
sur fiice . Tlmere h ’ore , a detailed comparison follow s .

~
.

. FF1 R~tyt hm eo im is s i gm mit i c ai mt ( y better t l m a mm Tra cot/Lit (oh t iming.  Wh en c& )nm p am ’e d
wi th  aim array archite cture , i.e., equival ent  or less lm ardw are ,  time- t i i m mi mm g is about
equivalent.

d. (‘ou rdim m ate Conversion /Polar to Reetaimguhar Time array ar cli i le cture t inm i mmg is c o imm -
lm eti t i v e w i t i t  R ayt he on.

c. (‘oordim ma t e (‘onv er s iomm/ Rec t ami gul ar to Polar t ime arr ay arc im itectum ’e is s igm i i f i c , i i i t i y
shower t imai m R ayfheo i m.  R a y thme o i m ’s speed advantage is l tme to tim e h ardware i m u i l t — m i m
c l i g o mi tu m ic t r i c  spec i a l l’um mct i om ms to avoid d a t a—de pe mmd en t  ope ra ti oims.

1. Ch AR ‘Flue Tr acor /Lit ton bit pack ed a lgori t im n m is a f~ictor of two slower ,i~ ct l i i i  -

pared wi th  time imo n— bit  packed al g o r i th m i mm. T h e  trad e—o i l ’ is speed vs storage require-
m mmci i i .  C o n mp a r mi m g time m u on—hit  packed R a yt hme o mm t in mu mm g w i th  ti me Tracor /Lit tom m
t iming sh ows about t Im e satm ue l’igut ’es. I lowever . ai m ar t ay archi tecture is mm m u ei m t as te m
tima n time Rayth eon t imin g.  A bit packed R ayt f m eo mm a l g o n t h i mu  would be ev emi shower
hecause time al gori t i m n m mmcce ssi fa tes  da ta—depe mm dem m t bra mmc hm es.  Th is slmows time Ray t hmeo m i
archite cture is not geared t’om’ this  ty l)e of app l t c a t u omm .

g. Special functions such as tri go m mon m etric im ardw ar e provides a speed advantage .

ii . l) iv ide l’u mmmct ion , ii ’ required , in th e  Ray I heom m ar ch mi fe et  tire wouid he slow .

I . Divide t’uimctio i m should be incorp orated into  time i m m u m i t i p l y  c im ip .

j. h mm m po rt ance of t I me Data Addressing f’um i ctio n has been s imow im in time (‘1 AR bei mc t mi mm a r k
and can be sh own in time total FF1’. Several index op er atio m ms are p erforn m cd co i i cumm
r ei mt wit l m I) ata Processing.

6.8.3 (‘oim clusi omms

a - Special Imum-pose processor is f~ister t hai m genera l purpose imroct ssor . i . ” , a pm~ ‘¼~ ’5~~¼ I i

w i i i ch m h a s  bu i l t—in  t r ig ono mn et r ic func t io n s .

b. Special purpose processor is in t lexibie as commmp are d w i t h  gemm er al purpose proc~’s.~ u
i .e - ( ‘i”A R , divide , no i m— f i is t  quad r ant  aimgle s .

c Rayth eon coin put er is a f YPC oh a rr a ~ prOc ’sSOi i.e.. 2 d at a p ath i im 2 pipe si .I ~’es

4 processor equivalent.

d. Arra y processols arc fas ter  t i m aim single processors bcc.uu i s~’ of paral lel t~roe~’s~~ t’
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e. Divide in the Raytheon comp uter is extremely slow. Square root , if necessary, in
the Raytheon computer has an unk nown implementation.

f. Raytheon should have feedback from the adder to time multiplier to improve its
ability to process the CFAR.

g. Multiply chip should include divide to significantly speed-Lip proccssimmg. How often
the divide is needed is unknown?
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to Unit States Air Force , Air Force Systemns Comm and . Aerom maut ica l Systems
Division /PP MEA , Wrig ht-Patterson AFB , Ohio 45433. 1m m respo nse to sohci tatiom m
No. F336 15-77-R-l224. Prepared by Data Systems Division , Litton System s, lime. ,
8000 Woodley Avenue , Van Nuys , California 91409. 21 July 1977 . MS 7735 7 -I .

g. Current Study Contract
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SECTION VII

CONCLUSIONS AND RECOM MENDATIONS

7.0 LNTROI)UCTION

The attempt to design a single large scale integrated circuit , time Muitimode CPU has revealed
some interesting insights into digital signal processor design , LSI tec lmmmo logy and tIme signal
processing problem set. Analysis lmas shown that time Data Processing, Data Add ressing and
instruction Address functions are all within the reach of LSI.

In this chapter , conclusions will be drawn and r ecoinmcndatio mms will he made in the area of ’
t I m e Ben clmmarks , tIme Arc lmitecture , the Technology , and time Com parison. The comiclusion s ,
presented herein , are supported in time preceding chapters.

7.1 CONCLUSIONS

7. 1 . I Bench marks

Time problem set in Section II was included to he representative of ’ time signal processing tasks
required presently and through approxinmte ly 1990. The problem had to be bounded so
that time MMCPU could he designed to span a wide range of applications and still be “sp e-
ciaii,ed” enough to h andle the unique requirements of time problem set. The tasks can - be
separated into high speed and low speed requirem iments. The FFT along wit im the weig imted
FFT and cosine trammsforn m are extre m ely imi gl m speed computation problems. The pulse clas-
sification algorit lmm requires a imig im speed conmputation but more import ant ly ,  a hig im speed
data depe imden t testing capability. The other problems are lower speed and will imot be dis-
cussed here .

Time i”F’I ’ and tIme classis Cooley-Tukey bu tter t ly lmave a very orderly and repetitive ari t lmmmm e tic
flow and a simple addressing scheme . From time analysis of mnu l tip iier structures in Section I I I
it is concluded t lmat the optimum processor structure for time FF1 is a hardware special
functiomm unit which performs all t lme butterfl y arit imumetics. Furthermore , because time address-
ing requires simple additions and tests , a fairly simnple , hut higim speed , general purpose R A L I.J
or CPU is required to support the special function uni t .

The pulse classificat iomm algorit lmmu s is virtually at time other end oh ’ time processing spectrum.
A lt hm ou g h m time operand set—up requires a repetitive set oh adds amm d mult ipl ies for ca i cu l at im m g
tlme distammce measure , t Im e hulk of time processing (about 23 pe rc eimt by actual operation
count) is involved in testing and se le ct imm g a branch p at lm from time outcome oh time test. I t is

comiclu ded t l mat a very sopimisticat ed , hig lm speed , general purpose CPU is required ~ ith a r m mm m h -
tip lier to support it.

Time eimmp lmas is of ti m e (‘P11 and time special h’un cti oi m uni t  ( bu t t e r f ly  u mmit  or mul t ip l ier )  is re-
versed. Part oh’ time objective of t l mis  pro granm was to det e r m mmi m m e ii ’ a single rc imit ec turc could
accomm ip lisl m ti m i s task ,  It is com m c lude d t imat  a single a rc im i t ec ture  would be som m mewimat inefficient
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but a single (‘PU structure capable of hand l immg time pulse classif ’i cati u mm problem can he defi m me d
wimicim would he immor e tima i m sufficient f’or time r cnmaini img t~. .,ks iii t ime problem set.

7 . 1.2 Time Arcimitect u re

To support time imigim I/O rate of time FFT but te r f ly ,  t I me addressing un it  must supply addresses
to the data memmm o ry so t lmat operands can be read or wr i t ten  at a i m igi m rate; t im ere i o rc , the
bus system must support t ime FFT speed require m ents. In Section I l l , time bus systenm was LIe-
fined as a result of time proh lei mm set and became time Prime concern h ’or supporting tIme nmu l t i—
pliers amid RALUs. It is concluded from a top-down viewpoint t imat  time processiimg system
should be built around time maximum bus mmeees sary for time job. By dei ’ining time bus first ,
the speed requirements for time processing ei emn e mmts or time speed iim mmitat ions  of time orocessor
imposed by the bus are clearly est’ahlisl me d.

After the bus re quiretnents were estab lishmed , the mult ipl ier  s t ructure was immv e st igated in rela-
tiom i to tIme problem set. It is comicluded t imat  time processor s t ructur e  is li ig h m ly depe mmde n t on
time m ultiplier structure as evideimce d by time two l)P/ l)A structur es pre sented i m m Section I l l .
For a maximization to time “general purpose ” goa ls of ’ time MM CPt I , time Multip iier /FF ’l ’ struc-
ture is preferred because it lma tmd le s time lm i gh m speed problems of time FF1, weigimte d FF1 am md
Cosine Transform , as well as the other pro hl enms in Section Ii .

Array processing is gen erally a difficult procedure because bus t ramms l ’ers . resource simari n g, etc.
is di h ’f i cu i t .  Time arc imitecture  presem mted ~~~ developed w i t h  a desire to expand via array proc~essing so that  time processing speed could he increased . T h e  i i i m m i t a t i om ms  of bus transfers ,
resource simaring, an md timing were resolved by allowing only nearest neig lmb or i imt erconmim mu ni-
cation and several I/O l)ata Ports ; furtimer mo re , time processors rntmst he operated in lock-step
or time syncimro n isnm it ’ the array appr oacim will work wit im maxi m um effici etmcy.

7 .1.3 The Architectural Cotnpariso im

Using time constraints oh ’ Sectio im VI , several sign if ’icam mt p o iimts can he concluded about the
Tracor/RCA processor (GPU ), time R ayt i m eoi m processor (Micro-Sigm ia l Processor), and time
Litton processor (MM(’PU).

Time GPU is similar to time 290 1 processor. It is excellent for geimer al purpose problems im m-
eluding emulation. TIme RALU structure provides great flexibil ity of operation ; lmowt ’ver, the
limited number of I/O ports in lmibits time bus intercotmimect ion flexibil i ty mmecessary for sigima l
processing. Eurtimer mu ore , time I/O l i mi t a t i om ms imiake array processing v im t Lmall y inmp ossihle be-
cause the data buses must be tied to eacim otimer , t imere by ,  forcimmg a battle tot bus usage .

The Micro-Signal Processor is designed specifical ly for si g mm al processing proh l emmm s . it will im am m-
die the FFT , weig imted I’FT , and Cosine Transfo rm well because t lm e pipeline structure is
oriented toward tI me FFT. It r esemmm hl es the mmm ul t ip l ier / a ccu mula tor  witim imolt limm g registers dis-
cus~~d in Section III .  The nmajor weakness of time arc lmite cture is time lack oh’ provis iotm for
data dependent operations ; t imere fore , LW problems are h eyomm d its scope. Aimy data dep eimd-
ent te stitmg must he done in the sequencer , and time result mmmust wait tot the FIFO to clear
before it can he implemented. The primary problem is time overdep etmdence on time pipeli ne
for all ar i thmetics .
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Time MM(’PU is similar to the GPU and the 290 1 RAL II s ;  timerefore , it is extr enm e ly capable
of the general pu~pose problems. it has enough ports available to give it signal processing
flexibility in a single or array commt ’iguration . Time major l imi ta t ion  to timis processor is time
multiplier .  Current co mm mm mm erci al ly availabl e multipliers are mmot responsive to time FF1 needs.
Without  su ch m a mnu ltip l ier /FF1 ummit , t lmis processor is greatl y limited for time FFT type tirob-
1cm: Imowever , tl m~ LW problems are well withim i reach.

A f~ nal poimmt simould be made . rime pipeline arit imn metics of time Raytlm e oim processor along
with the MMCPU for general processing and data depetmd ei mt operations would be a power ful
processor contiguratiot i .

7. 1.4 The Technology and time MMCPU

1mm section 5.3 , CMOS/SOS , 13L, and VMOS were analyi.cd, and eaclm is capable oh ’ Im i gi m gate
cou mmt LSI . Ait hi ougim t I me 1500 to 1750 gate 8-hit RALUs appear to be a limit f or  time tecim-
notogies , any of t imese tecim imologi es could perh ’orm well now or imm t lme near future.

Time final question remains , is the MMCPU cimip concept hea sib le? It ’ so , in wlmat con te x t ?

To amiswe r this question : the gate count must be estimated . Using tIme RALU S as a basis ,
time microsequenees and ioop counter could he accomplished by Using the MPR /AL I.J l’unc-
tions of time RALUs. Approximately 200 additiom ial gates would be necessary in time MP R so
that it commld t erlu rn as a i ô word by eight hit register file amid as an 8 word by 1 2 bit
LIFO stack.

The irmterrupt control unit , flag logic, and instruction addressing instructioim decode would
have to he included on the single chip. Anotimer 500 gates would be necessary. Because time
IA made is signit ’ic ammtly different than either tIme DP or DA mode , additional gates would lie
ne essarv to permit mult iple  modes at time i/O data ports as well as to allow I 2 bit instnic—
tmm ) n addresses to be generated itistead of 8 hit data I/O . Lastly , time internal clmip buses
would Imav e to he st rL mct uned to ac c o immmn o date 8 hit data and 12 hit instructi on addresses.
The total estimate for am m MM(’PU is between 2300 and 3000 gates.

Froi mm a comm mmercia l point of view , time single c h mip is inefficient , requiring a significant amount
of time chip to he unused in various m odes. Unused portions of ’ a chip are costly because
when t lme t immused portions ot’ time cimip are stripped away, time cimip is smaller , time yield is
hig imer and time cost is lower, However , t’rom a military point of view , a single chip type may
offset the cost of um m Lms e d portions of the cimip. A single cimip type reduces time number  (if
types tha t  must he supplied. Lower life cycle cost can be aided by suct m reductions.

A siim gie chip m im ight he advisable’ to t lme mil i tary ;  unf or tuna te ly ,  the problem set require s hi gim
speed gates he utili zed to p erformmm (lie FFT and LW problems. As previous ly discussed ,
hig imer speed nme an s lmigher gate dissipation. Power is time muajor l imitation. Time total chip
power dissipation would he greater than 3 Watts for any of these t ccimmm ologies. The only
way t ime MMCPU cimip would he t’easihle is if time unused functions on the chip were not
powered. Such a sclmen me is possible , hut generally not practical.

it is . therefore , concluded t h m a t time MM( ’PU chip concept is not feasible in today ’s te c i mmmo l -
ogy. A two chip type system one a FW/I)A R A I l !  chip . t i me other  an I A controller chip
would satisfy time needs of the complex processors discussed in Section I l l .
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At the present rate of increase in technology , the single chip concept remains two to three
years away for high speed applications. Lower speed cimips are possible today wlmicim nmay
mean that a lower speed version could be developed and utilize time array processing concept
to perform the higher speed prob lenm.

7.2 RECOMMEND ATIONS

7 .2. 1 Electronic Warfare

The Electronic Warfare problem was briefly discussed in Section Il as one of ’ the b enmci mmnarks
for the MMCPU. The ultimate solution was not presented and is not totally known. l ’ime
solution givemm herein is a fairly simple—minded approacim , assunmi img all time emit ter  data para-
meters are the same word iengtim. In tru t l m , time word lei mgt ims are greatly diffe rent, am m d
weigimting wotmld be necessary to “standardize ” time word lei mgtims t’or proc es simmg.

Time pulse classification algorithm imas a very repetitive distanc e-nmeasur c calcul ation usimmg time
paranm eters. Array processing simould be explored as a m mmeam m s of ’ greatly increas ing the speed
of’ the simple calculation via par all el i simm. A possible solution is smm i mp l e hardware tor time cal-
culation and an MCCPU f’or probability com parisons. More s tudy of arc imitectures is needed
in this area.

7.2.2 Array Proces siimg

Array processing has been presen ted imer e in imm a very l inmited ma imn er.  Time approach given is
a cross between time full parallel processor ammd time multiprocessor. Time nmajo r area of appli-
cation for the nearest-neighbor approach is very structured probkmns such as signal processing.
The concept needs more study in two areas. 1) Slower processors are possible it ’ nmmor e ar—
raying can he efficiently donme. 2) Processor speed iimcrcases m i ma ~ be possible wi thou t  obviat-
ing software f’or time slower processer because one processor s in m mpl ~ works twice as fast as its
predecessor , t imerehy doing time work oh two. Bot im areas secnm qui te  fru i t f ’ul.

7 .2 .3 Demonstration of MMCPU

A practical demonstrat io ,m of the MMCPU to demonstrate the concept anti to study the arr ay-
ing possibilities m m  EW and other applications is necessary to “prove tim e concept. ” rime de m m m -
Onstratio n processor could be built  of ’ 2900 series parts very easily hec .muse time \ l \ l ( ’Pll is
very similar to the R ALU ’s and micros equemmce s of t i m a t  series. The neee ssar~ speed cou ld not
he simulated hut time func tioim could he proven.

7 .2.4 VMOS Tectmn oiogv

Lastly, the VMOS tech nmo logy should he care fully w a tcime d as a potet m ial LSI signal processing
technology. Altimough it is an NM O S variation , many of time temperaf tir e ramm ge i~rohlems seem
to be ameliorated. Witim time possibility of ’ mn in i scul e cim a mmne l  l emm g t l ms using standard geometry
rules , th is  technology has time potential  oh ’ outdistancing every as al iabl e tec h nology in t I me LSI
field .
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APPENDIX A

TIM ING BENCHMARKS FOR COMPLEX PROCESSORS

TASK: PERFORM BUTTERFLY FOR FF 1.

Algorithm : A + B are input points

X + Y are output points

TR = BR*CO - BI *SI

TI = BR SI + B1*CO

XR = AR + TR

Xl = Al + T I

YR = AR - TR

V i  = Al - TI

Alternate Algorithnm :

TR 1 = BR CO

XR 1 = AR + TR 1 YR 1 = A R - T R I

TR2 = BI *SI

• • XR = XR 1 - 11(2 YR = Y R 1  + 11(2

i’l l = BR SI

X1 1 Al + TI~ Y11 = Al - Il l
i ’L2 = B1 CO

Xl = X1 1 + 112 Y 1 1 - Tl 2
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PROCESSOR 1

Task 1: FF1 Butterfly

Coding : Timing (in cycles)

RI = M(B) 2
R2 = M(C) ( 2 )  if necessary
R3R = R I R * R 2 R  2
R3 1 = R 1R *R2 1 2
R4R = R l i R2~ 2
R 41 = R l I *R 2 R 2
R3 = R3 + R4
RO = M(A) 2
M(X) = R0 + R3 2
M (Y) Ro - R3 2

17 (19)

Total Tim ing:

4097 Butterflies require loading of A and B

1023 Butterflies require loading of .\. B , and C the new rotation vector

Total Cycles = 17 ~ 4097 + 19 \ 1023

= 89086 cycles

PROC ESSOR 2 —

Task I: FF1 Butter fly

Coding: Timing (in cycles)

MPYLI = M(C) ~I )  if necessary
MPYL2 = M(B) I
MPYL3 = M( A)

CO MPLEX MPY = L1 1L2 2
COMPLEX ADD L3+CMPY I

L3-CMPY I
M(X ) = CADD
M(Y ) = CSuB

8/9
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Total Timing :

4097 Butterflies require loading of A and B

1023 Butterflies require loading of A , 8, and C the new rotational vector

Total Cycles = 8 ‘< 4097 + 9 \ 1023

= 41983
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TASK : PULSE CLASSIFICATION

Algorithm:

ERROR

RO , M(BI) get bi

RI = MC(BJI) get bjj

R2 = R O - R l

R2 = R2 *R2 (bi-bj i)2

R2 = M(SJ I )*R2 (bi-bj i)2

R3 = R3 + R2: 10 = 10 + I : JUMP ERROR IF 10 NE I i

R4 = R3 shift right EJ = -EJ/2

R5 = M(R4) Memory look-up exp (R3)

(Could calculate the exponential 1

R5 = R S M  (SPJ ) M(SP J ) = Pj

ALu = R5 - R6: JUMP JCOUNT IF ALu 0

R6 = 1(5 M( 15) = 12, 15 = I S + 1 Store Cj

JCOUNT :JUMP lURES IF IR = JMAX

12 = IR +1 JUMP ERROR

THRES ALU R5 - M(T); PC = PC+2 iF ALU 0

M(T) is the threshold

JUMP ERROR
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PROCESSOR I AND II

Task : Pulse Classification

Coding: . Timing (in cycles)

CLR MPR
1 0 = 0
11 = IMAX 1
12 = JSTART 1
13 = JMAX
14 = .JDELTA I
16 = THRESHOLD

7

ERROR RU = MOO) : IS = 2*10 2
RI = M(I5 + 12 + l) 2
R2 = RO -RI
R2 = R2*R2 2
R2 = R 2* M *15 + 12 + 1) 3
R3 = R3 + R2; 10 10 + l:JUMP ERROR 1/2

IF L0.NEJI 11/12

15 = -R3 Shift Right 2
1(2 = M(IS) 2
R2 = R2*M(I2) 

3

ALU = R5-R6 : JUMP COUNT IF ALU 0 2/3

9/10

R6 = R5 :16 = 12 2JCOUNT :JUMP THRE S IF 12 = IMAX 1 /2
:12 = 12 2

5/6

THRES ALU = RS - M(12 + 16) :SKIP IF ALU 0 2/3
:JUMP ERROR I

3/4 •

STORAGE ROUT INE END OF ALGO RITHM

0
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TOTAL TIMING:

SETUP - 7 cycles

CLASSIFI CATION

Assunmüng 100 possible classes

ERROR ROUT iNE

Assuming 4 parameters to calculate distance

4 total passes per class

3 require jumps
1 requires no jump

Total per class = 11 ~ I ;~ 12 x 3 = 47

TOTAL = 100 ~~. 47 = 4700 cycles

PROBABILITY ROUTINE

Each class requires 14/ 13 cycles dep end ing on jumps.
Assuming 50~ require jumps
Final pass requires 2 jumps

TOTAL = 14 x 50 + 13 \ 50 + I = 135 1 cycles

THRE SHOLD ROUTINE

Entered only once per classification

TOTAL = 3 cycles

TOTAL = 7 + 4700 + 135 1 + 3 6061 cycles
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APPE N I) IX B

BFN ( ’IIM AKKS (‘ODZN G

1 Fi?T, ‘Fracor/Lj tton

2 FF1 ’, Raytheon

3 (‘oordiimate (‘onver sion A . Fracor .’f if tori
Polai’ to Rectangular

4 Coordi imat c (‘onversion A . Raytheon
• Polar to R ect angti iar

5 Coordinate Conversion 11, l’ru c or /L it to im
Rectangu lar  to Polar

t~ 
( ‘o or & hm im a te Conversion B , Raytheon
Rectangular to Polar

7 CFAR . bit packed. Tr acor/Littor m

8 (‘FAR, imon bit packed, Raytheon

81 FF1’. Tracor/Litton (‘oding

Be n chi nm ark : FF1 1024 P oitmts

2 . Algorithm:

• TR CO*LI R - Sl*13 l
TI SI*13R + (‘0*111

XR AR + 1K
Xl = AI + l’l

Y R  AR - TR
ii Al i i

3. (‘odi im g.

I .ih’k I ns~ni c t it~i ms ( ‘o n mimie i m ts

RI =
R5 

• 
= R h * M ( I I R )
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Labels Instructions: Comments

R2 = M(S I)
R6 = R2*M(BI)
R6 = RS - R6 TR

R5 = R2 *M(BR)
R7 = R 1*M(BI)
Ri = R5 + R7 TI
R3 = M( AR)
R4 = M(AI)
M(XR) = R3 + R6
M(XI) = R4 + 1(7
M(YR) = R3 - R6
M(YI) = R4 - R7

4. Remarks:

a. DA operation is transparent to DP operation

b. Coding is for one butterfly

c. For 1 ,024 Point FFT ther e are 10 passes

Number of Number of
Pass CO/SI Butterflies/CO.SI

1 1 5 12
2 2 256
3 4 128
4 8 64

10 512 1

d. A,B are inputs of butterfly
X,Y are outputs of butterfly

Second pass uses the following:

For (CO,SI)1 Al = XI and BI = X2
A2 = X3 B2 = X4
etc

(CO,SI), Al = Yl 81 = Y2- A2 = Y3 i~2 = Y4
etc

Note: DA require s multiple indexing for operand access.
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e. The reordering of final results is not included because Data Addressing can perform
this operand access in reversed order with no penalty .

B2 FF1, RAYTHEON CODING

1. Benchmark: FFT 1024 Points

2. Algorithm:

XR BR + AR “ CR - AI*CI
XI = BI + AR *CI + Al *CR
YR = BR - AR \ (‘R + AR*CI
Yl Bi - AR*C1 - AI*(’R

3. (‘oding:

I)ata Data
in Scaling Mul t ip ly  Accumulate Out Comn ment s

Al  AR ( ‘K Repeat
B2 BR Cl 5 12

Al 10 PASS
111

• Flush M I AR*(’R
M2 = AI *(’ l
M3 = AR~ C1

=

SI = BR + M I  YR = SI  + M2
S2 = BR - M I  • XR = S~ - M2

= [41 + M 3 VI = S3 N14
S4 = Bl - M4 • Y R = S 3 + M 4

XR
V K

4. Remarks:

a. Coding is l’or one butterfly.

b. The reorderi ng of fina l results is not included.
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B3 - COORDINATE CONVERSION A, TRACOR/LITJ’ON CODING

Benchmark: Polar to Rectangular

2. Algorithm:

X R cos 8
Y = R sin 6

3. Coding:

Labels Instructions: Comments

1(0 = 0 quadrant indicator
RI = M(6)
R2 = i r / 2 - R l  7 r / 2 - 9
A LU RI - ir/2 IF ~- 0 JUMP SIN 6-ir /2

RI = ir/2 - &

RU = R O + I
R2 -1(1 6- -mr/2
Ri = i r - M ( 9 )  -7T- 8
ALU -RI I F ’ — O J U M P SIN 9-77

R I  =
R O = R O + I
Ri R I-ir / 2
R2 3 ir/2 - M(8) 3 77/2 -e
ALU = -R2 IF ‘-. 0 JUMP SIN 8- 31r/ 2

-

• 

R 1 3 ’,r/ 2 -8
RO 1 (0+1
1(2 = -Ri 6-3~r/2
1(1 2ir-M (6)

SIN: RE = 2 Set up 2 passes
MP: RI Rl tm Rl

R3 M(K4) + RI Z0
MPYB Ri Litton:
R3 MPYB*R+ I’ R3 = R l*R3
R3 R3 + M(K3)
MPYB RI Litton:
R3 ~py~ *~ 3~ 1(3 = RI R3
R3 1(3 + M(K2)
MPYB RI Litton:
R3 MPYB~R3 f R3 = R 1~~R3
R3 R3 + M(KI) Z3, (sin) cos

RE RE - I IF ZERO JUMP SIGN

R4 = R3 Save sin 0
R i R2 JUMP MP f’or cos
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Labels Instructions: Comments

SIGN : ALU = RU IF ZER O JUMP POL
1(3 = -1(3 cos = - sin
RU = RU - 1 IF ZERO JUMP POL
R4 = -R4 sin = - sin
RO = RO - I IF ZERO JUMP POL
R3 = •R3 cos = sin

Litton:
P01: MPYB = M(R) 1(5 = M(R)

M(X) = R3*MPYB ~ M(X) = R5*R3
M(Y) = R4*MPYB I M(Y) = R5*R4
END

4. Remarks:

a. 77/2 etc are constants, literal operands

!~~. Sine subroutine uses approximation

c. Cosine uses second pass through sine subroutine

d. Coding included quadrant determination of 8.

84 COORDINATE CONVERSION A, RAYTHEON CODING

Benchmark : Polar to Rectangular Coordinate Conversion

2. Algorithm:

X = R cos 9
V = R sin S

-
, 

3. (‘oding

Data In Scaling 
______ 

Multiply Accumulate Data Out Conmments

81 Cos 81
8 2 (‘os 82
Ri Sin 91
R2 Sin O2

Xl R l (‘os 81
X2 = R2 Cos 82
Yl = R 1 Sin 0 1
Y2 = 1(2 Sin 8 2

Xl
X 2
I I
V 2
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4. Remarks:

Coding does not include quadrant determination of 8.

85 COORDINATE CONVERSION B, TRACOR/LITTON CODING

Benchmark: Rectangular to Polar

2. Algorithm:

R = V X 2 +Y 2

8 = s i n ” h 1 ~ o~~~~~~-~-

O = -
~~~ 

- ~in-~ 
i~ ~~~~~ 

‘— I

Special Purpose Divide Algorithm: F

Z X/Y Registers RI/R2 RO

4 =  x~4 - i ~ + (-Y -l~ 4
Assume user provides test that lxi i~ i

(1) If X = 0 then Z = 0 (even if V = 0) , END

(2 )  If Y = 0 and X > 0 then Z = max , END

(3) It ’ V U and X ~ 0 then I = - max . END

(4) If V = - max then 1 = X + 1 . ENE )

(5) If V ~-0 then complement V and X

(O) If V ‘ -0.5 then shift left . “count ” unti l  in range

(7) KX = N ~-l - - ~~~~~ note V 
, U

(8) K~ = (- I

~~~~ ~o

(hO) n = 0 set iteration counter

( I I )  
~~~~~~~~~ 

= + k \’ L~
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( 1 2 )  n = n+ 1 if n~~7 JUMP 11

(13) Z = 2

(14) Z shift right until “count” (6 above) = 0

( I S )  END

When using index registers, then

R I  = M ( E I )
R2 NI (12)
M( 13) = RU

3. (‘oJin~

La be Is In structions: Co in men t s

RO = M ( N) Litton Calculat ion of R
RU = RU = M(X)* M(X)

= R i * R I  RU = M ( V ) *N l ( Y )

R I  = R I  + RU (‘ALL SQ
N1(R ) = RU
and

SQ: N1(T) = R2 Save R2
RU 0 nO = \~R l
R2 = R I ’ 11’ EQUAL J U M P  SQO’i’ (‘heck for U
:\LU = R 2 IF N I G  J U M P  POS (‘heck t’or N F (
R I  = R 2 + I 2 ’ ( ‘OMPI

lk)S: R2 = I.) Scaling
RU = R I  - t J .5u2 5 IF NLG J U M P  SQl It ’ 0. 5O~ 2

= R 2 - l
RU = RU SI l k  2 JUMP SQ4

SQl: RU = R U + 0.5 J U M P  SQ3
5(32: RI = R I  SI -I L I

RI = RI SIlL I SIlL 2
R2 = R2 + I Scahitig
RU = RI - U.0u25

.5 (3 3 : = R U IF N i t  i t I MP 5(32 1 ‘-. OAk~25
N i t F )  = R 2 Save Sca ling
R2 = - 13 I ter  count
Nb VI  = R I Save Valu e
RU = 0.5(~

I 4 t ~
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Labels Instru ctio n s: Comments

SQS: R I  = R O X RO t~
RO = R U - R I  I - I -
RO = M ( V ) + R 0
R2 = R 2 + I I F N EG J U M P  SQS
R2 = Ni(1’ ) IF NEG J U M P  SQ’ Scaling
ALU = R 2 IF ZE R o J U M P  SQO’l’
1(2 = 1 ( 2 - I

SQh: RU = RU StIR 1
1(2 = R 2 - I I l :  ZE Ro J U M P  SQ(

JU N1 1’ SQO’!’
SQ7: RU = RU S 1I L I
SQOT: R 2 = M( 1’ )

RE1 ’URN

M( 9 )  = 0 Calculat ion of 0
R2 = M~R) IF ZE RO) J U M P  I N I )  ( ‘enter
RU = 0
R I  = M (Y) II ’ ZERO J U M P  QUAI )
R3 = R I ’ iF NEG JUMP POS
R I  = 1 ( 3 + 1

POS : (‘ALL DIV R I  R 2  = RU
ALU = RU - ~2~2 IF LESS J U M P  (‘2 ~~ 7T 4
( A L L  ARC SIN RU = AVG

Qt r~~D: RI = M(X ) IF N H. ;  JUM P Q2
R2 = M( V ) IF NEC JUMP 0)4 /
M(8) = RO JUN11’ ENE ) + + ____

0) 2 R2 = M(Y) IF N H.; J U M P  0)3
M(6) = -ir - RU J U M P  INC - + _____

Q3: M(6 )  = ir+ RU J U M P  I - N I )  - -

Q4: M(9)  = ir- 6 + -

EN I)

(‘2: R I  = M (X ) IF Z E RO JUMP (‘3
1(3 = R I ’ IF NEC JUMP POS
K ’  = 1 ( 3 + 1

lk)S : ( ALL l) iV
(‘ALL AR (’ SIN

(‘3: RU = i r / 2  - RU JUMP QUAI )

i) lV lDI RU = R I  1(2
RU = R I  JUMP EN D IF 0 X = 0
1(4 = M (1 2 )
ALL T = 1 (2 IF N O ) F / l  1(0 J U M P  [)2 V � 0

14 ’
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Labels In structions: Comments

ALU = R I  IF NEG JUMP DI V = 0
RU = MAX JUMP END

D l:  RO = -MAX JUMP END

02: RU = R I  ~~I - x
R2 = R 2 + I IF OV JUMP END Test Y = -MA X ,

/ = - X
A L U  = R2 iF NEC J U M P  D3
RI = R I + I - For NEC V
R2 = ‘

~~~ + I
D3: N I ( S) 1(3

1(3 = 1
1)4: AL U = 1(2 + U,4” 1’) ’) IF NEC J U M P  05 Test V - .5

1(3 R $ ‘t’ I Bring in rang e
1(2 = 1(2 SI lL I JU NiP  04

1)5: \ I ( \ )  = 1(4
\ l t ’i )  = R S
1(4 = R2 Si lk  I -

1(4 = 1(4 + (-MAX ) - I - V 2
MPY B = R I  k Lit ton:
1(4 = R4* M P \ ’ B R4 = 1( 4* 1( 1 KX
RS = R 2 + (-M A ,\) - I - V
1(5 = 1(5*I(~ , )- + KY
1(t) = R4
\I(N) =

= 7 (‘ount er
N1P\ ’ B = R 5 Li t ton ,
RU = R0 *MP VB RU = R 0 *R5
RU = 1(0 + 1(4

= R~ - 1 IF NOT Z E RO J U M P  l)ô
RU = RU SilL I 2/

D7: 1(3 = 1(3 - I IF ZERO J U M P  08
RU = RU SIlK I J U M P  07

08: 1(3 =
1(4 = M ( K )

= N lt \ ’ )
= NI~N )

I N D :  N i t l 3 )  = RU

AR(’ SIN:  RU = R 0*R0
RI = M(K 4 )  + 1(0
M P VB = RU ~ Litton
R I  = N1 PYB* Rl f J ” I  = R0 *RI
1(1 = R I  + N i ( K 3)
MPYB = RU R I  = R0~ R lR I  = M PYB*R3 i
R I  = R I  + M(K2)
MPYB = 1(0 ~ RI = RO*R1
RI = RI + M ( K l ) f  RETURN

N 148



4. Remarks:

a. Arc sine subroutine uses same approximatio n algorithm as sine but different
K values

b. Divid e su broutine use r approximatio n

c. Coding includes quadrant determination

d. Angle ~ is calculated and not determined by table look-up.

86 COORDiNATE CONVERSION B. RAYTHEON CODIN G

I. Benchmark : Rectangular to Polar Coordinate Conversion

2. Algorithm:

9 f(X, V) X = R cos 8 Y = R sin 9

R = X cos 8 + V cos 6 = R cos29 + R sin2O

3. Coding:

Data In Scaling Mult iply Accumulate Data Out Comments

X I 8 1 cos 61
X2 82 c o s O 2
VI  sin 81
Y2 sin 82

Xi cos 81 = A
Y I sin 81 = B
X2 cos 62 C
Y 2  sin 82 = 0

RI = A + B
R2 = (‘ + D

8l
62
R I
R2

4 . Remark :

AngIe 8 is determined by table look-up via the hardware in the scaling stage,
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B7 — (‘FAR , BIT PACKED , TRACOR /LITTON CODIN G

Benchmark : Sliding window CFAR

2. Algorithm :

256
a. Sl ~~~~x X ~

0

b. R I  = S I x K / 2 5 7

c. Dl = X 1,8 - Ti pack into 16 bit word

d. S2 = SI + X 2 5 7  - XO

Repeat b - d

- Window B
Range Cells

I I  14 12
I

I .~QJ 15 16 Decisions

13 Result

11 - 15 are indices

3. (‘oding :

LabeLs Instructions : Comments

CFO: RU = 0 For Sum
CFI : I I  = 256

RU = M( lO + I i )  11 = 11 -1
iF NOT ZERO JUMP CFI

II  = 0  H
12 = 257
13 = 0
14 = 128
15 0

(‘1:2 IF 15 � 0 JU N 11 ’ (‘F3
13 = 1 3 + 1
ALU 257 - 13 iF ZERO J U M P  END 40Q~ : I o  + I
IS = 16
R I  = 0 I’cmp
1 (2 = I Bit Mask

150
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Labels Instructions: (‘omment

(.‘F3: R3 = R O M (K ) T = K Sum
R3 = R3 - M(I0 + 14) 14 = 1 4 + 1  T - X

IF NEG JUMP (‘F4
RI = R3 and R2

CF4: R2 = SHL 1 15 = 15 -

RO = R0 + M( I 0 + l2) 12 = 12 + 1 S u m + B
RU = R0 - M ( l 0 + l l )  1 1 = 1 1 + 1  S u m - A

JUMP CF 2
END

4. Remarks

a. Threahold K/257 is a constant , not a literal.

b. Range cells are 6 bit unsigned quantities.

c. 256 cells of 6 bits, accumulated rquires 14 bit accumulator.

8 CFAR, NON BIT PACKED . RAYTHEON CODING

Benchmark : Sliding window CFAR

2. Algorithm :
256

SI = E X S2 = SI + X257 - XI

TI = K *SI Dl = X 12 7 - T I

T2 = ~~ S2 D2 = X 128 - T2

3. (‘oding

Data In Scaling Multiply Accumulate Data Out Comments

Xl Repeat 64 times
X2
X3
X4

XI Repeat 2048
X257
X2
X258

NOP A C C = X l + X 2 -+ X3 + X4

151 

- --- ‘~~ --— -.— --V ~~~~~---
- - V -  -~~



~
•

~
V ~~~~~~~~ ~~~~~~~~~~ .-~~~~~

- ~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - _ _ _ _ _ _ _

Data In Scaling Multiply Accumulate Data Out Comments

NOP S i = ACC
S2 = Sl - Xi + X257
ACC = S2 - X2 + X258

NOP SI
S2

Sl Repeat 2048
Xl ~7
S2
Xl28

TI = SI *K
1’ = S2*K

Dl = X 1 2 7  - T I
D2 = X 125  - T2

DI
02

4. Remarks

a. Window contains an even number of cells. Therefore center is off by 1/2 cel l,

b. Constant is l/ 2 5o of threshold.

c. (‘oding may require double length arithmetic to accommodate the summation
of 256 rang e cells of 6 bits each.

- I
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APPENDIX C

BENCHMARKS - TIMING

I FFT, Tracor/Litton

2 FFT , Raytheon

3 Coordinate Conversion A, Tracor/Litton
Polar to Rectangular

4 Coordinate Conversion A, Raytheon
Polar to Rectangular

5 Coordinate Conversion B , Tracor/Litton
Rectangular to Polar

6 Coordinate Conversion B , Raytheon
Rectangular to Polar

7 CFAR , hit packed , Tracor/Litton

8 CFAR , non bit packed , Raytheon

9 CFAR , non bit packed . Tracor/Litton

CI - FFT , TRACOR /LITTON TIMING -
~~

Benchmark: Fort Fourier Transformation 1024 Points

2. Program

Cycles Instruc tions executed

2 RI  = M(CO)
3 R5 = RI *M (BR)
2 R2 = M (SI)
3 R6 = R2*M (B 1)
I R6 = R5-R6
3 RS = R2*M(BR )
3 R7 = RI+M(Bl)

-j I R5 = R 5+R 7
2 R3 = M (AR)
2 R4 = M (AI )
2 M (AR) = R3+R6
2 M (Al) = R4+R T
2 M (BR) = R3-R6
2 M(B l) = R4-R7
30

153
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3. Cycles calculation:

For 10 passes, 512 iterations per pass

Total = 10 passes ~ 
512 iterations 3

i?e

= 153 ,600 cycles Tracor/Litton

4. Remarks:

a. Total cycles excludes set-up

b. Program executed as an In—Plac e FFT with single accumul ator  and mul t ip l ier .

c. Complex In—Place FFT will reduce cycles by a factor of 2 to 4,

(‘2 ITT , RAYT h EON TIMIN G

- B ‘uc h ut rk - J u i l 1’ourk’~ I r : t -  ‘urm h o 1 -  1024 Po ints

2. Pr’ igra in

1 MACRO XR , YR = t’(AR, BR)

3. Cycles calculation:

2 cycles/clock , whole pipeline is tied to “external” memory access where other
architectures may have “internal’’ memory access tha t  one i~ict or

MA(’RO TIMING = 4 clocks (MACRO Clock) 8 cycles (normali z ed )

MACROS = 5 1 2  MACROS ‘ 10 passes + 3 MACROS

= 5,120 + 3 = 5 . 123 MACROS

‘roui l = 5 , 123 MACROS \ = 40,984 cycles - Raytheon

4. Removals:

Program executed as a Complex In—Place FF1 which takes adv antage mul t ip le
accumulat io n and multiplications. 

- 

-

(‘3 - COORDINATE CONVERSION A. TRACOR/LITT ON TIMING

I . Benchmark:  Polar to Rectangular

2. Program : Single Point R , 8 to X , V

Assume R > 0, 8 in second quadran t

154
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Cycles Instructions executed

RO = 0
2 R I  = M(6)

R2 = 7r/ 2-R l
ALU = Rl-ir/2 ALU”O NO JUMP
RU = R 0 + I

I 1(2 = -R l
2 RI  7r-M(9)
2 ALU = -RI  ALU~-.0  J UMP SIN

iT
I SIN: RI = 2
2 MP: R I  = R i  * RI
2 R3 = M(K4)+RI
I ~ MPYB = RI
2 R3 = MPVB * R3
2 R3 = R3 + M(K3)
I ~ MPYB = R I
2 R3 = MP YB * R3
2 R3 = R3 + M(K2)
I # MPYB = R I
2 R3 = MPYB * R3
2 R3 = R3 + M(KI)

RE = RE - I IF = 0 JUMP SIGN

R4 = R 3
2 RI  = 1(2 JUMP MP

24
I SIGN: ALU = RU NO JUMP
I 1(3 = -R3
2 RO = R 0 - 1  JUMP PO L
2 POL: MPYB = M(R)
2 M(K) = R3 * M1~YB
2 M(Y) = R4 * MPYB

10 ENL)

3. Cycles calculation:

Total = I I  + 24 + 22 + 10 = 67 cycles - Tracor.

# Subtract 3 x I cycles t’or Litton ; 64 cycles Litton

4. Remarks:

a. Array processor reduces this time by factor of 2 to 4

h. This example shows average case time

I
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C4 — COORDINATE CONVERSION A, RAYTHEON TIMING

Benchmark: Polar to Rectangular

2. Program : Single Point R , 6 to X , Y
2 conversions per MACRO
3 MACROS to h ush

3. Cycles calculat ion:

-I MACROS 8 cycles 16 cyclesTotal = 1 - X - = — Raytheon
— conversions MACRO conversion

4. Retihir ks:

I ~r I I I U I I  I p c  on~ cr ’s~ ms . titis li of pipe becomes less sign it ’icant in calculation ol
e~ cle~.

( S  ( ( ) O R l ) i \  I ( ( ) N V L R S l ~~N B , I ’RACOR/LIT TON TIMING

lk ’iicliiiw rk : Rectangular  to Polar

2. Program: Single Point X .’t ’ to R , 8

Assume N ‘~~ 0, V - - 0 — second quadrant

(‘ycles Instructions executed

2 k  #3 
1(0 = M(K)
RU = R0 * R0

2 k  
~~ 

R I  = M(Y)
2~ ~ R I  = RI * R l
2 R I  = R I  + 1(0 CALL SQ

M(R) R0
12 END

2 SQ: M(T) 1(2
RO = 0
R2 = RI NO JUMP

2 ALU R2 JUMI ~ POS
POS: R2 = 0

2 RO r- R I  - 0.5625 JUMP SQ l
2 SQl: RU RO + 0.5 JUMP SQ3

SQ3 : ALU = RU NO JUMP
2 M(U) = R 2

R2 = -13
2 M(V) = R I
I RO = 0.56

18 2 2 SQS: RI = RO RO
I I RO = R0 .R I

156
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Cycles Instructions executed

2 2 RU = M(V) + R0
2 1 R2 = R2 + I JUMP SQ5

( 12 X 7) + 6
2 R2 = M(U) NO JUMP

ALU = R2 JUMP SQOT
3 SQOT: R2 = M(T) RETURN
6

Suhtotal f o r R l 2 + I 8 + ( l 2 x 7 ) + 6 + 6
= 12 + 18 + 84 + 6 + 6 = 126 cycles - Tracor

# subtract 2 = I 24 cycles - Litton

Cycles Instructions executed

2 M(6) = 0
2 R2 = M(R) NO JUMP

1(0
2 R l  = M(Y) NO JUMP
2 R3 = R I  JUMP POS
2 POS CALL DIV
I ALU = RO - v 2 / 2  NO JUMP
2 CALL ARL SIN
3 QUAD RI = M(*) JUMP Q2
2 Q2 R2 = M(Y) NO JUMP
3 M( 8) = iT - RU JUMP JIND

22 END
DIV 1(0 = R I  NO JUMP

2 ALU R2 JUMP 1)2
I D2 RO = R I ’ + l
I R2 = R2 + I NO JUMP
2 ALU = R2 JUM I ~ D3
2 D3 M(S) = R3
I R3 = I
2 D4 ALU = R 2 + 0.4999 JUMP D5
2 D5 M(Y) = 1(4
2 M(Y) = R5
I R4 R2 SH R I

R4 = R4 + (-MAX)
I # MPYB = R I
2 1(4 = R4 * MPYB

R5 = R 2 + ( -MAX )
2 R5 = R5 R5

RO = R4
2 M(N ) = R6

1(6 =
28 1 # 1)6 MPYB = R 5 . -

2 RU = RU * MPYB

15’l
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Cycles Instructions executed

RU = RU + R4
R6 = R 6 - I  JUMP D6

5 x 7  = 3 5  RU = RO SML L
2 R3 = R3 - ‘ 1 JUMP D8
2 D8 R3 = M(S)
2 R4 = M(*)
2 R5 = M(Y)
3 R6 = M(N ) RETURN

I l
ARC SIN: RU = RO * RO

2 RI  = M(K4) + R0
l #  MPYB = RU
2 RI  = MPYB * R I
2 RI = RI  + M(K3)
I ~ MPYB RO
2 RI = MPYB * R3
2 RI = R I  + M(K2)
I = RU
3 R I  RI + M(KI) RETURN

17

Subtotal for 6 22 + 28 + (5 N 7) + I I  + 17
= 22 + 28 + 35 + 11 + 17 = 113 cycles - Tracor
= 22 + 27 + 28 + 11 + 14 = 102 cycles - Li t ton

4. Cycles calculation:

Total = subtotal R + Subtotal  8 = 1 26 + I I  3 = 23”) cy cl e s — Tracor
= 124 + 102 = 22o cycles - L i t t o n

5. Remarks

a. Time varies depending on the quadrant  of X and V.

h. This example shows average ease time

(‘6 COORDINATE ( ‘ONVERS I ON B , RAYT H EON TIMING

Benchmark : Rectangular  to Polar

2. Program: Single Point X , V to R . 6

2 conversions per MACRO

3 MA(’ROS to h ush

1c 8
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3. Cycles calculation

4 MACROS 8 cycles 16 cyclesTotal = = . - Raytheon2 converson MACRO conversion

4. Remarks

For multiple conversions , tiush of’ the pipe becom es less significant in calculation
of total cycles.

C7 - CFAR , BiT PACKED , TRACO RJ LITT ON TIM I NG

Benchmark : Sliding window CFAR

2. Program: Assume 4,096 range cells
256 cell window

Cycles Instructions executed

1(0 = 0
CFI: +1 = 256

3 RO = M (10 + I I )  I I  = I l - I  IF NOT ZERO
4 x 256 JUMP CFI
1 II
I 12 = 257

13 = 0
14 = 128
15 = 0

5
1 2 2 CF2: 15 � 0 NO JUMP /CF3
1 1 13 = 1 3 + 1
1 2 ALU = 257 - 13 NO JUMP/END
I 5 15 = 16
I RI  = 0
I R2 = 1
3 3 CF3: R3 = I RO * M(K)
3 3  R3 = R 3 - M ( I O + 14), I4 = 1 4 + l ,

J UMP CF4
I I CF4: R2 = SML I IS = 15 -

2 2  RO = R 0 + M
3 3 RO = 1(0 - M JUMP CF2

18 14
x I S
= 210
228 x 256

58,368
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3. Cycles calculation:

Total = I
4 25o = 1 ,024

5
58,368
59 ,4U3 cycles - Tracor /Litt on

4. Remarks:

a. Algorithm includes packing of ’ every 16 threshold decisions into one word

h, Processing is in real—time , si ngle pass .

C. (‘FAR, NON BIT PAC KI :D ,  RAYT h EON TIMING

B~’ mi ~’l imt ia r k : Sl i lmu ~.: ~ i i idow (‘F.~ R

- , j r i  i i , - 4 ‘~‘)ô , ‘~~‘ H Is
~~~~~~ ce ll wi n dow

MACRO 64 t imes
MACRO 2 .048 t ime s
FLUSU 3
MACRO 2,048 times
FLUSH 4

4, 166

3. Cycles calculation

Total = 4 , 166 MACROS x = 33,328 cycles - Raytheon

4. Remarks:

a. Each threshold decision is in a separate word.

b. Two decision per MACRO.

c. Processing is not in real-time. A complete sweep of’ all range cells is
require d before processing begins.

d. Interim result requires 4096 words of temporary storage.

e. Accumulation of 256 cells (window), each of a 6-bit unsigned quan t i ty ,  into a
I 2 bit accumulator may be a problem.

f. Bit packed CFAR would require more MACROS and would he significantly slower.
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(‘9 CFAR , NON BI T PACK ED, TRACOR/Lrr ’rON T IMING
I .  Benchmark : Sliding Window CFAR

2. Program: Assure 4,096 range cells
256 cell window

Window Range
I- $

Ii  14 12

13 INDEX
Cycles In struc t i ons executed

I (‘I~0: RU = 0I ( “ ‘ I :  I i  = 25 5
RU = Nt (10 * I I )  I i  = II  - I IF ~ JUMP CFI

— —

I I l
I J 2  = 255

13 = 0
I 14 = 127
2 RF = M(K)
6 1  2 CF2: ALU = 257 - 13 1F0 JUMP END3 M(I3), R3 = RU * RE 13 = 13 + I2 RO = R 0 + M ( J O + 12) J2 = 1 2 + 13 1(0 = RU - M (10 + 11) 11 = I I  + I JUMP CF29 / 4096 ENI)

3. Cycles calculation:

Tota l
4 x 256 = 1 ,024
9 x 4,096 = 36,864

1

37~~~T cycles - Tracor /Litton
4. Rem arks

a. Algori thm uses one word f ’or each thresho ld decision.

b. Processing is in real-ti me , single pass.
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