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~~~~~Abstract (Continued)

~~~ pa sequence of SQUID output data have been studied. In general the noise Lu the ambient field and/or
the sensor noise (input noise) results in errors in the computed coefficients; these errors in turn lead
to an additional source of noise in the procesaed output (processing noise). Computer simulations
have been used to study interactions relating the frequency spectrum of the proceasing noise to the
spectra of the input noise and platform oscillations. A number of practical considerations involved
in a realization of a mobile platform system have also been analyzed. These Include (1) the possi-
bully of achieving a digitized output from the SQUIDS with sufficient linearity, dynamic range, and
slew rate; and (2) the maximum deviations of the sensors from perfect orthogonailty and gain uni-
formity that can be tolerated for given magnitude of platform oscillations.
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I. INTRODUCTION AND SUMMARY

There is considerable interest in whether the high intrinsic

• sensitivity of SQUID devices ( l0’ 5
~~~/Hz) can be exploited

in mobile applications , where the instrument is towed either

underwater (as in the ELF receiver application) or in the air

I: (MAD) . The presently available instrument for such use, the

optically pumped He vapor magnetometer , is a scalar device and

has a noise level of ~~~ Y/VHz. A bit of thought will

convince one that only scalar information about the magnetic

field H is available under these circumstances. This is because

a change in direction ofH is indistinguishable , as far as the

instrument is concerned , from a random rotation of the platform

on which it is mounted . At the sensitivity levels quoted above,

only chan~~~ in Il l would be of interest.

~ SQUID is intrinsically a vector component sensor , and

thus will produce an output when it is rotated in a dc magnetic

field unless it happens to be oriented exactly parallel to the

field. Even if this were possible, the angular excursions would

have to be less than l0~~ rad to avoid spurious signals

jI comparable to the instrument sensitivity (assuming that the dc

t- field is the earth ’s field , 5x1047 ). Thus the only practicable

way to make use of SQUID ’s is to somehow combine the outputs of 3

sensors, aligned to be mutually orthogonal, in -such a way that

changes in the total field are recovered. Processing schemes to

accomplish this have been given the acronym TRISCON (TRlaxial—
Note: MSnU.GTI$ submitted November 9, 1978.
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Scalar CONversion). The work reported here is an extension of

previous analytical and experimental work at NRL [1—6) and later

analytical work at APL [7 ,8].

In Sec. II we discuss the requirements on SQUID specifica-

tions that are set by the statistics of the platform oscillations.

It is concluded that the maximum SQUID slewing rate is the most

important limiting factor. Currently available SQUID systems

should be adequate in an underwater towed buoy , but second—

generation systems will probably be required on an airborne

platform , unless significant reductions in the oscillations of

the latter can be achieved.

In Sec. III we review the method by which three SQUID out-

puts can be combined to generate a scalar output. A number of

parameters must be known to perform this computation. These

include the effective offsets in the SQUID readings and the

deviations of the sensors from perfect orthogonality. We show

that the importance of the latter terms is governed by the magni— I -

tude of the platform excursions , and find that in a towed buoy

they can safely be neglected. This considerably reduces the

complexity of the computations required .

The remaining parameters used to process the SQUID data

are different each time the system is used, since they depend

on the orientation of the platform relative to the earth ’s field

j (as well as its magnitude) at the instant that the system is

4 

turned on. Hence, these parameters must be determined

dynamically, and we have assumed that the only data available

• 
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is that from the SQUID sensors. The bulk of the work reported

here involves evaluation and optimization of algorithms which

use a sequence of SQUID data to determine the system parameters.

To provide an appropriate figure of merit , we developed the

concept of 2rocessin~ noise, which is the error in the system
• output due to errors in the deduced processing parameters. If

there were no fluctuations in the ambient magnetic field or noise

in the SQUID sensors, the processing noise would be set by

computational accuracy (round off errors) or simplifying approxi—

stations for a~~ algorithm that is used , and thus could be made

arbitrarily small. In fact there are fluctuations in the ambient

• field , which result in finite processing noise. One can then

differentiate among algorithms with respect to the manner in

which the external field fluctuations translate into processing

noise.

In Sec. IV a Least Squares processing algorithm is outlined.

It is shown that such an algorithm is tractable only if the

platform oscillations exceed some minimum value which depends on

the magnitude of the externa l field fluctuations. The possibility

of a uniformly increasing field , as would usually be encountered

in the frame of a platform towed in the earth ’s field , is

included explicitly in the algorithm. In its simplest version ,

the least squares algorithm requires a solution of 5 equations

with S unknowns. When non—orthogonality terms are important,

they can be incorporated in the least squares formalism in

a straightforward (but tedious) way. We ihow that this requires

inversion of a 10 x 10 matrix.

3
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In Sec. V we summarize the results of extensive computer

simulations of the least squares algorithm. The emphasis was

on understanding how external fluctuations translate into pro—

cessing noise. An important factor turns out to be the degree

of correlation (in time) of both the external fluctuations

and the platform oscillations. When the correlations are

appreciable over the calibration interval used, the processing

noise is comparable to the external fluctuations. (The cali—

bration interval is essentially the delay between acquisition

of triaxial data and output of scalar information.) Our computer

simulations permitted generation of external fluctuations with

a power spectral density “ (frequency)”2, which corresponds to

an infinitely long correlation time. This case was studied

extensively , since it is likely to correspond to the situation in

real. life. It was found that a modification of the straight—

forward least squares processing which we call cumulative proces-

sing worked best in this case. The processing noise is found

to depend on the correlation time of the platform oscillations,

and ~an be much less than the external fluctuations at all fre—

quencies if the calibration period is longer than T
R
.

An alternative procedure for determirig the system parameters,

known as adaptive processing , is discussed in Sec. VI. While

it is simpler to implement than a least squares approach, it is

ditions. In particular , when the external field is assumed to

have a uniformly increasing component a much more complicated

-
• 

A 

found to have serious problems when used under realistic con—
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algorithm must be devised . Likew 4se it is shown that the con-

vergence time (analogous to the calibration interval in least

squares processing) is not well defined . These difficulties

led us not to pursue the adaptive mode as extensively as the

least squares.

The conclusions that can be formed on the basis of this

work are given in Sec. VII. Basically we find that the cumula-

tive processing algorithm that we developed should work well

under conditions that would be encountered in practice. The

main uncertainties lie with the hardware. On the one hand ,

• platforms that migh t be used have not been adequately charac—

terized , particularly with respect to maximum rotational slew

rates and low frequency power spectral density. The only plat—

form that looks as if it might be used with presently available

SQUID systems is an underwate r towed buoy.

There are, in addition , several questions that remain to

be answered about the SQUID systems:

(1) It is not known whether the flux—counting/interpola—

tion mode, which must be used in TRISCON processing , works

~~~~~~~~~~~~~~~~~ 

~
- as advertised outside of a laboratory environment.

(2) Non—linear or hysteretic magnetization effects in the

construction materials could have a bad effect.

(3) It is possible that deviations from linearity , as

well as other effects associated with motion of trapped
• flux , could be worse when a SQUID is operated in the

flux—counting mode than in the feedback mode.

5
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Finally it is recommended , in Sec. VIII, that an existing

NRL triaxial SQUID system be modified to be used in a counting

mode. B~ subjecting it to well—characterized rotations on a

non—magnetic shake table (as is in development at Panama City) it

should be possible to isolate various sources of error and verify

feasibility under conditions approximating operational ones.

LL SQUID_AND PLATFORM REQJ~~REMENTS

Before discussing specific algorithms , we should consider

the dynamic range requirement on the sensors. This in turn

depends on the angular excursions of the platform that can be

expected . A study of the rotation spectrum of a suitable under-

water towed buoy moving at speeds up to 7 kts was reported in

Ref. 6. Over most of the frequency range studied the rotations

were less than the resolution of the instruments used (4x10 5/f

rad/~/Hz below 10 Hz, and 2.5x10 3/f2’5 rad/VIIz above 10 Hz,

where f is the frequency) . The major features that could be

resolved were resonance peaks in the range 20—60 Hz with maximum

rotations of ‘ 4xl0’6 rad/VHz, and a component at frequencies

below 2 Hz going like l0~
’4/f2 rad/ VHz. The typical peak—to—peak

excursions that occur in a 20 sec interval were of the order of

2x10 3 rad . A SQUID on such a buoy whose axis is oriented

perpendicular to the earth ’s field would therefore see excursions

as large as 100 7.

A more recent report of the rotational motions of an air—

borne towed bird [9] shows p—p excursions as large as 0.06 rad .

A study [10) of the possibility of reducing these motions found

- 
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that significant improvements should be possible using either

passive or active stabilization techniques. The difficulties

involved are considerable, however. For instance the 5mass stablized5

passive technique involves supporting the sensors with a spherical

air bearing . The center of mass must be accurately centered - - -

relative to the bearing , or else up—and—down motions translate into

rotations. In a SQUID system one has a continuously evaporating

reservoir of liquid helium whose center of mass is ill defined and

changing with time. An active system, with control surfaces

servoed within a feedback loop, would face added problems due to

stringent requirements on magnetic interference.

It previous work [1—5] it was assumed that the SQUIDS would

be used in a feedback mode , and it was demonstrated that with

platform excursions less than 2 x l0~~ rad the analog output

would have sufficient linearity for use in a TRISCON mode. How-

ever ,• it is clear that all subsequent processing of the SQUID

outputs must be done digitally. There seems to be little hope

of obtaining an A—D converter with sufficient dynamic range to

be useful in TRISCON processing. For instance if an 18 bit con-

verter (the highest resolution that can be foreseen in the near

future) was scaled to accomodate the maximum excursions of a

towed buoy (100 7), the least significant bit would correspond

to - 4 x 10~~ 7, which is much larger than the instrinsic device

noise. In a presently available airborne towed bird the least

significant bit would have to be - lO ”2 7

An alternative mode of recording SQUID outputs, that makes

• ~-

7 
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use of the inherently periodic nature of the SQUID response to

magnetic field , has been known for some time.(ll] Here one uses

an up—down counter to directly count the number of flux quanta

that have entered the SQUID ring . Between counts a feedback

loop is activated that provides an analog interpolation corre-

sponding to the fractional flux quanta in the ring . In a

typical system one flux quantum corresponds to 0.05 7 . Since

the interpolated signal lies between ± half a flux quantum , an

A—D converter with only l3 bits resolution would be required

to have the least significant bit lie below instrument noise.

This digitized interpolation could be digitally added to the

suitably scaled contents of the up—down counter to yield a

digitized output with essentially infinite dynamic range.

With a system of the sort just discussed , the critical

requirement on platform rotations is no longer the amplitude

but rather the maximum angular slew rate that can be expected.

On the one hand , the settling time following a flux reset should

L 

be much less than the interval between resets. If the feedback

loop gain has a frequency dependence f~/f~ where is the

unity gain frequency , it turns out that the settling time is

20 KHz , yielding a settling time of ~~~ sec. The towed

buoy of Ref. 6 exhibited peak rotation rates 6xl0 4 rad/sec.

If the SQUID sensitivity is .05 7/flux quantum , the period

between resets would be ~ 2xl0
3 sec, which is a fairly

~~~~~ 2”
~m ” In currently available systems f~ can be as large as

safe margin. Another possible source of error is the lag

8
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between the actual feld at the SQUID and the analog output. It

can be shown that when the field is changing at a rate ~~ , the

difference between the output and the actual field is given by

• l/2I’f
m~ 

Using the parameters listed above we find this offset

can be as large as 2x10’4 ‘
~ .However we shall show in a later - •

section that the “time lag” offsets will not contribute very

much to errors in the processed output.

The characteristic rotational slew rate of an airborne

towed bird could not be determined from the data given in Ref.

9, but it is no doubt considerably greater than for an under-

water buoy. On the other hand with the latest generation of

ultra—low noise SQUIDs it should be possible to push 
~m 

to

300 [(Hz (the maximum is determined by SQUID noise 1121).

The most important remaining questions about the flux—

count ing mode are whether the linearity , freedom from backlash ,

etc. will be as good as for the feedback mode. This uncertainty

exists because rather large currents can be developed in the

input flux transformer , in the former mode of a operation ,

whereas in the latter mode the current remains small. Only

further experimental work can answer these questions.

I
III. PROCESSINQ~~j~_~QUID OUTPUTS

Let H be the magnetic field in the reference frame of

the SQUID sensors. Since this frame is subject to random,

• unknown rotations, the direction of H changes randomly and has no

significance. The three SQUID outputs V1, V2, V3 can formally

9
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be represented by a vector V. The axes are nominally aligned

with an ideal orthogonal coordinate system, and the gains of the

three systems are adjusted to be nearly identical. There exists a

matrix of the form that transforms V into a vector measured

along the ideal axes. Here ~ is the identity matrix , and R
contains all the deviations from ideal: the diagonal terms

represent relative deviations of the gain of the three sensors

from their nominal value, and the off—diagonal terms are of the

order of the angular deviations of the axes from the ideal

coordinate system. A prototype system [2] had deviations from

orthogonality no greater than 2x10 4 rad . It seems plausible

that the gains could be matched to about the same relative

precision.

We now suppose that at t—Q the sensors are turned on (or

equivalently, all subsequent readings are subtracted from those

at t0). If the components of H are measured along the set of ideal

axes mentioned above, we have

11(0) + (~+~)V. (1)

Likewise the change H in the ~~~nitude of H after t—0 is defined :

101 — i~~ 0~ I + ~ H. (2)

• After squaring Eqs. 1 and 2 and equating the results, we find

AH — (2A V + t (
~ +R) V] 2)/2 ll i(O) I,  (3)

10 
—
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where A — (~+~)H(0). 
(‘b’ is the transposed matrix.) In Eq. ~

a correction to All of the order of ( aH)2/IH (0) has been neglected.

Since 111(0) I is approximately the earth ’s field He~ 
and 8H could

not conceivably be greater than 10’~ He? this approximation is

very good.

According to Eq. 3 the scalar quantity ~H can be deduced

from the SQUID outputs if 0(0) and D are known. A great simpli-

ficat ion would result if we were relieved of the necessity of

explicitly evaluating ~~~. Accordingly we consider the following

approximation of ~q. 3:

All ’ = (A V + V2/2)/IAI (4)

Note that Eq. 4 contains only an implicit dependence on

via the vector A. We will show that A can be determined with

adequate precision even when Q is not explicitly known. Assumina

that A has been correctly determined , there remain the following

error s that result when Eq. 4 is used instead of Eq. 3:

(1) ~H’ differs by a constant factor 111(0) 1/IA I from the true

value all. This amounts to an uncertainty in the overall

proportionality factor between system output voltage and

magnetic field of the order of some linear combination of

— elements in D, which should be acceptable in any application.

(2) The lowest order error in All’ due to ~ is given by

- . 
. bH ~H — All ’ ~ V (

~
V)/He•

The magnitude of V is primarily governed by rotations of

11
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the platform, V eH~. Calling d the appropriate average

of the elements in ~~ , we have

- e2ued. (6)

Using d 2xlO”4 , 8(peak) — l0 ’
~ rad as is the case for

the towed buoy , we find öH(peak) - l0”
~ ‘v . In a 10 Hz

bandwidth the instrument noise (l0~~ 7/s/Hz) would mask such

errors by a factor - 3. —

(3) The technique for determining A, which will be discussed in the next

section , results in an incorrect value when ~ 0. In

Appendix A the magnitude of this error is estimated , and

the resulting errors in All’ are evaluated . Briefly , it

is shown that there is a relative error in the magnitude

of A given by a linear combination of elements of ~~~. Such

an error only, has an effect on the second term in Eq. 4,

and can be shown to contribute an error of the same order —

as that of Eq. 6. The error in All’ due to errors in the

~~~~~~~~~ direction of A is shown to be - B3Hed t which is negligible

in comparison with previously discussed errors.

In conclusion , we find that as long as the angular excur-

sions of the sensor platform do not exceed “l0~~ rad, it is

possible to ignore deviations from orthogonality of the order

of 2xl0 4 rad and less. In subsequent sections we therefore

assume ~—0 , and consider the problem of determining A. An

• 
- extension of the processing to take account of finite ~ will be

outlined in Sec. IV.
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We assume that there is no input to our processing system

other than the sensor readouts V. Our problem is to determine

A using a sequence of values of V resulting from rotations of

the platform. It is illuminating to consider this problem in

the limit AH’—O , that is when the total field remains constant

during the rotations. In this case the vector V has its origin

on the surface of a sphere, and its tip traces out a path on

the surface. The problem is to locate the center of this sphere

(at —A) . In principle any three points on the surface are suffic-

ient to locate the center. In practice there are uncertainties in

the readings of V, and a better approach is to use some sort of

average of the information contained in many samples. Even so,

there will be a finite error in the computed value of A , and this

will translate into errors in All’ calculated from Eq. 4. The

magnitude of these errors constitutes some sort of figure of merit

of any scheme used to determine A; we will refer to this component

of uncertainty as the processing noise in the system output.

In Eq. 4 All’ is not in fact equal to zero even if A is known

exactly. We can identify the following contributions to AH’ :

(1) Sensor Noise: If we call VN the contribution to V due to

noise in the SQUIDs, it can easily be shown that the

resulting contribution to All ’ is just the projection of

!N along A , which we can call V~. Note that the rms

average of V~ is the same as the noise in a single channel ,

• 
. 

- l0 ’
~ V/VHz.
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(2) Geomagnetic Noise: In the frequency range of interest this is

mostly due to lightning strikes, whose electromagnetic energy

is propagated over great distances. It is quite variable from

day to day, and we shall use values described as moderate

levels in Ref. 13: - l0 37A/Hz around 1 Hz, falling to -

3xlO ”47,Mlz at frequencies above 20 Hz. (High” levels can

be 50 times greater.) A significant fraction of the total

energy is in the form of narrow , large amplitude spikes due to

nearby lightning . This means that some of this noise can be

removed with non—linear processing techniques [131 or by visual

inspection. Nevertheless it is clear that geomagnetic noise

will completely dominate sensor noise discussed above. This

remains true ~n the frequency range of interest even at depths

200 m beneath the sea surface ; the noise is attenuated by a

factor - 2 at 1 Hz, - 10 at 10 Hz.[14) However, the spikes will

be almost completely removed.

(3) The gradient in the earth ’s field , which can be as large

as l0 2 7/ft, will result in a linear increase of aH ’

with time, proportional to the velocity at which the plat-

form is being towed. Fluctuations in altitude or velocity

will contribute to the noise in all’, probably at a level

intermediate between (1) and (2) above.

(4) Signals: The processing system has no way of distinguishing

components of £0’ which may be of interest to the operator

from the noise sources mentioned above — that is, we are

“signals” than of noise.
~~~ assuming that one has no more a priori knowledge of the form of

14
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The above contributions to A ll’ lead to the following

version of Eq. (4):

H
~

(t )  — Hx (O) + ~t = (A ~ + v2/2 /IA I . (7)

Here all of the noise and signal components are lumped together

as Hx~ 
The average of H

~ 
is assumed to be zero. H

~
(0) must be

included explicitly since the definition of V implies that the

RHS is zero at t0.

IV. ~~~~~~ T~Q~ _OLT~ PROCESS PARAM~!~~~_BY_LEAST
_SQUARES

Equation 7 can be rewritten as follows:

5
— (E  A

~
V
~ 

+ V2/ 2 ) / I A I .  (8)
i—i

Where we have defined A4 = IA I , V4 — 1, A5 — — IA IfI,

V5 — t.. The remaining terms (i—1.2 ,3) are vector components.

The least squares solution for the parameters A i is defined as

that which minimizes the mean square average of the RHS of Eq. 8

for a sequence of V’s. The least squares solution for the

should tend to the correct values as the averaging period becomes

large , provided that lI
~ 

is not correlated with the platform

motions. Since this is presumeably true both for “signals” and

“noise” we feel that no generality is lost in combining the two.

Formally, we require that

— 0, i 1,2,. .5 (9a)
• ~~~~~~~

. 

_ _ _ _

where S — ( EA LVI + V2/2)2/A2 (9b)

and A2 - A~ + A~ + A~. (9c)

— -- - _,~. -

—

~~~~ I 
_ _ _ _ _ _ _ _  
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The bar signifies a time average.

Equations 9 can be rewritten in terms of the elements of

a 5x5 matrix ~ and a 5—componment vector 8:

5
E M

~~
.A .  — SA . = B~ i—l,2,3, (lOa)

j=l ~~ 1

5 M 13A
3 

= B 1 i=4 ,5 ( lOb)

i—i  ____

where M1~ = V~V~ (b c)

B. — V1~~/2 (lOd)

Note that Eqs. bOa and lOb are not l inear  in A , since S is itself -j

a complicated function of A via Eq. 9b. We have not found any

straightforward means of solving Eqs. 10 in the general case.

In Appendix B we show that the importance of the tern proportional

to S in (lOa) is governed by the dimens ionless parameter x:

x2 — H
~
(rms)/(H

’
~~~ . (11)

When x exceeds some critical value the full non—linear set of

equations must be solved. However , for sufficiently small x

the non—linear term can be dropped with no significant loss of

L 

accuracy . Computer simulations, described in a later section,
• show that the critical value of x lies between 0.3 and 0.5, depending

on other system parameters. Reasonable estimates for H
~
(rms) are

l0 2 7 in air , 5x10 4 7 at a depth of 200m , both assumming a

moderate level of atmospheric noise. Then the linearized version of

Eqs. 10 can only be used when is greater than ‘
~l0

’
~ rad

16
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- I and 2x1& 4 rad , respectively. This criterion is certainly met for

airborne towed birds , and is ma rginally satisfied for an underwater

towed buoy. -
The first algorithm we have considered breaks the input data

(the Vi) into blocks of N samples. The matrix elements Mij
and B~ are accumulated within each block , and the linearized

version of Eqs. bOa , lOb is inverted to obtain an estimate of the

A~. Finally, the ori g inal data (which were stored in memory) are

used to compute H
~
(t) via Eq. 8 for the whole sequence of N

samples. This is Just the residual of the least—squares fit , and can

be divided into two parts: (1) the actual signal and noise compon-

ents that were present, and (2) errors due to deviations of the

A 1 from their true values. We refer to the latter as “processing

noise”. It turns out that the processing noise scales linearly

with Hx (rms) , and consequently has no analog in a scalar magne—

tometer. (The instrument noise of the latter would not be affected

by the level of external geomagnetic noise.)

It can be argued that the processing noise need only be

somewhat less than the external noise. However , two properties of

geomagnetic noise imply that instrument sensitivities well below the

• ambi ent noise levels could be used to advantage:

(1) It is non—Gaussian in its amplitude distribution , as a result

of the “spike” features. A non—linear noise processor described

in Ref. 13 was able to effectively remove these spikes, resulting

in a 10—20 dB reduction in the “effective” geomagnetic noise

level. Such a scheme would ultimatel y be limited by the

17
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processing noise component (or sensor noise, if it is greater)

of the TRISCON output.

(2) It is highly correlated in space. This means that the out—

puts of two separated magnetometers could be combined in

such a way as to significantly reduce the geomagnetic component

but retain full sensitivity for the “signal” component. Again ,

it is desirable that the overall instrument noise level be well

below H (rms).x
It should be noted that with the algorithm outlined above

one must wait N sampling intervals (p lus  the computer time

needed to invert ~~ , etc.) between initial data acquisition

and display of the processed results. Hence , it cannot strictly

be said to operate in real time , even though the delay might

not be more than half a minute . An approach was outlined in

Ref. 7 (and implicitly in Ref. 4) that gives an output in real

time . The idea is to have an initial calibration period in

which one calculates A. This A is then used to calculate All for

all subsequent readings of V. The most significant problem with

this approach is that there is no room for adjustments to be made in

response to changes in the actual system parameters (especially

changes in H due to fluctuations in tow ing speed). It will also be

shown below that even without such changes the overall processing

noise can be significantly greater when an initial determination

of the parameters is used with subsequent data. •

To conclude the section on least squares processing, we

will outline the procedure by which this general technique can

18 ‘ 
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be extended to more complicated situations. An obvious example

is the possibility that the non—orthogonality and gain non—uni-

formity cannot be ignored. In conversations ‘with the vendor of

a previous system , we were informed that a relaxation of the

requirement that these terms be less than 1O 4 could reduce

the price of a system by a factor of 2. It would then be neces-

sary to include these terms in the processing . It is convenient

to rewri te Eq. 3 as fo1bows~

AH z (A V ÷ V ~~~V + V 2/2) /A (2 0)

where 2 E = + p + ~~~p. (21)

The er ror  matr i x  ~ has ~ independent terms ; 2 associa ted with

the lack of gain uniformity (diagonal terms) and 3 associated

with deviations from orthogonality (off—diagonal terms) [7) .

The same is true of E we can , for instance , take it to be a

symmetric matrix with one of the diagonal elements equal to zero.

Suppose we label the independent elements, in no particular

order , A6 through A10. As before , we define the error function

S = AH2A2;

10
S = ( ~~~ A 1f~ + v2/2 2 (2 2)

i—b

The functions f1 were defined previously for i = l—5 .f~zv~ for

i = 1,2,3: f4 = 1, f5 = t. If we had defined A6 = E11, A7 =

E12 = B21, etc. we would have f6 V~, f7 = 2V1V2, and so

• on. Minimization of S is formally similar to the set of linear

equations (10) , with Mi] — 
~~~ 

and B1 — — fiV
2/2. Note

- I - ~~~~~~~~~~~~~~~~~~~~~ 
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that the computational requirements have significantly increased;

there are now 55 independent elements of ~ to 1 evaluated

(compared to 15 when orthogonality errors are ignored), and

many of them involve 4th order products of SQUID readings.

Solution of the set of equations by the method of Gaussian Elimi-

nation [151 requires of’ the order of 2N3/3 floating point multipli-

cations — ie, around 8 times more operations when N = 10 than

when N = 5 (N is the order of the matrix of coefficients).

Another interesting possibility (suggested by C. Sinex)

is to simultaneously process the sensor readings of two separate

triaxial sys tems , mounted on individual platforms. If they are

separated by no more than, say , a mile or so, we would expect

the geomagnetic component of the outputs to be nearly identical.

(Geomagnetic noise-is correlated over large distances.) It is

therefore reasonable to construct the error function

S = A2 ( A H 1— All2 ) 2 
= ( 

~~ 
(A 1~V~J — A21V2~) + (V~—V~)/2)

2
. ( 23)

i.1

Here the subscripts (1) and (2) refer to the components of

the d i f f e r e n t systems , and we have ignored deviations from

orthogonality. Equation 23 can obviously be cas t into a form

similar to (22) by appropriate identification of terms , and a

least squares solution involving a lOxlO matrix of coefficients

can be simultaneously obtained for the offsets of the two

systems. This requires significantly more computation than

would be involved in independently processing each system.

However , it should yield a more accurate determination of the

~

‘ 

-
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(to the extent that All1 and All
2 

are correlated ).

V. ~~~~~~~~~~~~~~~~~~~~~ LEAST SQ~ A RES PROCESSING

Computer simulations of the algorithm suggested above are

of course desireable simply to demonstrate that it works. Beyond

that , simulations can be very useful in characterizing the way

that external noise translates into processing noise. The

connection between these two is quite non—linear and not easily

subject to mathematical analysis. A large portion of the simu-

lations therefore were concerned with determination of the

• frequency spectrum of the processing noise as a function of the

spectrum of external noise, processing algorithm , etc.

Many of the details of the computation techniques are given

in Appendix C. A total field consisting of the earth ’s field,

5xl04 7, a randomly varying external field 
~~ 

and a linearly

increasing component was assumed. A series of random rotations

were generated , and the SQUID readings that would result from

these rotations were computed. It was assumed that the SQUID

axes were perfectly orthogonal to one another. The rotations,

as well as H~ , were derived from a random number generator

with a norma l distribution , and their power spectral density

t had the Lorentzian form - (1 + (w T)2J~~~. Here w is the
angular frequency , and r is a characteristic correlation tune.} - 

By varying r we could cover the range of statistics from uncor—

related (‘—0) to a random walk (~))T).

21
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The simulated SQUID data were analyzed using the least

squares algorithm discussed above. The processing noise

associated with each point was found by subtracting H~ from

the residual of the least—squares fit. For each calibration

interval (N points) the deviations of the calculated A1 from

their true values were evaluated. In order to get adequate

statistics for the rms average of these quantities it was some-

times necessary to use as many as 50,000 points in the simula—

t ion.

In Fig. 1 we show how the processing noise depends on the

parameter x for a few values of the correlation times, all with

N—100. We see that there is a sharp increase in the normalized

processing noise, when x exceeds some critical value, which does

not depend much on the magnitude of the correlation times. For

x less than this critical value (0.3—0.5) , H~~ is proportional

to the driving noise H
~
.

Figure 2 shows the dependence of Hpn (rms)/Hx (rms) on the

number of points N used in the f i t ,  for various correlation

times of the noise and rotations. A number of important conclu-

sions can be drawn from the graph: When N— 5 we find H~5(rms)

H (rms ) unde r all conditions. This is an artifact of the defi—

niti ’n of 0pn and does not mean that one has an adequate

signal/noise ratio. It can be shown that the beast squares

formalism for N-S reduces to the requirement that the RUS of

Eq. 8 be zero for each of the 5 values of V. The output of the

processor will be identically zero at all times, demonstrating

22

-_ _  
—5- -— - t

• —.- - — -—-• -~~,.‘• — - • - — — - . • ~ - • - - - - - - -——•—— --— - -——-  - — - 5 - --.- — -5-—

•

~~~~~~

- .--—---- -— -- - -S  -- .- -~~~~~~~ •-— •~~~~~~~~— - - --- -- - - - - 5- -. .-- -



-- --5--_— - --- - - - 
~~~~

. --——— 5-- - .-—- --- .- -- -- --. - - - -S -- - - - --

— 30

Lu(I)
5 10-

X TR= O, T N = O  
.
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: i

0 Tp~~~ O, TN 5 .

. 0
Lu 3.0 — ../  

—

• T~~~~O, TN =20
a. .1

:~~~~~~~ 

:.T.T:T::.~~~~

0.03 0.1 0.3 1.0 3.0

LINEARIZATION PARAMETER x
Fig. 1 — A plot of the mis processing noise, normalized to the rms ex-
ternal noise, as a function of the parameter x (defined In Eq. 11). The
“residual” processing mode was used. TR and TN are the correlation
times for the platform rotations and external noise, respectively, in units
of the sampling interval.
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a’ a~0 TR = V , TN = U

0 T~~~~~
= 20, ‘TN = 0 0

~~~0.03 - x ‘TR = O ~~
’TN = 5

~A TR = O , TN =2 O

0.01 I I I

10 30 100 300 1000 3000
NUMBER OF CALIBRATION SAMPLES

~~~~~~~~~ FIg. 2 —  The mis processing noIse, normalized to the mis external noise, as
a function of the number of samples used in each calibration interval. The
“residual” processing mode was used, and TR and rN are defined as in Fig. 1.
The open points correspond to the algorithm discussed in the text, and the
solid points result when the “initial offset” fitting parameter is omitted. The
linear portlons of the dashed lines follow Eq. 12.
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that 5 equations in 5 unknowns can be solved — but not providing

us with useful information . Of course, one might be willing to

sacrifice information about H
~ 

during an initial calibration

interval if the computed values of the A i could be used with

subsequent SQUID data to calculate H
~
. This is essentially the

approach used in Ref. 7. Some criticisms of this general approach

have already been given — we mention here in addition the fact

that with such a small number of samples the determination of the

A i is not very accurate, and thus the processing noise will be

quite high. In some simulations of this case [8J at APL by Dr.

Sinex it was found that the processing noise is usually much

greater than the external noise.

In the context of the algorithm used in this work, ~~~ is

meaningful only when N>>S. We see in Fig. 2 that the processing

noise falls monotonically with increasing number of points used in

the fit, eventually approaching a dependence that is well approxi—

mated by:

1S T  + 101 1/2
Hpn (rms) • H,~(rms) ~~~~~~~ . (12)

Here “N is the correlation time of the noise in units of the

sampling interval At. It is somewhat more illuminating to

write this equation in terms of actual times: T — NAt is the

time interval of each least—square fit, and TN — T
H

At is the

correlation time of the noise:

+ At 1/2
Hpn (rms)/Hx (rms ) ‘[, ‘im~~J (13)
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This equation can be used to help decide on the optimum sampling

interval , for a given correlation time and calibration interval:

at should be less than TN/2v but need not be significantly

less. On the other hand , a longer ~t places less stringent

requirements on the computing speed , memory requirements, etc.

Previous discussions of a least—squares approach [3—5 , 81

have ignored the term A4 (the initial offset) in Eq. 8. This

has the adv n’age, of course, of reducing the order of the matrix

that must be inverted; however , our simulations of the simplified

algorithm show that the resulting processing noise is much greater

than when the full algorithm is used. Some representative

results of these simulations are also shown in Fig. 2.

The results for 5pn are independen t of the assumed rate of

change of the total field, up to rates at least as large as

0.03 y/sample. It is not known what mechanism sets this limit.

It is helpful in interpreting the results of Fig. 2 to pre-

pare a sort of error budget, wherein contributions to 5pn ~~
specific errors in the A

~ 
are separately evaluated. Referring

to Eq. 8, we make the following breakdown:

(1) The error am in the direction of A results in a mean—

square contribution to (here rn is a unit vector in

the direction of A):

H
~n

(l) = ( A m )~~~ — (am) 2H~9
2. (14)

(2) An error ~A in the magnitude of A leads to a contribution

from the second term in (8):

26
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H~~(2) = 
jAAL 2 ~ 

= AA )2 ~~~~ (15)

(3) The error  in A4 (the initial offset) contributes direcs- ly

toH pn

H~~ (3) = ( ~A4)
2/A2. (16)

(4) An error in the rate of change of All , when averaged over

the N samples, yields:

H~~ (4) — ( AA 5)
2 N2/3A2. (17) -

The simulation program computed the mean square errors in rn,

A , A4, and A5, as well as the overall processing noise, for

a large number of calibration intervals. In Table I we list the

corresponding expected contributions to H~~ as calculated from Eqs.

14—17. When the driving noise lI
~ 

is uncorrelated i-~=0) , all of

the terms are roughly of the same magnitude. The sum of the individ-

ual contributions is greater than the overall processing noise.

The discrepancy between the “wholes and the sum of its parts

becomes more pronounced as the correlation time of the rotations

increases. One can see how this might happen as follows: in

a system with a long correlation time the vector V might trace

out something like a simple arc on the surface of a sphere during

a calibr~~ ion period. If Am is predominantly perpendicular to

this arc it will not contrib te much to Hpn 
— certainly not

as much as Eq. 14 suggests. On the other hand the locus of

points V will cover a patch of the sphere more uniformly if

- - 27
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TABL E I

TR O T R = 2 O  T
R

O T
R

O

Source of error — 0 “N = 0 “N 
— ~ T

N 
— 20

Direction of A .046 .12 .029 .017

Magnitude of A .031 .10 .023 .015

Initial offset (A
4
) .063 .078 .34 .78

Rate (A5) .039 .11 .37 .‘75

Overall 
~~~~~~~~~~~~ .050 .055 .19 .42

Mean—square errors in the system parameters determined by least

squares, for various values of the correlation times “R and

(of the rotations and noise, respectively) normalized to the

sampling interval. The numbers given are the mean square average

of the cont~ribution each error would make to the overall proces-

sing noise, using Eqs. 14—17 , normalized to the mean square input

noise. In all cases N = 100, x < 0.1.

4
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the correlation time of the rotations is small (all other things

being equal). To achieve the same average contribution to

the latter case requires a smaller magnitude of ~rn . These ob—

servations underscore an important point: it is not the errors

in the A 1 that matter , but rather the errors in the overall

output of the processor.

If one were to use the values of A i determined from an

initial ~calibration
M data sequence to compute All for subsequent

readings, it is likely that the mean—square processing noise

would eventually be the sum of the individual contributions

outlined in Table I. Using the examole of the previous para-

graph , V would eventually become parallel to am , and Eq. 14

would correctly describe the the contribution of the error in

di rection of ~ to ~pn’ 
as would Eqs. 15—17. The total mean

square processing noise would then be of the order of the sum

of the individual components, which is significantly greater

than when new values of the A i are comr~uted during each

calibration interval.

It can also be seen in Table I that as “N gets large the

total processing noise is dominated by errors in A~ and A5.

These errors contribute primarily to low frequency components

of H
po• 

In practice one may only be interested in frequencies

above some lower limit: for instance if a detector moving at

velocity v passes at closest approach within a distance d of a

target dipole, 85% of the signal energy is at frequencies above

v/2,d.’ ~t is also possible that the effective correlation time

29
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for geomagnetic noise might be much greater than any reasonable

calibration interval. The data of Fig . 2 imply that in this

case the processing noise can never be less than the external

noise.

The residual of the least—squares fit , which we have taken

to be the output of the processing system, is by definition the

best estimate of H
~ over the entire sensor bandwidth. The

considerations of the previous paragraph suggest that a best

estimate of B,~ above some lower frequency limit is more desireable.

The follow ing approach was therefore considered: The processed

output within each calibration interval is given by:

H~ (t) — H~ (0) + + v2/2 /IA I (18)

H~(0) is not the fitted initial offset (A 4/ JAJ) but rather is

chosen to make ~~ continuous from one calibration interval to

the next. This is accomplished by using the parameters of the

previous interval to calculate for the first point (defined

as t—O) of the current interval. We will use the term cumulative

to identify this type of processing , since the output within each

calibration interval builds upon the previous one. Notice that the

processing errors also accumulate — the error in the initial offset

in each calibration is propagated , along with an additional error

due to errors in the calculated A , into the next calibration

period . Thus the difference between the processed output and

the true external field follows a random walk process, and g rows

g 

without limit. This should lead to a low—frequency dependence

30
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of the spectrum of the processing noise that goes like C2 or

faster. Note also that H~ includes the linear increase in

total field , in contrast to the residual. For these reasons

H
P 
would probably be passed through a high—pass filter prior

to further analysis.

The cumulative processing scheme has been simulated on a

computer in a similar manner as for the residual processing

scheme. Since the total processing noise is unbounded , the

frequency dependence of the processing noise must be calculated .

A particularly interesting case is that where the correlation

time of the external noise is much greater than the calibration

interval T. Figures 3 and 4 show the power spectrum of the

processing noise in this limit for a series of sampling rates.

The following general conclusions can be drawn :

(1) At very low frequencies the processing noise more or less

tracks the external noise — that is, depends on f r e quency

roughly as C2 (or slightly faster). It can lie well

below the actual external input down to frequencies much

less than T 1 
— ie , the cummulative processing output

is meaningful even for features that extend over tens of

calibration periods.

(2) As the sampling rate ( at)~~ increases the processing noise

is reduced (keeping T fixed). This is intuitively reason-

able, since higher sampling rates provide more information

to work with. However once at is comparable to the correla—

tion time of the platform rotations, the improvements with

.~i
31

I 
_ _  

- 

~

- _ -

I__ S - 5— 5_ - ----- - _ - _ _ - - -5 - - - , - _ .‘_,5=______,_t~
__

~____.___ _ — - —5——— — -—-5-—-— - -— -5—— - -
5 - - -— —--- —-- ____________________ 

___________



10 I I
V
\ T = 6 4 TR

~~~~ ‘5 “S

V ‘4
’

V ~44
V 4’

< 3 0-  ‘4
EXTERNAL NOISE

4 

—

0.5 ~~~~~~~~~

0

~~~~~.0.03 I I I I I
0.03 0.1 0.3 1.0 3.0 10

FREQUENCY f l_ 1J
Fig. 3— A plot of the power spectral density (PSI)) of the processing noise,
as a function of frequency, for the “cumulative” processing mode. The ex-
ternal noise is assumed to have a PSD f2 . Ic, it has a correlation time
much longer than the inverse of any frequency of interest. Frequency is
measured in units of l/T, where T is the calibration interval. Results are
shown for various sampling rates (~ t)

1, where ~t is normalized to r~, thecorrelation time of the platform rotations.
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further decreases become marginal (especially at low fre-

quencies). Hence sampling ra tes  h ighe r  than T R would

be necessary only if s ignal  i n f o r m a t i o n  at h igher  frequen-

cies were  desired .

(3)  Very r o u g h l y ,  the processing noise dens i ty  scales as T 1 
—

ie , one should make the c a l i b r a t i o n  period as long as pos-

sible consistent with other system constraints.

The cumula tive process ing algor ithm was also tested w ith

the correlation time for both the noise and the platform oscil—

la t ions  being much g rea te r  than the ca l i b r a t i on  period . Here

we found that  the processing noise is comparable to the exter-

nal noise at all frequencies down to the lowest that were moni-

tored ( .03 T 1) . This result was nearly independent of the

number  of samples in each c a l i b r a t i o n  in te rva l (as long as it

was >> 5). This is a s u r p r i s i n g  resu l t  and should be checked

f u r t h e r .  We did establish that  the processed outpu t  is not

iden t ica l ly  zero — a condi t ion  tha t  could produce the observed

re su l t s  as was di scussed above in connect ion w ith the case N~ 5.

In the event of correlation times >> T -  Eq. 11 for  the

parameter  x is no longer m e a n i n g f u l  since the rms values of

and/ or e are not defined within a calibration period . It is

plausible  tha t  the rms quantities be replaced by their average

excursion during the calibration . This is given for  H
~ by

t ( A H x
) m s  ! (yG

~
(f) f) , (19)

where G
~
(f) - f 2 is the PSD of H

~
. Note that the average

_ TE l -~~~~
_ 

_  _ _
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excursion increases as T112, as is characteristic of a random

walk process. It was found that the cumulative processing scheme

breaks down at x ) 0.3, in qualitative agreement with the results

of Fig. 1, when the correlation times of both the rotations and

noise are >> T. Here x is defined in terms of mean excursions,

rather than mis values , as was discussed above.

Finally, we have compared the cumulative and residual proces-

sing modes in a situation where both can be used — ie, where the

calibration interval is greater than any correlation times. An

example is given in Fig . 5. Note that the residual has lower

noise only at frequencies < 0.1 T 1, for the particular para-

meters used.

VI. ADAPTIVE DETERMINATION OF THE PROCESSING PARAMETERS

we will use the term adaptive processing to describe any

scheme in which the parameters A
~ 

are continuously updated

according to some algori thm. The details of this “feedback

algorithm can be varied indefinitely, but there are some uni-

versal features of adaptive processing that are independent of

the specific algorithm. An initial estimate of the A 1 
must be

supplied ; they will then decay toward their correct values more

or less exponentially. Quite generally , when there is noise in

the total external field it will translate into errors in the

corrections made in the A
~
. As a result the offset parameters

• will fluctuate randomly about their correct values after the

initial decay is over , and there will be errors in the processed

output of the system.

_ _ _ _ _ _ _ _ _ _ _ _ _ _  — 
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I
The general prescription for choosing a feedback algorithm

starts with an error function S~ we might use, for instance,

4
S ( 

~~ 
A
~
Vj + v2/2 2/A2. (24)

i~l

This is similar to (9b) with two differences?

(1) The terms corresponding to a linear increase in total field

(A 5,V5) have been dropped . These involve an explicit

dependence on t, while adaptive processing is meant to

operate continuously, independent of the choice of an origin

of time - This does not mean that one can ignore the pos—

sibility of a constantly increasing total field , but simply

that the error function used in the Least Squares Processing

is not suitable.

(2) The er ror  func tion is not an average over a numbe r of samples .

The correction that is applied to the A 1 to make them

converge toward their correct values is proportional to

— oS/ ôA
~
, evaluated at each data sample. From Eq. 24 the

corrections IA
~ 

have the form?

= — K1(V1 
— A~ 

_4~_) ~~~~~~~~~~~ izl ,2 , 3  (25a)

ÔA = — K £H (25b)4 2 A
4

where ~H — ( E AiVi + V2/2)/A. (25c)
i—l

It can be shown 1161 that continuous application of these cor—

rections will cause the A i to converge to the same values that

‘ a least—squares minimization of S would yield. In Refs. 4—6 a

37
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generalization of Eqs. 25 was considered , wherein averages of the

RHS were used to determine the corrections 6A 1. When the averaging

time was too long it was found that the system became susceptible to

runaway instabilities. On the other hand there are no obvious

arguments against making the averag ing time short, and in the -

present work we have restricted our attention to the case of a

correction being made after each sample (nl , in the notation of

Ref. 6).

To estimate the rate at which the offset parameters con—

verge toward their final values, we suppose that one of them,

say A1, deviates by an amount ~A1 from its correct value.

If the others have the correct value and there is no external

noise we have ~H = V1 s~A1/A. (We are assuming that AH is

sufficiently small that the second term on the RUS of (25a) can

be neglected . When there is external noise present ~H is

finite even when ~A = 0. In this case neglect of the second

term in (25a) is justified only if x << 1, with x defined in

Eq. 11.) Then the correction 8A 1 is

V~
~A — — K —

~~~ A A .  (26)
A

This equation formally resembles that for an exponential decay

of *A1 toward zero, except that the coefficient determining

the rate of decay is not constant. An ensemble or statistical

average for the decay constant, or acquisition time, can be

defined , however :

~acq~’ ~ — A2/(K1 V~). (27)

38
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• where ~t is the sampling interval.

If T acg < T R, the correlation time of the platform rota—

tions, Eq. 27 is meaningful only in an ensemble sense. If it

happens that V1 is near zero when the processing system is

initiated , A1 will not be corrected at an appreciable rate

until V1 becomes comparable to its rms value. Since this will

require of the order of the correlation time T~~~~, we can say

that sets a practical lower limit for the convergence rate

of A. In Fig. 6 we show the results of simulations of the

algorithm discussed above which confirm these ideas. We plot

an average decay constant for the direction of A (the reason

for considering only the direction is discussed below) as a

function of T acq as defined in Eq. 27. It is apparent that the

decay constant is reasonably well fit by Tacq +

When 1
~acq 

becomes of the order of just a few sampling

intervals , there is a significant probability that the instan-

taneous factor multiply ing LA
1 

in (26) would exceed unity; in

this case the correction applied to A1 is too large , and in

fact could result in a larger I LA 1I than before the iteration .

This leads to the possibility of an exponential runaway of one

of the A~ from its correct value , as was observed in the present -

work and also in Refs. 4—6.

A rather serious problem with the adaptive approach follows

f rom the fact that the averages of V~, and consequently the

rate of convergence of the ~~ can vary widely among the three

SQUID axes. For instance if A is approximately in the direction

39
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of the 3rd axis, we would have V~ ~~~ e2A2 , and V~ ~ 3(0 2 ) 2A2 .
The rate of convergence of A

3 toward its correct value would

be - times slower than for A1 and A2, if the same value

of is used for all axes. It might be possible to dynamically

adjust K1 to the rms sensor outputs that are actually present

dur ing a run , but this would add considerably to the complexity

of the algorithm .

An alternate approach , which was used in most of the simu-

lations in this work , is to suppose that the magnitude of A is

known with  sufficient accuracy that it need not be determined

adaptively .  From Eq. 4 we find that the error in ~H ’ due to

an error ~A in IAI is

H ~ — V2 ÔA/2A 2 ~ 
— 8A/2. (28)

IA I differs from the earth ’s field by a factor involving some

linear combination of the elements in ~~~. Since the earth ’s field

can be determined to high accuracy with an auxilliary scalar

field magnetometer , it is reasonable to assume that A can be

— known to a part in lO s. The maximum excursion of e that was
observed for the towed buoy , lO~~ rad , would result in an error

5xl0 5 y in the processed output. We can estimate the spectral

density of e2 in the vicinity of 1Hz , say , by multiplying the

in—band noise in e by the peak excursions of e. For the towed

buoy these numbers have upper limits - ]0~~ red! s/Hz and 
- lO~~

rad , respectively . If IA I  — 5xl04 Y , we find that a 0.1% error

in (At would lead to a noise contribution - 2xl0 5 Y/.,/Hz..

41
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The remaining term in (4) depends only on the direction of

A, which we denote by the unit vector rn. In most of our simu-

lations of adaptive processing , we used the algorithm

~
mi — — K V1 (in V 4- V2/2A), i=1 ,2,3, (29)

which is basically the same as (25a) , to adjust the direction

of rn; during each iteration the magnitude was also adjusted to

keep it unity . Note that once rn is near the correct direction

the adjustments (29) have a small effect on its magnitude since

V is approximately perpendicular to in. Eq. 29 can be written

in terms of components parallel and perpendicular to the direc-

tion rn:

arn~~~~— K V j~~ H, (30a)

= — K V~ ~H, (30b)

where ~H = in V +V2/2A . (30c)

The part of (29) corresponding to (30b) serves to change

the magnitude of in; such changes are subsequently counteracted

by the subsidiary loop which keeps I!I—1 , so that (30b) has no

effect. Changes in the direction of in are governed by V~ . The

acquisition time (for achieving the correct direction) is T acq

f ~ 2 At/K V~). Note that this contains no explicit reference

- I to the direction of in relative to the coordinate axes. Thus the -

pendent of the orientation of the coordinate system.

acquisition time for the direction of A is well—defined and m dc—

42
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In our simulations we tried passing the adaptively deter—

mined in through a low—pass filter to remove some of the residual

noise, and using this filtered in in (30c) to compute the processed

output. Table II lists a number of results of these simulations.

The time constant of the low—pass filter , when it was used,

was set to be comparable to the acquisition time. The processing

noise frequently had a Lorentzian noise spectrum. It can be seen

from the Table that there was little relationship between the

cutoff frequency of the output noise and that of the input noise.

The acquisition time plays a role in adaptive processing somewhat

like that of the calibration interval T in the least squares mode.

It can be seen that with increasing Tacq the processing noise

at low frequencies (G~~(0)) is reduced , but not as rapidly as

might be expected from the least squares results.

The sequences 1—3 , 7—10 , and 11—14 correspond to increasing

sampling rates, holding all other parameters constant. I’— is

quite surprising , and not understood , that s i g n i f i c a n t  improve-

ments in Gpn(O) are obtained by increasing the rate even when

it is as high as 10 per rotational correlation time (T
R
) .  In

contrast, the least squares processing showed marginal gains

once At was <

All of the results in Table II are for the case of a con—

stant average total field. When a linear rate of change term

-
• 

- was added, the processing noise deteriorated seriously. The

reason for this can easily be seen by inspection of Eq. 25a or

30 a. If ~H is constantly growing , the corrections to A or rn

43
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TABLE II

Summary of simulations of the adaptive processing scheme described

in Sec. VI. G~~ (0) is the spectral density of the processing noise

at low frequencies, and (2w i- pn~~~
’ is the cutoff frequency for those

cases where G~~ (f) had a Lorentzian shape. Where no value for i-~~~~ 4
is given, the shape was significantly different from Lorentzian.

and i- N 
are the correlation times for the rotations and external

no ise, respectively , i- acq and i-LP are described in the text, and 
-

At is the sampling interval.

* i-acq’ i-N i-LP’ i-N i-R’ i-N R” A t G
~~

(0)/G
~
(0). ~~~~~~~ i-

~~

1 0.2 0.2 0.2 5 0.29 —

2 0.2 0.2 0.2 10 0.22 0.13

3 0.2 0.2 0.2 20 0.16 0.10
- 4 0.2 0 0.2 10 0.35 — -

5 5 5 5 10 0.55 2.5

6 5 0 5 10 0.57 1.5

7 0.67 0.60 0.2 2 0.23 —

8 0.67 0.60 0.2 5 0.17 —

9 0.67 0.60 0.2 10 0.145 0.13

10 0.67 0.60 0.2 20 0.145 0.13

11 0.67 0 0.2 2 0.47 —

12 0.67 0 0.2 5 0.29 —

13 0.67 0 0.2 10 0.20 0.15

16..? 

0.2 ::~ 
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I
grow correspondingly, and eventually amount to random fluctua-

tions governed primarily by the platform rotations. To con-

struct an adaptive algorithm that will work under these circum—

stances requires a different error function as a starting point.

An error function that is appropriate to the case of a

uniformily increasing field is

S = [(
~~

H)Hp J 2 — (A V~~ + (V2)Hp/2 — A HT )
2/A2

. (31)

The subscript HP refers to the indicated quantity after having

been passed through a high—pass filter of time constant .

This filtering could be done digitally as part of the processing.

The equations for adaptive feedback are the same as Eqs. 25, with

the substitutions: V~.~,(Vfl~); i 1,2,3; ~H-~( ~
H)Hp ; A4 

= — ARt.

Note that the interpretation of A4 has changed from a measure

of the initial offset (which does not appear in (~~H)8~) to a

measure of the rate of change of the total field.

A first iteration of the algorithm suggested above was

simulated to demonstrate that the idea is fundamentally sound.

A particularly surprising result was that the processing noise

is nearly independent of t — that is, high—frequency information

alone seems to be adequate to determine A with high accuracy.

Although the adaptive approach probably can be modified

to perform as well as the least squares algorithm , the complex—

ity appears to escalate rapidly in assuring convergence of all

-
~~~~ 

- parameters in a reasonable time, adequate performance in a

changing total field , etc For example , another point that
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needs to be considered is the fact that the direction as well

as the magnitude of the earth ’s field will change with time.

This means that V will have an average offset that grows con-

tinuously. While this is not fundamentally objectionable,

(assuming the flux-counting/interpolation scheme is used),

limitations in the dynamic range of the computer will require

that the SQUID outputs ocassionally be reset to zero. Our

initial instincts in this study were to favor the adaptive

approach , because of its apparent simplicity and ease of iinple—

mentation. It now appears that the least squares approach is,

if anything, simpler to use in practice. Furthermore , the

recent rapid advances in microprocessor technology tend to

mitigate what at first seemed to be intimidating feature of

the latter approach: the simultaneous solution of 5 equations

for 5 unknowns. For these reasons the adaptive approach was

not pushed further than the point described above.

VII CONCLUSIONS

Most of the work reported here is concerned with theoreti-

cal, rather than practical , limits on the success of a TRISCON

system. The important conclusions are as follows: The ultimate

noise performance of a TRISCON System is set not by the intrinsic

sensor noise (if SQUIDS are used) but rather by the magnitude and

spectral density of the ambient, geomagnetic noise. The character—
- 

- istics of the platform motions also enter in, but only via their 
-

spectral distribution. In our computer simulations we wished to be

able to cover a wide range of conditions that could occur in

_
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practice. This was done by generating ambient noise and platform

motions with Lorentzian spectral density . By varying the time

constant, or correlation time, the statistics of these quantities

could be made to range from uncorrelated (white noise) to a random

walk (noise density f2). We have found that a variation of the

least squares minimization approach that was termed cumulative

processing works well over the entire range of correlation times.

The worst case, when both the ambient noise and platform orienta-

tion follow a random walk , still resulted in a noise contribution

from the processing no greater than the ambient noise. Under less

severe conditions the processing noise could be well below the

external noise —— i.e. the processed output is an accurate measure

of the external total field variations. The processing noise power

spectral density (PSD) was found to depend on the acquision time T

as - T ’. (In the simplest implementation of least squares

processing , T is the delay between data input and processed output.)

Cuamulative processing always results in a low—frequency PSD of the

processing noise which depends on frequency as f 2 or faster.

This means that the difference between processed output and the

true external field continually grows with random walk statistics.

If the external field itself has similar statisticg, as seems

likely , this drift is not a problem (in the sense that the S/N

ratio is the same at all frequencies). If the external fields do

not have net drifts , the residual processing approach might be

preferable.

The adaptive updating algorithm has an appealing simplicity in

- 

- 
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its most straightforward realization. Howeve r various practi—

cal considerat ions , such as the existence of a linear increase

in the total field due to gradients in the earth ’s field and -

the requ irement for a well—defined convergence time , tend to

escalate the complexity of the processing . In the end it turns

out that adaptive processing is at least as complex as a least

squares approach.

The dynamic range requ i remen ts on the SQUID systems a re

quite stringent- . We have concluded that only a flux—counting/

interpolat ion readout scheme w ill provide a s u f f i c i e n t dig ital

dynamic range. The use of such a system sets an upper limit on

the rotational slew rate of the platform that can be tolerated ,

r a the r  than on the peak ro ta t ional  excurs ions . U n f o r t u n a t e l y

no candidate p l a t f o r m  has been well  cha rac te r i zed  in th is

respect. Using a flux counting electronics package that is

available commercially , the maximum slew rate would be a few

millirad/sec . It appears that this requirement could be satis-

fied by an underwater towed buoy , but not by an airborne plat-

form. Second-generation SQUIb systems may be useable with slew

rates 10 or 15 times greater.

The rna~nitude of the rotational excursions of the platform

is important primarily in that it determines whether non—ortho—

gality terms need to be included in the processing . With a

2xl0 4 rad) these terms need not be included if the platform is

a towed buoy , but must be kept if it is an airborne towed bird.

- 

A 

currently available triaxial SQUID system (orthogonality within
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• If it is assumed that a platform, meeting the above require—

ments under operational conditions, can be found , the following

questions about the SQUID hardware remain to be answered:

(1) We do not know whether the settling time/slew rate

specifications that have been advertised for a commercial

flux—counting SQUID system can in fact be achieved under

severe environmental conditions.

(2) It may be that magnetization of adjacent construction

material can couple into the magnetometer sensors and de—

grade the overall performance. General considerations lead

us to believe that his will be a low—order effect as long

as the susceptibility of the support material is linear in

the applied field. However hysteresis or non—linear effects,

which are by no means uncommon , could be a problem.

(3) There is no guarantee that the linearity of a flux-

counting SQUID system is as good as in the feedback mode.

Likewise additional problems involving backlash , flux

motions, etc. could develop.

VIII RECOMMENDATIONS

The next stage for this project should be to identify some

of the practical, as opposed to theoretical, problem areas.

Therefore, it is recommended that a set of flux—counting electronics

units for use on an existing NRL Triaxial SQUID instrument be

purchased . The system could be mounted on a non—magnetic

shake table, such as the one in development for the Panama City

Group, and the algorithm developed in this work could be used

to process the data from the three SQUIDS. The processed output

- 

- 
-
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would then contain several potential contributions :

(1) The actual ambient field fluctuations that were present.

To some extent these could be identified if simultaneous record— -

ings of the output of a state—of—the—art He vapor magnetometer

were made . Alternatively, a stationary SQUID oriented along

the earth ’s field could be used.

(2) Spurious components due to non—orthogonality of the sensors.

The NRL system was shown to be orthogonal to within 2xl0 4 rad ,

but as a double check it would probably be wise to program the

full algorithm including the non—orthogonality corrections.

(3) Signals generated by the shake table. It should be estab-

lished that these are small compared to other contributions.

(4) Errors due to SQUID non—linearity . There may be some way

of separating these errors from others by selective choice of

rotation axes , direction of the earth ’s field , magnitude of the

platform motions, etc. In any case it appears to be exception-

ally difficult to test direct1~ for linearity at the required 
—

level (better than a part in 106).

The computational requirements for an on—line TRISCON system

appear to be reasonably manageable — i.e. the processing could

probably be handled by an inexpensive mini—computer. The major

expense in realization of the on—line mode would be software

development. This would best be left to a future phase of the

• - 
program.

Finally , the possibility of reducing the motions of an

airborne platform should be studied further , and existing

their maximum slew rates.

platforms should be better characterized, particularly as to

50
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I  _( . Appendix A. _EFFECTS OF NON-ORTH000NALITY ~~~~~

Here we estimate the error in the value of A determined

by the least squares method when the non—orthoqonality and

lack of gain uniformity of the sensors are ignored. Suppose

instead that D is explicitly known. The analysis of Sec. III

can be recapitulated , leading to versions of Eqs. 10 that ate

only slightly modified : ClOd) is replaced by:

B~ a — V~[~ + ~ ) V~
2/2 , (Al )

and all the other equations remain the same. The value of A

that solves these equations (subsequently referred to as A’)

is the correct value (in the limit of long averaging times).

To lowest order in R’ we have

A’ — A — ~~
l(sI _B) ~ — ~—l Y(!~~~

Y), (A2)

where ô.A is the error in A that results from ignoring the

error terms. To estimate ~A , we drop the initial offset and

rate terms in Eqs. 10 (i—4 ,5), and transform Eq. (A2) into a

reference frame where A~ — A~ — 0. The equation remains

formally the same, except that D is replaced by its transformed

va lue , ~~~~
‘ . Note that the elements of Q ’ have the same order

of magnitude as those of ~~~. The following approximations

are then valid if ~ is not too large and the platform rotates

equally about all axes:

Al

,—‘—-- ------1— — —-
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v~~zv ~~a v
2

V3 
= - (V~ + V~)/2H0

= 2V~/H~

V1V2 — V1V~ — V2V3 — 0 (A3)

V~~— V ~~= V1V~ — V1V~ — V~V~ — V~V~ — V1V2V3 0

V~V~ — V~V~ — — 2V~/H0

~~ (V~/H~) — negligible

We then have that ~ (along with ~~
1) is diagonal, with

M33 - 2V~/B~ .

Likewise (B’ — B) — ~B takes on a simple form:

4B1 — 2 (D~3 + D~1
)V~/H0

— 
- 

~B2 - 2(0~3 + D~2)V~/B0

— 2(Dj~ + D~2)V~

The effect of an error in ~ on the computed £H’ (Eq. 4) na tuc—

ally divides into two components: 
- 

I

(1) An error in the magnitude contributes via the second

- 
- 

- (quadratic) term: — (V 2/ 2 1 A $ 2 ) 4 1 A 1  (k4)

A2

- ___5_ ____5_.4_  ~~~~~~~~~ 
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We have ~IAI - .~A3 - ~ B3/M 33, so

111
1 

— — (D~1 + D~2)V
2/2H0 (A5)

Note that this is comparable to the error term (Eq. 5) that

explicitly follows from ignoring ~ in Eq. 3.

(2) The error in £11’ resulting from an error in the direction

of A is given by 1112 (V1 aA1+V2 AA 2)/H0. (A6)

The rms value of this error is

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ (A7 )

‘ This is down from previous error terms by a factor

~ ~~~~~ << 1, so need not be considered.

- ‘S 

-

A3.
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~ppendix APPLICABILITY OF LINEARIZED LEAST SQUARES SOLUTION

In this section the criterion for using a linearized approxi—

mation of Eqs. 10 for the Least Squares solution is estimated. We

note that the solution to the full set of equations satisfies

— B, where 
~~~ 

= M1i — S for i — 1,2,3, and the other

elements of ~~~~
‘ are the same as those of ~~~. The linear approxi-

mation amounts to setting M’ — 14. We can guess that in order

for this approximation to be valid it should not change the

determinant of ~ by more than a fractional amount x. The

determinant is most conveniently evaluated in a reference fram e

where A1 
= A2 = 0. (We have the freedom of using any coordinate

frame we wish , since it can be shown that a coordinate trans-

formation amounts to an orthogonal transformat ion of ~~~~, which in

turn leaves I~ I unchanged.) Using the results in (Al ) for

the elements of ~~~~, we find :

I~~I 2V~ t
2/R~

IM’ I (V~—S)
2 (2V~/H~—S)t

2. (Bl)

I M ’I/ IMI (l—S/V~)
2 (l—SH~ /2V~).

The dominant dependence on S is in the last term, so we propose

x - SH~/V~ 
I 

~~~~~~~ 
(H~ (e2 ) 2)• (B2)

Here we have used that V0/H 0 ~ e~~5, and also that S is

approximately (but not exactly ) H~ • Note that the parameter

plotted in Fig. 1 is actually the fourth root of x as defined

above .
~5- .
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Appendix C._DETAILS OF THE COMPUTER SIMULATIONS

The purpose of this section is to provide some information 
—

about the details of the computer simulations described in the

text. To do this, we will provide a line—by—line exegesis of

one of the Fortran programs that was used extensively. The one

chosen was designed to apply the least squares algorithm with

cumulative processing. Many of the routines used to test other

algorithms differed only in relatively minor details. This

program is descended from previous iterations, and has a few

vestigial elements that are harmless, but serve no function.

line 1 Load time parameters: NLOOP a number of times the

main loop is to be repeated. This was chosen large

enough to yield adequate signal/noise in overall out—

put. NP? — number of samples within each loop,

usually set at 4096. NCAL is the number of samples

to be used in each calibration interval. NAVE, NPLT

are defined in conjunction with the PSD routine.

lines 2,3 Specific to the local system

line 5 These variables were made double precision to be on

~~~~~~ the safe side. It probably isn’t necessary.

line 8 These variables relate to the statistics of the

external noise and platform rotations.

line 18, etc. This call fills the array DTHETA with a set

of random numbers which have a norma l (gaussian)

distribution, and an rms value ANGRMS. Line 13 is

an initializing call for the routines.

Cl
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lines 22—25 These perform the digital equivalent of passing

the uncorrelated numbers in DTHETA, etc. (white noise)

through a low—pass filter. The resulting array of

correlated numbers has a PSD G(f) — 2 (ANG RMS ) 2 &t/[l+

(2rf it TAUROT)2), where it is the sampling

interval and (TAU ROT it) is the correlation time of the

platform rotations. In the case of VN the new array

replaces the original one. For the angle variables

the correlated terms are intermediate steps in deter-

mining sensor outputs.

lines 26—32 Here the SQUID outputs are calculated , assuming

that initially the earth ’s field points in the dir-

ection of the third axis. It is assumed that there

is a rotation 0 about the first axis, and then a

rotation e about the (new) second axis. This results

in the following components of the earth ’s field:

H1 - HsinØ , ~2 
— — RsinOcosø , 113 Hcosecosø.

An external noise component (VN) is added only to the

third axis, since components in the other directions

are indistinguishable (to first order) from rotations.

Note that our choice of the initial direction of 0
- - 

-5 - - S. 
- - - 

permits small—angle approximations to be used for sin

and cos, resulting in significant savings in computer
time. There is no loss of generality in this choice, -

since the algorithm that is being tested involves

vector equations. Consequently the resulta cannot

C2

I
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j depend on the choice of coordinate axes. In general

there will also be rotations about the third axis;

the displacements so generated can always be dupl i—

cated by some combination of e and 0.

lines 34—47 The matrix ~ and vector B (here called A) defined

in Eqs. lOc and lOd are accumulated within each

calibration interval. The interval runs from INIT to

INI?+NCAL.

line 48 This call inverts the set of equations characterized

by M and A and puts the roots in the array A.

lines 49—53 Here the square of the deviations of the calcu—

lated A~ from their true values are accumulated .

Actually the errors in direction(DN) and inverse mag-

nitude (DXNORM) of A are computed, since they are

simply related to the expected errors in processed

output — c.f. Eqs. 14 and 15.

line 56 Here we calculate the processed output over the range

of the calibration interval. It is equivalent to

~~~~~~~ Eq. 18, except that we have subtracted away the true

change in total field. The latter is all contained

in the continuation line. The result is the proces—

sing error , and is stored in the array VN. In line

58 we accumulate the square of the processing noise.

For this particular algorithm the mean square proces—

sing error is unbounded , so there is real point in

doing this.

C:
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lines 60—65 The quantity H~ (O) in Eq. 18, here called XHO, is

calculated for use in the next calibration interval.

lines 68—83 After the entire array VN has been filled with

processing error values, we divide it in two parts and

take the Fourier transform of both. (Thanks to a prop-

erty of the complex Fourier transform , this can be

done with a single FFT call.) The real and imaginary

parts of the two transforms are appropriately squared

and averaged , and stored in the array S. To further

smooth the PSD, NAVE adjacent terms in S are co—added

and stored in Y. The k’th element of Y corresponds to

a frequency (2k—l)NAVE/(NPT it). The variance of the

points in Y can be further reduced by setting NLOOP > 1.

For a more detailed discussion of PSD calculations,

see Ref. 17.

and output. The contents of Y (appropriately scaled)

are output on the printer as a funtion of index Cf req—

ency) in the form of a log—log plot using the facility—

supplied routine ONPLOT. The accuracy with which the points J
are plotted is not very great, but the statistical sig-

nificance of each point is even less. Since Y(l) includes

the total dxitt in the processed output, it was usually

~~~~~~~~~ lines 85—end The averages of various quantities are computed - :

many orders of magnitude greater than subsequent points.

It was therefore discarded (by setting Y(l)—Y (2)).

-~~~~
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F S.IURC ! L I S T 1 N ~; A S C FAST FOR TRA N C~’NPILER RELEASE FTF~
CSN ST A T EMEN T CP OPTIONS z (A) DAT E

000 1 PRO G R%N LEAST (NIOOP ,NPT ,NCA L .NAV€ ,NP L T)
0002 CALL R1ST ~~P —
( ‘003 C~ NN /FF T 0A T~ -~(4096) S

0004 REAL F( NP LT) ,Y(NPLT ) ,X(NPT ) ,S( NPT)
COOS R EAL * R M( 5 , 5 ) ,4 ( 5 ) , 5 T ( 2 5 ) , O ,V D( 5 , N C A L ) ,V S Q ( N C A L )
0006 ~EI~L H,H C ,V ( 3  , NPT ) , DT H ET A ( ~lPT ) , 0 PK 1(NPr ),vN (NPT )
0007 D A T A  U R A T E , 0 X N ~’ RM ,ON,DH 0S Q,DH SQ 1,DH S Q2 , KO/6S0 . 0 , 5 . O E 4 /
000t? R E 4 O ( 5 ,1~~1) T 4UROT, T AUM ,4NGRMS,V ’ I R MS,R A TE
000 9 1 0 :  F O R N A T ( I OX , F15.5)
00t0  Y-0 .
0011 C1=l./ (1. ,T8tJR -~T)
0( ’12  C2.I ./ (1. •T8 UM )
00 13  CALL SETV PN ( ~) )
0(14 ~)3 ISO ~ISa 1 ,N L O~ P
t , 0 1  5 I H E T A = A N G R M S F S Q R T ( l  • +2..TA IJRGT ) I -

00 16
0017 V NOL D=V NP ” S/S OR T( t . +2. .TAU ” )
0018 CALL vRN0RN(~ T4ETA ,N PT ,0.,A’-lGRM S)
00 19 CALL VPN~ RM(0P~4 1,  N P T , 0 . , A ~4CR~ S)
0020 I ALL V RNI ’ RI(V N, N PT ,O . ,V MRNS )
0021 00 10 T= 1, IIPT
0022 TI4 E TA= C1 s(TA UR ~ TsTHETA ,0THETA (I))
0023 ~ Pl1 .C Is (TAU~ OT.PHI •DPIII( I))
0024 V ’~(1)~ C2s (TAIJ RsV’lOL0 ,VN(Z ))
0025 v~V !LD~ vN(1 )
0026
0027 P~ PIlI..2
0028 ‘1=T 4 E T & * s 2
0029 v ( 1 , 1 )~ ’1.PHI.(1. — P / 6 . )
0030 V(2,1).— ,4.T~ ETA*(1. — T/ 6.)A(I.— P/2.)
003 1 y(3,!)~ R ATEeI .VN (I)—H.(P .T)/2 .
0032 10 CONT INUE
0 0 3 3  03 80 I N IT = 1 .N PT ,N CA L
0034
0035 A sO .
0036 00 50 k : i , N C A .
0037 00 20 J~ 1,3
0038 20 V D(J ,~~)~~v (J , IN IT . k— 1)— V (J ,P l 1T )
0039 Y0(4,~~) 1 .
0040 v O(5,~~)” FLO AT ( k )
0041 fl-i 30 1. 1,5
0042 07 30 .3 1,5
0043 30 U (I,J)—~ (I.J).VD (I,K)*VD (J ,k)
0044 VS Q (k ) . (V 0 ( 1 .~~)..2,V0 (2 ,k ) .*2 ,V0 (3 .~~)..2)!2.
0045 fl~ 40 J~~1,5
0046 40 $(J)~ A(J)—VS~ (k)eV0 (J,k)
0047 50 CONT INUE

- 
-

- 0048 CALL DSIMEC(R ,* ,5,t .D,ST)
0049 XN~R M a 1 .~DS)R T (A(1 ) s a2eA(2 )s * 2 .A ( 3)ee 2 )
0050 0XM0R~ .0X N0R~ ,(~N 0RM—t.F (N0,RATEe1NIT)).s2

- - -
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EAST SOl i RCc L I S T I N G  ASC F A S T  F O RTRAN COMPI LER RELEASE FTF)

CS N S T A T E M E N T  CP OPTIONS • (A) DATE

0051 D N =D N + ( K N O R M .A ( 1 ) —v ( 1 , I N IT ) / H 0 ) s . 2 . (X N O R N . A (2 ) —v ( 2 , I N I T )/ H O ) . . 2
00 62 ORATE —D R STE • (RATE +6 (5 )*XNORN ).*2
00S 3 DHGS Q~~D N 0 S Q . ( A ( 4 ) . X N O R M —v N (  INIT))..2
0054 IF ( INIT .EQ .1)  X H 0 — A ( 4 ) s ~~NrR’q
0055 DO 70 K -1 , N C AL
00c 6 ~)I1.~X H 0,XP~O R M e ( A ( 1  )*V 0(  1 ,K ) , A (2 ) .V D (Z , K ) +A (3 ) SV O (3 , K ) ,y SQ ( k ) )

1 — M A T E S U N I T . K — : )— V N ( L N I T . K — n
0057 V Nt IN I T +K—1 ) 0N
(‘(‘58 0NS01z0HSQ1, ’ )h$ *~ 2
0059  10 CONTPZ UE
0050 TF ( U~~T,~.1CA L .GT .N DT)  GOTO 83
0061 X I= 0 .
0062 03 75 J .1.3
C063 V l .V (J , I N IT + N C A L )— V (J ,  INIT)
0064 75 X 1 —X I .V 1 . ( A ( J ) ’ V 1/ 2 . )
0 065 X H~~.X ~i0 + X 1 S X N O R M
0066 80 CONTINUE
0067 201 F~ RNAT (4v, NPT ,qx, NCAL ,8x, TAuROr ,6x, ’TAu pzO1SE ,sx,

1 V IiR M S ’,TX , ANGRM S ’,6X,~ / 1R ,2112,1P4Ei2.3~ l~l
2 4X .RATE ,8X ,~~~SD RAT E’ ,SX, N SO N ’,T X , M SD XN088 ,3x,
3 M S OFF SET ,3X , M5 ERROR (1) ,1X,~~~S ERROR (2) ,/~
4 1X .~ P9El2 .3)

0068 ~j=NP T~ 2
C069 ~0 11 i~ 1~~1,I 1
0070 X (2s1—I ) VN (I)
0071 110 X ( 2 t I )~~VN( 1eM 1)
0072 NLOG .IfIX (ALOG1O (FLO*T(NPT) )/ALOGI C (2 . )— .9)
0073 CALL FOUR IN (—1 ,81)
0074 CALL FOU R TR(K ,X,VN ,M1 ,NL0~.)
0075 1~~A X . NPT~~4
0076 S(1).~~.. (X(1)s . ~~.X ( 2)•s 2)
0077 00 120 1.2, ’ IMAX
0078 k .2e1
0079 Sc I).(X(K)*s2 ,X(k—1).e2 ,X(NPT— ~.4)ee2eX (NPT—k.3 )*s2)
0000 120 CONT INUE
COIl 00 13’) I.1,N P L I
(‘082 00 130 J—1 ,NAV E - -
0083 13u YC1)’T(F).S(NAVFs (I—l).J)
0084 150 CONTINU E -4

0’~8S 00 160 I~ 1,~ PLT
0086 F (I).ALOG1Q (FLOAT (I))
0087 16(, T(I)zALO ~ 1C (T(1), (NAVE .NPT .NL5eP))
008-8 OH S-32 1V (Z )

V(1)~ VC 2)
0090 NT OT .NPT .NL OO PINCA L

I 0091 3N .DNFNTO T
(‘(‘92

~~~~~~~ 0093 DNC SQ—DH0S Q~ NT3T
Q094 0~’S01~~0)4SQ1INT ’T

— 
0095 0RATE~ 0RA TElP1 T i T

0096 DRINT Z O 1.N PT,N CAL,7Au5 ~~T ,y AuM ,vNpM s,ANG p us,R A ,E,oRATf  
a

0097 CALL 3NPLOT(F ,f ,MPLT )
0098 STOD
0099 END
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