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\\‘m';ticany by translation of an input queue of symbolically expressed reactions
into computer-coded FORTRAN equations, which are automatically coupled to

a Boltzmann uulyus of electron kinetics. |
e — - e ——

/ The mohcuhr kinetics ruction scheme is translated into subroutines which pro-
duce the instantaneous rates nj and the Jacobian 8n/8n. (for the population den-
sities and electrical circuit parameters) so thata mulgntap Gear technique can
be implemented for integration of the (' stiff'') system of coupled equations. The
radiation fields for laser extraction are formulated in terms of the intracavity
photon density, with a source term from spontaneous noise and amplification (and
absorption) by the excited medium. This approach allows radiation, electroms,
and all of the other molecular '"species'' to be treated on a parallel basis.

\}>» The electron kinetics analysis consists of numerical solution of the Boltzmann
equation for the electron energy distribution. The technique for solution per-
mits inclusion of inelastic binary electron-molecule collisions, superelastic
collisions, electron-electron collisions, momentum transfer (with reccil), a
source term for external creation of electrons (at zero energy
and over a distribution of energies) by sources of ionization, and retention of
the term proportional to dng /dt for situations involving a net change ia the elec-
tron density. From the electron energy distribution, all of the plasma parame-
ters, electron excitation rates, and power partitioning can be obtained. <

The general laser kinetics program described has been constructed with consi-
derable emphasis on flexibility and simplicity of usage for the user. In addition
to the instructions for usage described in the present report, the FORTRAN
source decks contain extensive internal COMMENT card documentation as well.
Even synthesized subroutines which are generated by translation of the input re-
action queue contain COMMENT card documentation. In addition to the laser
kinetics synthesis and analysis code, an independent program for solution of the
Boltzmann equation has been developed, and is also included in the preseat re-
port. All of the programs and subroutines have been written in FORTRAN IV for
Extended Fortran Compilation on the CDG 6000 and CYBER Series of computers
(which use a 60-bit, 10-BCD display character) word. Extensive modifications
may be required if these codes are to be executed on some other system.

The present programs were developed in support of experimental research pro-
jects for the KrF excimer laser. Therefore, input and output for analysis of a
KrF system are used for illustration. Program listings are given in Vol. I of
this report.
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1.0 INTRODUCTION

Northrop Research and Technology Center has been involved in a variety
of research programs which have resulted in significant contributions to
the development of high power laser technology as well as advances in the
understanding of fundamental laser physics. Recent investigations have
been focused on uv and visible laser concepts, with primary emphasis on
the rare gas halide excimer systems such as Krl-"l-s. In theoretical sup-
port of these experimental investigations, the present author has devel-
oped a comprehensive computer code which is sufficiently general that it
would be of substantial future benefit for a wide variety of analytical stud-
ies of lasers, chemical kinetics, and electric discharge phenomena.

This codet which contains far more generality and flexibility than any of
its nominal competitors currently in existence, will be thoroughly de-
scribed and documented in the present report in order to make it avail-

able to the general community.

During the past several years, there has been a continuing interest and
extensive effort in theoretical modeling of laser kinetic phenomena. In
support of research directed toward development of new laser concepts,
construction of a computer analysis to model the fundamental physical
mechanisms and microscopic kinetic processes can provide a valuable
tool for understanding the laser operation and for optimizing its perfor-
mance. Such a model is continuously refined as understanding of the la-

ser reaction scheme evolves.

Exploratory research for the development of promising new laser systems

is often a combination of art and science, and typically requires both ex-

* This code was developed under internal IR&D funding, with partial
support from the Advanced Research Projects Agency of the Depart-
ment of Defense, monitored by the Office of Naval Research under
contract N00014-76-C-1100.
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perimental and theoretical understanding of several overlapping disci-
plines such as molecular spectroscopy and kinetics, electron kinetics
and discharge circuitry, fluid dynamics, and laser radiative extraction.
The first step in the discovery of a new laser system is the formulation
of a conceptual mechanism of excitation and energy transfer for a set of
candidate atomic and molecular species; usually, this is based initially
upon only an intuitive or semiquantitative understanding of the spectro-
scopy and kinetic processes for the proposed system. Inspiration for a
concept often originates from current fundamental research in the spec-
troscopy of highly excited states of known molecules or unfamiliar trans-
ient species, and from studies of collision dynamics and measurements
of energy transfer reaction rates. If initial experimental investigations
confirm that a hypothetical laser concept can be successfully realized,
more detailed studies complemented by theoretical modeling and analysis
are required in order to optimize laser performance and to formulate
quantitative scaling laws for extrapolation to high power, efficiency, and
volume. For this purpose, it is necessary to understand the kinetic and
pumping processes which are responsible for the formation and quenching
of the excited species. A theoretical model of the fundamental physical
mechanisms, implemented by a computer code, is a useful asset for the

development and optimization of a practical laser device.

The typical development of a laser kinetic model proceeds by construct-
ing an analysis of a spatially uniform gain medium in a simple plane par-
allel resonator with an attempt to describe, as completely as possible,
all of the coupled phenomena involving atomic and molecular kinetics,
electron kinetics, discharge circuitry, optical radiative extraction, fluid
dynamics, etc. which characterize the laser system. Although the goal
of such an effort is to provide a reliable analytical tool for optimizing
the development of a practical laser device, such a model may also be

useful even when the laser may fail to accurately exhibit the predicted




behavior in all respects. In such a case, one may still be able to define
parametric trends which suggest the necessary approach for optimization
of the laser device. Even with an incomplete model, it is often possible
to better understand the importance of microscopic processes or excited
species, and/or to eliminate some unimportant factors from further in-
vestigation. In fact, evolution in the theoretical understanding of the fun-
damental physical mechanisms of the laser proceeds by just such a pro-
cess in which the sensitivity of various rate constants is assessed, the
dependence of observed output on various experimental parameters is de-
termined, and the kinetic reaction scheme is modified to account for and
to better explain the observed phenomena. Although such a model is con-
tinually refined as the understanding of the reaction scheme evolves, even
preliminary predictions from the analysis may be sufficiently reliable to
justify more extensive experimental effort, or to define and narrow the

range of parameters or direction of approach.

The most important theoretical components of the model consist of the
analysis of the fundamental physical mechanisms, and in particular, the
refinement of the molecular kinetic reaction scheme and estimates of its
rate constants. Simultaneously, attempts at more sophisticated descrip-
tion of related problems such as discharge stability, medium nonuniform-
ity, optical extraction and resonator configuration, flow properties, and
mode-medium interactions can be undertaken. In general, all of the lat-
ter refinements are concerned more with an improved description of ef-
fects which result from spatial inhomogeneity rather than with fundamen-
tal physical mechanisms, and are therefore most appropriate only in the
final stages of development of a realistic engineering model. That is

not to say that these effects are unimportant, for they often present prac-
tical limitations that make it difficult to attain the results predicted for

an idealized homogeneous medium.




Therefore, the scope of the present work was to develop a coupled analy-
sis of molecular kinetics, electron kinetics, electric discharge circuit,
and optical radiative extraction, which form the fundamental basis for
the description of the physics of an electrically excited laser system.
The goal of any such model is to successfully predict, for a spatially
uniform gain inedium, the excited state population densities, gain and
saturation parameters, power transfer and extraction rates, electrical
power partitioning, optical conversion efficiency and specific power, op-

tical output power and spectral distribution, etc.

In general, the type of model developed, the detail and approximations
considered, the computational sophistication, the input/output flexibility P
of the computer code, etc., can vary considefably depending upon the spe-
cific problem and application. There is currently much needless dupli-
cation of effort devoted to laser kinetic modeling. For any specific laser
concept, there is often a considerable overlap as well as a frequent lack

of communication between competing investigators engaged in identical

kinetic analyses. Furthermore, this overlap is even more extensive
when one considers the work of those who have developed essentially the

same analytical models for different systems which (although not identi-

R

cal) are nevertheless members of a broad class of electrically excited
lasers for which a more generally applicable analysis could have been
developed. These concurrently developed computer codes are rarely,

if ever, documented or intended for distribution. Because they vary con-
siderably in sophistication and approach, are generally written without
regard for user-orientation, often lack flexibility in problem scope or
have cumbersome input/output structure, and usually require extensive
effort to modify them for application to new systems, they are essential-
ly useless to anyone but their original authors. As a result, government

agencies which fund such research often pay for the same product sever-
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al times, and future programs cannot directly build upon or benefit from
the previous work. It is impractical to construct a new computer code
for the analysis of each new kinetic reaction scheme. If the necessity of
computer programming were subs?:antia.lly eliminated by the availability
of an applicable, user-oriented, existing computer code, a significant
amount of time could be saved and allocated to more productive efforts

to understand the physics of the laser system.

Recognition of the lack of a coherent and unified approach to the problem
of laser kinetic modeling provided the inspiration to undertake the devel-
opment of a generalized computer code which would be applicable to a
broad class of transient, electrically excited laser systems. The pre-
sent code automatically synthesizes, for an arbitrary reaction scheme,

a completely self contained computer code for numerical solution of the
coupled equations which describe the molecular kinetics, electron kine-
tics, external driving circuit, and optical radiative extraction. This
code automatically generates its own subroutines for the analysis of mo-
lecular kinetics by translating symbolic reactions, provided as input,
into computer-coded equations. Thus, for the most complicated reaction
scheme containing an arbitrary number of kinetic collision processes and
interacting species, it is possible to obtain the complete computer code
required with virtually no effort, The automatically synthesized molecu-
lar kinetics subroutines are combined with a master executive program
and all other required subroutines (e.g. for numerical solution of the
Boltzmann transport equation) to form a completely self-contained cou-

pled analysis based upon the specified reaction scheme.

With appropriate modifications, this code can be easily adapted to the
analysis of related problems in various fields which involve studies of

chemical kinetics, Its internal subroutines for numerical solution of




the Boltzmann equation can be employed for the analysis of transport
properties of electrical discharges, and a separate program developed

for this purpose will be described in Sec. 3.4 (cf. Vol. II for listing).

o o AN PP N TN I 2 O S

The present computer code is completely user-oriented, and for a very

broad class of transient, electrically excited laser systems, it complete-
ly eliminates the necessity for the laborious task of constructing new
computer codes. It will do, automatically, work that would require sev-
eral months if done manually, and it will provide an input/output flexibi-
lity for the synthesized analysis surpassing that which typically charac-

terizes existing codes that have been developed for specific systems.

It was felt that documentation and dissemination of this computer code to
those engaged in laser kinetic modeling would provide substantial bene-
fit and economy by the elimination of needless repetition and duplication
of effort. It has been the intent of the author that every effort be made

to maximize the flexibility and simplicity of usage of the code, and that
the description of the analysis and computational structure be sufficiently
clear and detailed that others shall be able to modify and/or extend the

analysis as they require. The objective has been to reduce mechanical

Programming considerations to a minimum, and to provide the user with
(limited) diagnostic assistance as well as some protection by automatic

exit if specified error conditions are encountered during execution.

The present code has been written in an extended version of FORTRAN
IV with syntax and conventions compatible with the CDC 6600 computer.
It makes extensive use of a 60-bit, 10-BCD character word size, as well
as various special features permited by the current CDC FTN compiler,
8o considerable effort may be required if it should be necessary to adapt

it to execute on other machines. However, because the CDC 6600 cur-
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rently enjoys widespread usage for scientific applications at government,
industrial, and university research laboratories, it is anticipated that
the code will be suitable for the majority of potential users. In order
that the program may be more easily modified or extended, the source
decks have been extensively documented with internal COMMENT cards.,
Furthermore, even the synthesized subroutines are generated with inter-
nal COMMENT card documentation to make them completely readable and

understandable. The synthesized code is a complete and self-contained

FORTRAN source program. =

Obviously, because this code has been developed as a research tool in
support of current experimental laser development programs, it is not
possible to guarantee that it will perform perfectly under all conditions
to which it may be applied, although every effort has been taken to in-
sure that it do so. Even programs which are free of logical or program-
ming errors can fail for reasons of numerical ill-conditioning, converg-
ence difficulties, computational instabilities, accidental division by zero,
etc. Because the present code was developed Primarily in support of
KrF laser research, the illustrative examples to be presented in subse-

quent sections shall apply to that system.

It has been said that '"All computer pPrograms must be assumed to con-
tain bugs until proven otherwise, which is impossible." Users who dis-
cover suspected ''bugs'’ in the present analysis are encouraged to com-
municate them to the author who, in turn, will attempt to offer assistance
to users when necessary. Itis hoped that investigators who benefit from
the availability of this code will make appropriate acknowledgments of
its usage in the footnotes or references of their published papers, con-

ference presentations, or reports,
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2.0 SCOPE AND MATHEMATICAL STRUCTURE OF THE MODEL

The scope of the present work was the development of a comprehensive
and reasonably general computer analysis applicable to a broad class of
transient, electrically excited laser systems. The theoretical model is
formulated, for a spatially homogeneous medium, in terms of the coupled
set of equations which describe the molecular kinetics, electron kinetics,
external discharge circuit, and optical radiative extraction. For each
new laser kinetic scheme, the equations which define the molecular and
electron kinetics are different, and the main advantage of the present
computer code is that it generates the required analysis automatically by
synthesizing the necessary subroutines. It is especially useful for sys-
tems characterized by complicated, but relatively unsystematic, kinetic
reaction schemes, Its most appropriate application is to uv and visible
laser systems which involve excitation, energy transfer, and stimulated

emission from electronic states of atoms and molecules.

For infrared laser such as CO, COZ' HF, etc., the mechanism of pump-
ing, energy transfer, and radiative emission involves the excited vibra-
tional levels of the ground electronic state, and for these lasers, the pre-
sent approach (with modifications) would be relatively inefficient, if not
totally inadequate. For the infrared laser systems, a more complicated
trea;trnent of radiation must often be included to allow for possible absorp-
tion and emission for several vibrational-rotational transitions, anrd there
are strong temperature effects in the vibrational kinetics as well as in the
radiative processes. In its present form, the analysis does not include
effects of changes in the molecular temperature, and there is no provi-
sion for temperature dependent parameters. For such problems, the
construction of a more specialized analysis which explicitly recognizes

the systematic structure of the vibrational-rotational level interactions,




and which can most easily incorporate temperature dependent effects or
other unique features, would probably be more suitable than attempts to
modify, extend, and apply the present program. Itis, of course, antici-
pated that there will be situations for which extensions or modifications
of the present code, or of the subroutines which it synthesizes, will be

the optimum approach.

The components of the present model, labeled with some brief descrip-
tive remarks, -are summarized in Fig, 2.1. From the more detailed
discussion of the physics to be given below, it should become more ap-
parent for which problems the present analysis is most applicable. A
discussion of the limitations, approximations, numerical techniques, and

range of applicability of the analysis will be provided.

2.1 Molecular Kinetics

The molecular kinetics are described by the master equation for the pop-
ulation densities of all the atomic and molecular species present in the
electrically excited gas mixture, including electrons, ions, neutrals, ex-
cited states, excimers, etc. For a given set of reactions, the formal
construction of the master equation for the population densities is illus-
trated in Fig. 2,2, If the species involved are Xl. XZ. X3, “eud Xn, any

reaction in the molecular kinetic scheme can be written

k¢
WX+ BX) 4 BaXy 4 X <__—k-—
T
ViXp + VX, 4 vXy 4L 4y X +AE (1)

where kf and kr are forward and reverse rate constants (l-l. cmsls.
cm6/s, etc.), and “i and Vi are (nonnegative) integer coefficients (most

of which are zeroor one). The conservation of energy in Eq. (1) gives




COUPLED LASER KINETICS ANALYSIS

e

@ MOLECULAR KINETICS

Master Equation for population densities of all atomic and molecular
species (electrons, ions, neutrals, excited states, excimers, etc. ).

@ ELECTRON KINETICS

Boltzmann transport equation for the electron energy distribution
to determine plasma parameters, electrical excitation rates, power
partitioning, and discharge efficiency.

@ CIRCUIT ANALYSIS

External circuit equations to describe the electrical power loading in
a low impedance gas discharge, whose conductivity is function of t.

@ OPTICAL EXTRACTION

Oscillator analysis, formulated in terms of intracavity photon density,
with transient build-up of laser mode from spontaneous emission and
subsequent relaxation to quasi-steady condition with gain at threshold.

Fig. 2.1: Basic components for the theoretical analysis of an
electrically excited laser system.
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MOLECULAR KINETICS

_7 s e
Species i: Xl' Xz. X3, ROl
Reactions a:

(@) X] + Pal(@) X + oo+ pr(@) X + ...

K 4
kl' VI(G)XI + Vz(Q) Xz Toinen +Vi(0) Xi +...
Rate:
(@) () (@)
R@ = kel@ix 1" Ve, P2 e F
L FRR L SRR L SO

Molecular Kinetics Master Equation:

9_2(_1]. - Z R(a)[v,(@) - pi(a)l
dt a

RRRENCCT e

Fig. 2.3: Construction of the molecular kinetics master equation for the
rates of change of population densities for an arbitrary number
of interacting species in a general reaction scheme with colli-

sion processes a.
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an expression for the net energy change AE:

Z“iEi = Z viEi + AE
i i

3

The net rate per unit volume (cm ~s l') R for the forward and reverse

reaction of Eq. (1) is given by
Hy ) K3 Bn
R = k[x] "[X,] (£~ - [xn]

efm) MRl EIT W

] where [Xi] is the population density (cm-3) of the ith species Xi. The
contribution that such a reaction makes to the rate of production (or loss)
of the ith species is given by

d/dt [xi] = (v, - MR, (3)

Thus, for an arbitrary reaction scheme containing several collision pro-

cesses (labeled by @), the complete master equation becomes

a/at[x] = D [ve) - u(a)]R(a) (4)

a

| If Eq. (4) is multiplied by the energy Ei of the ith species xi. and then

summed over i, an equation for the conservation of energy (in terms of

power balance) is obtained:




a/at ) E[X] = - > R(a)AR(a) (5)
i o

where
AE(@) = ) [py(@) - v(a)] E (6)
i

is the net energy change for reaction @a. The sum over i in Eq. (5),
(6) implicitly excludes secondary electrons e (u), whose contribution
to the total power conservatior; equation must be expressed as an inte-
gration over the continuum of electron energies u. The formulation of
electrical power balance will be given in Sec. 2.3 below, where analy-
sis of electron kinetics based upon the Boltzmann equation for the elec-
tron energy distribution is discussed. The total power balance equa-
tion will be developed in Sec. 2.5, where the physical interpretation of
various terms corresponding to optical, electrical, and kinetic heating

mechanisms will be given,

We may, for convenience, formally define the parameter Ei to be zero
for secondary electrons, so that their exclusion from the sums in Eq.
(5) and (6) does not need to be made explicit. To be consistent, it is
then necessary (for the purpose of Eq. (5)) to suppress the energy de-
pendence denoting the continuum of electron species e (u). In doing
this, it should be emphasized that the parameter Ei = 0 for the single
species '"electron'' has no physical significance, and that the power bal-
ance relation (5) must ultimately be supplemented with the contribu-

tions originating from the electrical processes.

To write the subroutines which define the molecular kinetics for a com-

plicated reaction scheme is, in general, a difficult and time-consuming

13
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task, and the resulting computer Program would have little flexibility
for analysis of any system except those in a very limited class. (For
example, there have been as many as ~ 80 reactions considered to be
of possible importance for modeling KrF laser kinetics.) Furthermore,
as understanding of a laser reaction scheme evolves, addition of new
reactions (or deletion of old ones) may be continually required, in addi-
tion to making simple updated estimates of the rate constants for the
reactions retained. Thus, such a code would itself have to be modified
in a continuing manner, rather than merely executed with revised input

values for the rate constants.

Therefore, in order to provide a more powerful analytical capability
applicable to a wide class of problems, a generalized code has been de-
veloped which automatically synthesizes the coupled analysis described
in Fig. 2.1 for an arbitrary reaction scheme. The input to this code is
a sequence of reactions and (initial) estimates of rate constants. The
syntax for the reactions is very flexible, with a free format that accepts
the reaction just as it would normally be written. The content of each
reaction is analyzed, and the appearance of each new species is recog-
nized. The syntax of each reaction is subjected to numerous tests to de-
tect errors. If the reaction is determined to be acceptable, it is decom-
posed and translated into appropriate computer-coded expressions in
order to generate synthetically the required subroutines. Program gen-
eration and execution are protected by diagnostic assistance and auto-
matic exit (according to input requests) if specified error conditions are
encountered. A more detailed discussion of the structure of the code
will be given in a subsequent section devoted specifically to program des-

cription,

Fig. 2.3 presents a schematic flow diagram of the present approach.

The rate constants initially assumed in the generation of the program

14
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can be changed in the subsequent execution, if desired. The main pur-
pose of the rate constants in the initial input deck is to define whether
the forward and/or reverse process is to be included in the rate expres-
sions. If, during program generation, a zero rate constant is encoun-
tered for any process (other than secondary electron collisions), no
translation of the forward (or backward) term occurs in the synthesized
subroutines. Of course, if the correct values of the rate constants are
known, they may be entered for once and for all in the original input
deck. As Fig. 2.3 indicates, the synthesized molecular kinetics sub-
routines are automatically combined with the master executive program
and all other required subroutines to form a completely self-contained
coupled analysis based upon the specified reaction scheme. The section
enclosed in the upper box in Fig. 2.3 is required only when a new reac-
tion scheme is introduced and generation of a new program is required.
For all subsequent calculations based upon the given reaction scheme,
the initial conditions, experimental parameters, rate modifications (if
any), and I/O and control parameters are entered, and the complete
code constructed in the upper box is executed. That is, only the lower

section of Fig. 2.3 is involved thereafter,

There are several obvious advantages to this approach. First of all,
there is the simplicity of automation and the minimization of the possi-
bility of error in the writing of complicated subroutines. Secondly, the
program diagnoses error conditions in the reaction syntax which may
not have been noticeable or which may have been overlooked. For exam-
ple, duplicate reactions are detected (even when written backwards),
charge particle and heavy particle conservation is insured, detail bal-
ance relations for binary collision processes are enforced, and miscel-
laneous other error conditions are detected. Secondary electron colli-

sion processes are recognized and properly coupled to the electron kine-
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GENERALIZED SYNTHESIS LASER KINETICS CODE

Synthesis:
READ: Symbolic reactions
(Initial) rate constants
| 7
* L EDIT reaction syntax to detect errors.
$ )
TRANSLATE symbalic reactions into computer -ccded equations.
7
COMPILE synthesized kinetics subroutines: combine with
ather subroutines required for coupled analysis.
;

CATALOG resuiting binary file for subsaquent calculations
based on the input reaction scheme.

o o e SRS 1

Analysis: 1
READ: Experimental parameters,
I nitial conditions, 1
! Rate modifications
' y

EXECUTE the complete analysis, with output as specified.

Fig. 2.3: Schematic flow diagram of the functional structure of the
laser kinetics code. A complete FORTRAN source pro-
gram is synthesized by translation of symbolic reactions
into computer-coded equations, Execution of the analysis
occurs in the lower box.
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tics analysis, except for cases without electric discharge (e.g. e -beam

excitation only), in which case their rate constants can be defined by in-
r put. Finally, the subroutines are constructed in such a way that null op-
] x__ erations (multiplications or additions involving zero) are completely eli-
minated (if no rate constant is provided for the forward or reverse pro-
cess, no translation of the corresponding term occurs), and in such a

way as to optimize computational efficiency (repetitious or unnecessary

multiplications are minimized). Even for relatively simple problems
with uncomplicated molecular kinetic reaction schemes, the availability
of a program which can automatically provide the investigator with a

user-oriented code with good I/O flexibility and simplicity of usage is

of obvious advantage.

It is usually the case that the rate constants involved in molecular kine-
tic reaction schemes can vary over several orders of magnitude, and ]
therefore, the resulting master equation (4) often becomes a '"stiff" sys-
tem of differential equations. Therefore, the approach which has been
taken for integration of these equations is to employ a multistep tech-
nique developed by Gear6. This method automatically adjusts the inte-

gration step size as the solution proceeds, in such a way that required

accuracy conditions are maintained. The Gear method requires subrou-
tines not only for the rates of change rii =d [Xi] /dt of the population
densities, but also for the Jacobian, éﬁi/ 6nj, as a function of time.
Because numerical evaluation of the Jacobian is not generally satisfac-
tory, it is necessary to generate both such subroutines symbolically in

the synthesis section of the program, where the reaction scheme is de-

composed and translated into computer-coded equations.

The entry of control parameters, experimental parameters, revised rate

constants, initial conditions, output requests, etc., is quite flexible, and
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permits the code to be executed for a variety of situations of interest.

# For example, rate constants for secondary electron collisions are ob-

tained self-consistently from the coupled Boltzmann analysis for the case

e

of an electric discharge. For the case of e -beam excitation only, these

rate constants default automatically to zero, but can be specified by in-

put, if desired. This is useful for entering thermal (i.e. room tempera-
f ture) values for electron recombination or attachment processes, for_

; example. Thus, the same general code can be used for both discharge
or e -beam excitation conditions. Likewise, it is possible to apply it

to either an oscillator or amplifier analysis.

The integration of the coupled set of equations over the total specified
pulse length is carried out with the Gear technique, which automatically
adjusts the step size to maintain accuracy and stability. However, the
total pulse length is divided into a finite number (nominally 50) of subin-
tervals, at which time the electron kinetics are updated and a variety of

output option requests can be supplied.

2.2 Radiative Extraction

, The basic features of the radiation analysis are summarized in Fig. 2.4.

Because considerable simplification can be achieved by neglecting com-

plications associated with a rigorous description of the optical fields in

a realistic resonator configuration, a spatially homogeneous medium is
assumed, with an optical resonator formed by two plane parallel mirrors.
The net amplification of the intracavity radiation intensity I(V) from the

stimulated emission and absorption process

X' 4 1(y) === X + I(v), ()
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OPTICAL EXTRACTION

e Spatially uniform intracavity optical fields.

; e Plane parallel optical resonator {100%, R), separation Lc.
e Spatially uniform gain medium of length Lg

e Distributed output coupling and loss (Y) coefficients.

; e Cavity threshhold gain coefficient:

Ay = [y + (12) In(llR)]/Lg

e Buildup of optical fields:

Spontaneous emission in solid angle Q defined by output
coupling aperture and resonator length. AlLg.

Amplification from stimulated emission, offset by the in-
tracavity absorption and output coupling losses.

® Formulation in terms of intracavity photon density:

nph = |/chv

. . N Q
dngn (D7dt = (LolLofelalt) = apTngy () + TZF]

® (Cavity buildup time: S LCIL Qi €

g

Fig. 2.4: Basic formulation of radiative extraction in terms
of intracavity photon number density, with buildup
of optical fields from spontaneous emission.




. . 0 . *
corresponding to the laser transition from an excited state X to a lower

state X, as well as by absorption processes such as

‘ o, (A)
| | Ew e A (8)
can be written
di(t)/dt = cfa(t) - a, JI(t), (9)

where a(t) is the instantaneous net gain coefficient in the medium (i.e.

active gain offset by absorption),

a(t) = [N(t) - N(t)]o - S n,(to, (A), (10)
A

|
|

and ath is the cavity threshold loss coefficient. Actually, (9) applies
only to the situation where the cavity length Lc and the gain gength Lg
of the active medium are equal; if they are unequal, it must be modified

to read

dI(t)/dt = (Lg/Lc)c[a(t) - o, ] (11)

The factor Lg/Lc has the significance of a contraction in the radiative

time scale to account for the fact that during a round trip cavity time,

the gain medium is encountered during only a fraction (Lg/LC) of that
time. Equivalently, if the gain medium were considered to be distribu-
ted uniformly over the entire cavity length Lc (rather than over the ac-
tual gain length Lg)' then the actual gain would have to be reduced by
the factor Lg /Lc to produce an equivalent round trip amplification, It
should also be noted that Lg/Lc is the ratio of the active gain volume
to the optical cavity volume, and therefore this factor logically appears

in the formulation of the equation for conservation of power density.




It is convenient to treat stimulated emission and absorption processes
1 : in a manner parallel to that for kinetic collision reactions. Therefore,

the equation for radiative extraction will be formulated in terms of the

photon number density in the caviﬂ, defined by

N
e 2

B I/chv. (12)
This will also facilitate the incorporation of spontaneous emission as a
source term for the buildup of the optical fields from noise. The equa-
tion for the photon number density includes the source term from spon-
taneous emission, amplification from stimulated emission, and losses

from output coupling and/or intracavity absorption:

* :
dn p/dt = (L /L) [N /110 /4m) + cla(t) - a ] nph] . (13)

@, = [y +(1/2)1a(1/R)] /Lg is the threshold loss coefficient expressed
in terms of the intracavity loss per pass y and the output coupling re-
flectivity R, (1/4m) is the fractional part of the total spontaneous emis-
sion which builds up the laser mode (taken to be the solid angle Q sub-
tended by the output coupling mirror viewed from the opposite end of the
cavity), and a(t) is the instantaneous net gain coefficient in the medium

defined by Eq. (10).

Note that transient effects are included in the present description of the
radiation field. Although a steady state oscillation condition (i.e., for
which the gain and loss coefficients are equal) will typically occur dur-
ing the time scales of interest, such a condition is not an a priori as-
sumption of the present analysis. This approach allows the radiation in-
tensity to be described for situations where pumping and kinetic times

are comparable to the cavity decay time,




t, = Lc/(Lgcath)' (14)

For such situations, gain relaxation effects can be observed in which the
net gain initially overshoots the cavity threshold and subsequently decays
to the steady state gain condition, a(t) = LR Under conditions of high

pumping the overshoot can be significant, since the stimulated emission

e TR R P RN TN

from the medium occurs under conditions of high gain.

When forrulated in terms of the intracavity photon density, the radia-
tion equations can be included in a unified way with the other kinetic col-

lision processes of the laser reaction scheme. For example, the stimu-

lated emission process (7) can be described by the equations ‘1
1 ; dN*/d KN k N o Tl 15.1
: £ = e ¢ nph + % nph = k(N - )nph (15.1)
: *
dN/dt = - dN /dt (15.2)
d jat = (L JL Yk N* N 15.3
B4t = (L /L)KIN - N, (15.3)

where k£ = kr = k = ¢co, and 0 = stimulated emission (and absorption)

cross section (cmz). Likewise, the contribution of reaction (8) to the

photon field is

dnph/dt= - (Lg/Lc)kabs(A)nA(t)nph' (16)

where kahs(A) =c a-abs(A) is the rate constant for absorption (cm3/s).
Although minor modifications are required to incorporate the factors

i (N/47) and (Lg/Lc) and the term - ¢ @, nph in Eq.(13), the similarity
in structure of Eq. (3), (15), and (16) permits the radiation field (pho-
tons) to be treated on an equal basis with the other molecular species in

the construction of the master equation described earlier,

22




2.3 Electron Kinetics: Boltzmann Equation

The present analysis of an electrically excited laser medium incorpo-
rates a completely coupled treatment of molecular and electron kine-

tics. The electron kinetics analysis is based upon the assumption that
the plasma has attained a quasisteady state on the time scales of elec-

trical pumping and inelastic secondary electron collision processes,

so that the electron energy distribution function f(u) can be obtained
from solution of the time-independent Boltzmann equation as a function
of gas mixture and the instantaneous values of E/N and excited state

population densities. The present analysis includes electron-molecule

inelastic collisions, elastic electron-molecule momentum transfer col-
lisions (with recoil), electron-electron (i.e., Coulomb) scattering, and
excitation from an applied (dc) electric field as well as source terms

for electron creation (and resulting energy deposition) from an external

e -beam. Superelastic electron collisions (i.e., reverse processes in

which electrons gain energy by collisions with excited molecular spe-

S T TS TR AN RN e TR 70 a4 e

cies) are important in situations with high excited state population den-

T —

sities, and are included in both the molecular and plasma kinetic equa-

tions. Electron-electron scattering effects, which can become impor-

tant under conditions of high fractional ionization, are included. From

the solution of the Boltzmann equation, all of the electron transport co-
efficients, elastic and inelastic secondary electron collision rates, el-

ectrical power partitioning, etc., can be obtained.

One of the unique features of the present analysis is a self-consistent
treatment of secondary ionization and attachment phenomena by reten-
tion of a quasisteady term proportional to dn,/dt to properly account
for transient plasma effects that occur on the time scale of the molecu-

lar and electron kinetic processes. The usual formulation of the time-

23
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ELECTRON KINETICS ANALYSIS

®  Electron Energy Distribution fy(u): Numerical solution of the Boltzmann
transport equation.

I

®  Quasisteady state approximation: the term proportional to dne/dt is retained
to describe situations for which there is a net creation (or loss) of electrons.

@  Source term included to describe external ionization (e.g., electron beam or
photoionization):
S(u) = Sq&(u) + Splul.
So term provides for the external creation of electrons at zero energy.

® Momentum transfer with recoil; elastic heating of the molecular gas.

@  Binary inelastic electron -molecule collision processes included; e.q.,

Vibrational Excitation, Electronic Excitation, Secondary
lonization, Attachment, Recombination, Dissociation, etc.

! ; ® Electrons created by secondary ionization assumed to be at zero enerqy and
included in a source term ~ ¥; §(u).

@  Electron-electron collisions (Coulomb scattering) are included (important
for high fractional ionization, = 1079).

®  Charged particle interactions between electrons and heavy ions neglected.

4 ®  Superelastic collisions, important for excited gas mixtures, are included.

®  Electrical parameters, calculated as a function of E/N, gas mixture, and the
excited state population densities:

Mobility, Drift Velocity, Average Energy, Effective Temperature,
Characteristic Energy, Diffusion Coefficient, Plasma Conducti-
vity, Discharge Current Density, Power Densities.

Forward (and reverse) secondary electron excitation rates.

_; Fractional partitioning of electrical input power into rate of energy
, storage and all elastic and inelastic scattering mechanisms.

Fig. 2.5: Summary of features of the electron kinetics analysis.
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independent Boltzmann equation assumes that the inelastic processes
include only binary electron-molecule collisions for which there is no
net creation or loss of secondary electrons. When creation or loss of
electrons occurs by secondary ionization, attachment, recombination,
external sources of ionization, etc., it is necessary to retain the term
proportional to dne/dt in the time-dependent Boltzmann equation in or-

der to properly describe the conservation of electron density. If the

electron energy distribution f(u) were known, the rates of secondary
ionization, attachment, recombination, etc. could all be calculated and
dng/dt could be determined. However, dn,/dt occurs as a parameter
in the Boltzmann equation, and in order to calculate f(u), its value must
be known. Therefore, an iterative approach was developed for a self-
consistent determination of dn,/dt. The numerical techniques for solu-

tion of the Boltzmann equation will be described in detail later.

The basic features of the electron kinetics analysis are summarized in
Fig. 2.5. The scope of the present analysis is considered to be quite

comprehensive. In addition to the fact that the present formulation in-
cludes more refinements than many of the Boltzmann analyses current-
ly in usage, the computer subroutine for its numerical implementation

is quite flexible and computationally efficient.

Theoretical Formulation

In general, the electron energy distribution function for the gas mix-
tures and relatively low E/N values typical of electric discharge lasers
is highly non-Maxwellian. The increasing availability of extensive ex-
perimental cross section data for elastic and inelastic electron collision
processes for many gases of interest often makes it possible to obtain

a quantitative analysis of electron kinetics by direct numerical solution
of the Boltzmann equation. If there is no net creation or loss of elec-

trons by external source, secondary ionization, recombination, or at-
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tachment, the electron velocity distribution f(v) for a multicomponent

gas in an external electric field E(?, t) satisfies the Boltzmann trans-

port equation,

[3/81: +"?-'v'? - (e/m)E(T, :).’v’;;] £(V,T,t) = 8f/8¢ (17)
c
where the collision term on the right hand side includes the effects of
all elastic and inelastic scattering processes. A detailed discussion
of the Boltzmann transport equation can be found in works by Holstein-{
Alliss, Schkarofsky et 11_9, Frost and Phelpsm, Carleton and Megill“,'

2 : : 2
Hs 13. Various approximations and techniques for

and Englehardt et al
its numerical solution and application to the analysis of electric dis-

charge gas lasers have been discussed by Nighan 3_t£14, Rockwoodls,
Hancock e_til.w, Elliottg_ta_l”, Morgan and Fisherls, Lowke 22119’
Lacinazo, and others. The present approach is based upon extensions

and generalizations of earlier workzo related to analysis of CO kinetics.

At the gas densities of interest for laser operation, elastic and inelas-
tic electron-molecule collision frequencies are so high, relative to
those for molecular kinetic processes, that the electron distribution
function can be assumed to have adjusted "instantaneously' on the time
scales over which the excited state population densities are evolving.
It follows, therefore, that the first term of Eq. (17) containing the par-
tial time derivative can be discarded if the electric field E('r.. t) is as-
sumed to be dc or slowly varying. For a spatially uniform field, it is
similarly possible to neglect the second term, since the mean free
path (which is related to the elastic collision cross section and mole-
cular density) is typically small compared to the discharge dimensions.

Thus, the Boltzmann equation (17) becomes

- (e/mE- Vgt = 8£/8t| . (18)
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The usual approach for solving this equation bégins with an expansion of

(V) into Legendre polynomials,

~

£(3) = £(v) + (/)T (v) + [355/v2 - TYE(v) + ... (19)

(T and ?2 represent dyadic quantities.) Usually, f can be well approxi-

mated using only the first two terms,

£@) = £ (V) + (F/%) . T (v (20)

Physically, the justification of a two-term approximation is related to
assumptions about the degree of anisotropy to be expected for the velo-
city distribution. If the electric field is small enough that the directed
speed of the electrons (as measured by their drift velocity) is much less
than their random thermal velocities, the small first order perturbation
v. ?1 from an isotropic distribution fo(v) should be a good approxima-
tion. For high values of E/N characteristic of self-sustained discharges
and for certain gases, it has been specu.la.tedZl that the ?2 term may be
comparable to the ?1 term, although no analysis has yet been undertaken
to include these higher order terms quantitatively. Retention of more
than the first two terms would require knowledge of angular (i.e. differ-
ential scattering) cross section data, which is not generally available,
Typical experimental data gives only integrated cross sections {over all
angles) as a function of the electron energy. Some of the available data
in the literature has been determined indirectly by fitting measured
transport coefficients to synthetic cross sections, using a numerical
Boltzmann analysis based upon the two-term expansion (20) of £(¥).
Thus, consistent use of that data would require that the electron kine-
tics calculations be based upon the two-term approximation. For values
of E/N typical of e -beam sustained discharges, this approach is justi-
fied, and it is numerically much simpler than would be the case if angu-

lar calculations were required.
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In the expansion (19), fo(v). fl(v), fz(v). ... are functions only of the
magnitude v =| V], since all of the angular dependence has been put ex-
plicitly into the spherical harmonic coefficients 0, (333 - T), ans BEC,

It can easily be verified that

1
3ve

v () = (d/dv)(v""f'l) + (df_[av) & + (v/3) (d/dv)(v?l).

s -1 .. (21)

where va(?r) has been separated into spherical harmonic terms which
have £ =0, 1, 2 symmetry, respectively. If (21) is substituted into (18)
and separated into scalar and vector parts (which corresponds to multi-
plying by 1 or v and integrating over the spherical solid angle Qv), the

following equations result:

- (eE/3mv) - (@/av) (v7E)) = 8f°/8t|c (22.1)
- (eE/m)(dfO/dv) = 8?1/8t,c (22.2)

The most important physical mechanism for reducing the asymmetry in

the distribution function is electron-molecule momentum transfer colli-

sions. The collisional rate of change of .f.l can be approximated by9
— x —
8f /8t = - 2 v_{v) L., (23)
1 c x ™ 1

where Un)f( v) = Nxv Qn}f(v) is the momentum transfer collision frequen-

cy for molecules X in terms of the population density NX and momentum

transfer cross section Qn)x(( v). In terms of the electron energy

u = va/Ze (24)

(with u in units of eV, e = 1,602 IO-lzerg/eV = 1.602 10°19 J/eV), the
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equation for £°(u.) becomes, after manipulation of Eq. (22) and (23),

2 u - mv 8£° 25
- (E7/3) d/du[ dfo(u)/du] o l . (25)

X
Ny Qm(u)
X
Expressions for the collision term 8f°/8t |c on the right hand side of
Eq. (25) have been derived by Holstein’, Alliss, Schkarofskye_ta_lg,
Frost and Phelpslo, and numerous others. It shall not be the purpose

of the present discussion to repeat these extensive and rigorous deri-

vations here.

However, it may be useful at least to motivate the form of the results

SO T AP A 0

for inelastic binary collisions characterized by an isotropic scattering
cross section. For an inelastic scattering process, the collision term
is defined simply as the net flux of electrons scattered into, and out of,

a region [?, v+ A-;] of velocity space. The electrons scattered into

[V, ¥V + av] originate from all volume elements [+, v1 + AV'] for which

e s e v

energy is conserved:

(1/2) mv! .

(1/2)mv2 + eu (26.1)
or,

T = u e u (26.2)

where u is the inelastic energy loss (eV) for the scattering process,
and Eq. (24) was used. Under the assumption of isotropic scattering,
Eq. (26) uniquely defines Av' for an arbitrary choice of ¥ and AV, for

we can set A3~vz Av, AV ~ v'zAv', and invoke Eq. (26) to obtain

Av'/Av = v/v'. Therefore, it follows that
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AY' = (v'/v)AV. (27)

The rate (cm-3s- 1) at which electrons are scattered out of [3",7‘ +A_w7']
is given by f(;r.')AV' N v'Q(v'), where Q(v') is the scattering cross sec-
tion and N is the neutral molecule particle density. Recall that f(;r.')AV'
represents the spatial density of electrons (cm” 3) in the velocity region
rv". v +A-\7'], and that N v'Q (v') has the significance of collision fre-
quency (s~ 1). In order to obtain an expression for the total flux of elec-
trons scattered into [-\7, v+ AV] from [V', v AV], it is necessary to
sum the contributions from all velocities v' which satisfy the conserva-
tion of energy condition. The required '"sum' over the continuum of
velocities v', restricted by Eq. (26), can be expressed as an integral

over dv', weighted by a density function
F(u') = 8(u'-u- uo)/ J‘d;"S(u" -u- uo).

It is easy to show that F(u') d:r.' = du' é(u' - u - uo), and therefore the
restricted "sum' over velocities v' is equivalent to integration over
all energies u' weighted by the distribution §(u'-u- uo). Thus, the

collision term can be written

AV 8f(.\.r)/8t z - f(;)A_\.r v N Q(v)

c

+ I du'd(u' - u - uo)f(:')A_\:'v'NQ(v'),

where the first term represents scattering out of (and the second term
scattering into) the region ['v’, v+ A'?] of velocity space. From Eq. (27)

it follows that the collision term can be expressed as
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-fWvia (v)] (28)
vi“=v +2euo/m

stivy/ot| = (N/v) [f(:r.')v'zQ(v')

c

To lowest order in the expansion (20), f(-;) = fo(v) depends only upon
the magnitude v, as is the case for Q (v), and therefore all quantities
can be expressed as functions of the energy u. Thus, the lowest order
inelastic collision term becomes

in

2e

8f°(u)/8t = E'\';N [(u+ uo)fo(u+ uo)Q (ut uo) - ufo(u) Q(u)] . (29)

(o

where Eq. (24) and (28) have been used. For all collision processes
(both elastic and inelastic), there will be a contribution to 8f°/8t ,c
originating from momentum transfer. (Whenever an electron of energy
u undergoes a collision process with a neutral molecule of mass M,

there is a transfer of energy of order ~ (m/M)u resulting from mo-

mentum conservation.) The momentum transfer contribution is7' 10:
el df
I 2 Z 2m X kT _o© ]
B fupfme| = 2 (a/au) [o e NeT e T | 60
X

Combining Eq. (25), (29), and (30), we obtain the following form for the

Boltzmann equation:

d
(Ez/3) d/du[u dfO/du/< NQm>] +d/du[uz<(2m/M)NQm> (f° * ke—T Tlf‘:‘)]

+ Y (et ualf o+ ug)NaQqlatug) - uf (W)NgQqlu)
a

+ (u - ua)fo(u -ua)N:Q_a(u-ua) - ufo(u)N:Q_a(u)] = 0 (31)
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where Q* a(u) are the (forward and reverse) cross iections for the in-
elastic collision processes, labeled by a, Ny and N, are the population
densities of the lower and upper (excited) states, and u, is the inelastic
energy loss associated with the collision. The two weighted averages

which occur in Eq. (31) are defined by

(NQ_(w) = ; Ny Q X (a), (32.1)
(em/MNQ_(0) = Y (2m/Mp) N, Q X(u) (32.2)
X

The principle of detailed balance provides relations between the cross

sections Q*a(u) for the forward and reverse (superelastic) processes:

(u + uy)Qulu + ua) = uQ_a(u) (33.1)
(u - ua)Q_a(u - ug) = uQg(u) (33.2)

The first two terms in the sum over a in Eq. (31) correspond to colli-
sions in which the electrons lose energy, while the last two terms (which
represent the superelastic processes) correspond to collisions in which
excited molecular species transfer their energy to the electrons. Only
binary electron-molecule collisions, including vibrational excitation,

electronic state excitation, attachment, recombination, ionization, etc.

will be considered. It should be emphasized, however, that the formu-
lation of the Boltzmann equation as given by Eq. (31) applies only to a
quasisteady state situation for which there is no net creation or loss of
electrons. If processes such as secondary ionization, electron attach-

ment or recombination are included, Eq. (31) is valid only under condi-
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tions for which the collision frequencies for such processes are much

lower than those for the inelastic excitation processes which do not in-
volve the creation or loss of electrons. It should be noted that the col-
lision term for such inelastic processes does not contain all four of the
terms indicated in the general expression given in Eq. (31). For ex-
ample, only the second term occurs for recombination or attachment
(in which an electron is lost), and for ionization or dissociation, only
the first two terms occur (since there is no reverse binary collision
process). Pecause of the low density of states available for momentum
conservation, two-body recombination is generally a very slow process.
Electron recombination proceeds as a three-body process, which can-
not be treated according to the present formulation. However, it is of-
ten found experimentally that the rates for three-body recombination
vary with pressure as if the process were two-body, and thus, effective
cross sections can be used to describe it as a binary collision appropri-
ate for the formulation of Eq. (31). Thus, for (schematic) processes

such as

Attachment: A+e ~»=B +C (34.1)

Two-Body Recombination: A+ +e—»B +C (34.2)

the inelastic collision term in Eq. (31) consists only of

- ufo(u) Ng Q, (). (35)

For processes such as
Secondary Ionization: Bio el 48 446 (36.1)
Dissociation: AB+e —+A+Bte (36.2)

the collision term contains only




(u+ua)£o(u+ua)NaQa(u+ua) - ufo(u) . Qa(u). (37)

Furthermore, in the case of secondary ionization, there is the crea-
tion of an additional electron. Because experimental knowledge of io-
nization cross sections is not usually available in the detail necessary
to describe the final energy distribution of the created electrons, itis
often assumed that the additional electrons are created at zero energy,
and that they relax into the distribution on the same time scale (given
by the elastic collision frequency) over which the rapid attainment of
a quasisteady state occurs. Therefore, the collision term for secon-
dary ionization requires an additional modification, the inclusion of a

term

(0 0]
8 (1) Ny j duuf (u) Qg u). (38)

o

Perhaps a more realistic hypothesis would be to assume that the final
electrons have equal energies or, better still, that their energies are
partitioned according to a purely kinematic distribution of a three-
body breakup. It is believed that such assumptions, which needlessly
complicate the analysis, would provide no additional physical insight.
Therefore, the electrons created by secondary ionization are assumed

to have zero energy.

The effects of recoil in momentum transfer collisions are included in
the second term of Eq. (31), where the molecular energy distribution
has been assumed to be Maxwellian at temperature T. Note that, if
there is no electric field and if kT is much less than the energy thresh-
olds for the inelastic collision processes, then an approximate solu-

tion for the electron energy distribution is obtained by equating the
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second term of Eq. (31) to zero, giving

f(a) = exp [- eu/kT].

{
¢
¢
5
#
:
3
'

This is to be expected, since electrons and molecules would be in ther-

mal equilibrium with each other in that case. The momentum transfer

term in Eq. (31) is important for low values of E/N at low tempera-

tures, and for gas mixtures containing light molecules. The physical

significance of that term is elastic heating of the molecular gas, to be
discussed in more detail in Sec. 2.5. The higher the value of the low-
est inelastic excitation threshold, the more important will be the frac- €
tional power partition into elastic heating for a given value of E/N.

For molecular gases, characterized by vibrational level excitation

processes with very low energy thresholds (typically ~ 0.1-0.2eV),
elastic heating is negligible for values of E/N characteristic of typical 1

-17ch2). However, for rare gas laser mix-

laser excitation (23 x 10
tures for which the lowest inelastic energy loss usually corresponds to
excitation of an electronic level (~ few eV), the contribution of elastic
heating can be significant even for relatively high values of E/N (e.g.

~ 10" ie chz). Effects of rotational excitation, which are not in-

cluded in the present version of the electron kinetics analysis, can be

incorporatedg’ 1y into the Boltzmann equation in the same way as mo-

mentum transfer by making a suitable continuum approximation.

Most authors have not only restricted their attention to solution of the

i Boltzmann equation in the form of Eq. (31), but have often ignored the

superelastic collision terms. For weakly excited gases, such an ap-

proach is justified, providing that attachment and secondary ionization
could be neglected, However, in order to properly describe effects of

;w- interest in electrically excited lasers, superelastic collisions must be
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E : included, and in addition, several important extensions to the formula-

tion (31) of the Boltzmann equation are necessary.

First of all, the contribution (38), representing the creation of electrons

du o e o ad s b b
e

(at zero energy) from secondary ionization, must be included in the col-

RRLUE S E S e

lision term of Eq. (31).

Secondly, it is useful to incorporate a source term Sext(u) to describe
(as a function of energy) the creation of electrons by external sources of

ionization (e.g., e -beam, photoionization, etc.) and the resulting ener-

gy deposition. Since there are often several electron creation processes
for which no a priori knowledge of this energy dependence is available
(e. g., Penning ionization, photodetachment, photoionization by intraca-
vity radiation), it is convenient to assume that the resulting electron en-

ergy is zero. Thus, the source term is assumed to be of the form

sext(u) = S°8(u) + S(u), (39)

3

s'l) of creation of electrons at zero

energy, and S(u) represents a rate of creation per unit energy (cm" o

where So represents a rate (cm’

; eV-l) of electrons of energy u (i.e., S(u)du is the rate of creation of

electrons in the energy interval [u, u+du]). The first term, which can
be used to include all electron creation processes arising from excited-
state interactions in the medium, contributes nothing to energy deposi-
tion into the electron gas (since the electrons have zero energy). The
second term S(u) is used to describe electron creation from an exter-
nal source, typically e -beam ionization. A more detailed discussion of

energy (power) balance is given in Sec. 2. 5.
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Third, in order to properly conserve electron number density, a term

proportional to dn,/dt must be retained from the time-dependent Boltz-
mann equation. The term Bne(u, t)/dt (where ng(u,t)du = n(t) duulﬂ
fo(u) is the electron density in the energy interval [u,u+du]) can be

written

dn (u,t)/dt = u”zfo(u,t)dne/dt

+ ne(t)ullz 3f (u,t)/dt. (40)

It is reasonable to retain the earlier assumption that the shape fo(u, t)

is not an explicit function of the time, since a quasisteady state will be
established on a time scale much shorter than that characteristic of mo-
lecular and electron kinetic processes. Thus, £°(u) will be only an im-
plicit function of time through its dependence upon instantaneous values
of various parameters, such as E/N, and the excited state population
densities N 4 (t). It follows that the second term in Eq. (40) can be de-
leted, and the explicit time dependence in fo(u, t) suppressed in the first
term. The first term must be retained, even in the quasisteady state
approximation, since it represents the net rate of creation (or loss) of
electrons on the time scale of attachment, recombination, ionization,
etc. It will be shown that retention of the dn,/dt term is necessary to
insure that the first integral of the Boltzmann equation correctly results
in the conservation equation for the electron number density ng(t).

Since dn,/dt occurs as a parameter whose value cannot be determined
until the equation is solved, a self-consistent iterative method (to be
discussed in more detail later) was developed.

Finally, the effects of Coulomb scattering can become importantls’ o
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under conditions of high fractional ionization, so electron-electron col-
lisions must be included. (Charged particle interactions between elec-
trons and heavy ions will be neglected in the present analysis.) For a
highly ionized gas, electron-electron collisions dominate electron-mole-
cule collisions, and this tends to force the electron energy distribution
to become more nearly Maxwellian. Rc:ockwooc:ll5 has shown how the
Boltzmann equation can be expressed in terms of a ''flux divergent'' de-
scription of the electron distribution in energy space, and how electron-

electron collisions can be incorporated into such a formulation.

Accounting for these refinements, the Boltzmann equation becomes

ullz fo(u) dne/dt + de(u)/du + dJel(u)/du + dJee(u)/du =

Qo
S_8(u) + S(u) + ng /7-_; {S(u)z Ni_fduufo(u)oi(u) +
1 o

> [(u-’-ua)fo(u+ua)NaQa(u+ua) - uf (9)Ng Qq (w)
a

blu-ug)f (u-ug)NgQ  (u-ug) - uf (0N, Q_a(u)]}. (41)

The sum over i represents a sum over all secondary ionization proces-
ses. The sum over « corresponds to the complete set of all inelastic
electron-molecule collisions, including ionization, with the tacit under-
standing (according to the foregoing discussion) that certain terms in
the general collision expression are to be omitted for processes for
which there is a net creation or loss of electrons, or for which there is
no reverse binary collision. (I.e., the collision term is reduced to the

expressions (35) or (37) in such cases.) The '"current densities' Jf(u),
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Jel(u)' and Jee(u)' which correspond to a flux of electrons in energy
space driven by the applied electric field, elastic scattering collisions,

and electron-electron collisions, are defined by

| I (0) = - (E%/3)n, a1 udfoldu/<NQm(u)>] (42. 1)
J. (u) = -n \/2 u2<(2m/M)NQ (u) D [f +£d£° ] (42. 2)
el €e\m m o e du 2
4,2 df
I () = - (@w/3)nl 22(q" /e JInA[P@)=2 +Qu)f ] (42.3)
where
u e o)
P(u) = Zjdwwyzfo(w) + Zu3/z.“dw£°(w), (43.1)
(o] u
t. 12
Q(u) = 3Idww £ (w). (43.2)
(o]

In the above equations, q = 300e = 4.8 x 10-10 esu is the electronic
charge (cgs units), e = 1,602 x lo-lzerg/eV, and A is the ratio of the
Debye length !‘D and the classical distance of closest approach r, (for

an electron of average energy u = u), defined by

A = D/ro (44)
Ly = (kT /amnl) M2 (45)
2, = 2
r, = q /(eu) = 2q /3kTe. (46)
R R S ARG




Comparison of Eq. (31) with Eq. '(41) shows that they are equivalent,
except for the inclusion of the additional terms dng/dt for electron con-
servation, S(u) for external ionization sources, dJgelu)/du for electron-
electron collisions, and the term~§(u) representing the creation of el-
ectrons (at zero energy) by secondary ionization and the external source
S, The formulation (41) of the Boltzmann equation to be used in the pre-
sent analysis is writtenin sucha way that its significance as a continuity
equation (in energy space) is manifestly apparent. In Fig. 2.6, an in-
terval [u, u+ du] of energy space is depicted, with an electron '"current
density'" J(u). If there is an external source sext(“) and a (non-local)
source S x ou(“) from inelastic collisions driving electrons into (and out

of) the interval [u, u + du], the continuity equation can be written

dudn (u,t)/dt] + [J(utdu) - J(u)] = du[S (@) +S ()]

or,

dne(u, t)/dt + dJ(u)/du = Stot(u) (47)

J () J(u + du)
S—— —

u u + du

Fig. 2.6: Continuity equation interval.

Thus, the first term on the left hand side of Eq. (41) represents the

rate of change of electron density in the interval [u, u+du]. while the
dJ/du terms represent electron flux in energy space driven by the ap-
plied electric field, elastic collisions, and electron-electron scatter-

ing. On the right hand side of (41), there are source terms from ex-
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ternal ionization, secondary ionization, and nonlocal inelastic scatter-

ing of electrons into and out of the interval [u,u+du].

The normalization condition for fo(u) is taken to be

o o]
fduu”"‘ £la) = 1, (48)
(o]

where the factor ull?' originates from the densitv of states associated
with the transformation from the three-dimensional velocity spa.ce?? to
the energy space u: dv = 4mvidv = 21r(2e/m)3/2u1/2du. (Thus, the
units of f,(u) will be eV'3/ z.) From the solution fo(u) of the Boltzmann
equation (41), all of the forward and reverse electron excitation rates
v Q*a(u) >, electrical power partitioning, and miscellaneous plasma |
parameters (drift velocity vq, mobility u, average and characteristic

energies u and €10 effective temperature T e etc.) can be obtained:

Collision Rates (cm3/s):

©
<VQ¢a(“) > = (Ze/m)”Z fdu u £°(u) Qta(u) (49)
o

Mobility (cmZ/Vs):

(o o]
b= -3 zetmt!? [ aufu/dna_(w]ag /du (50)
[+

Diffusion Coefficient (cmzls):

@
D = (1/3)(2¢/m)*/? [[au [urdN Q_(d]¢ (w (51)
o
Average Energy (eV):
@
q = J.du u3/2£°(u) (52)
o
41
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Effective Temperature (K):

Te = (2/3)TW/k (53)

Characteristic Energy (eV):

€. = D/p (54)

Drift Velocity (cm/s):

vd = p.E (55)
For the case of an ac electric and/or applied magnetic fields, there
are other transport coefficients of interest, and expressions for these
quantities as well as discussion of the extensions of the Boltzmann
equation required to describe these phenomena can be found in the ref-
erencess-lo.
The first integral (from 0 to ) of Eq. (41) gives an expression for

the conservation of electron density:

(o o]
dn/dt = n [v,- v ]+ [duS(u +S, (56)
Q
where
v, = z N, {vQ, (w> (57)
i
and
v, = D N.&va (wd (58)
a

are the total secondary ionization and electron attachment frequencies.

Note that for all of the inelastic scattering processes which conserve

42




electrons, the integral over the collision term vanishes:

c
jdu [(u+ua)f°(u+ua)Qa(u+ua) - ufo(u) Qa(u)] = 0, (59)
o
which can be shown by shifting the variable of integration and noting
that Qy(u) = 0 for u<u,. For attachment or recombination, however,
only the term (35) occurs in the collision expression, leaving the v,
term in Eq.(56). For secondary ionization, both terms shown in Eq.
(59) appear and the integral vanishes; however, there is still a term
in Eq. (56) containing v, originating from the § (u) term in Eq. (41).
The integral of S(u) on the right hand side represents the total rate of

change of electron density from the external source.

It is apparent that the term proportional to dn,/dt must be retained in
order to correctly obtain conservation of electron density in situations
where creation or loss of electrons is important. Obviously, this will
always be the case for transient analysis of pulsed electrical lasers if
it is important to properly describe the build-up of the plasma. Note
that Eq. (31), which does not include the dn,/dt term, may give rise
to solutions for f (u) which contain logarithmic singularities at u = 0.
To demonstrate this, consider the case of attachment only, and inte-

grate the Boltzmann equation from u to oo:

J(o) = J(u) = -.. Ve

As u -0, (since J(m) = 0), this becomes an equation of the form
[Auz + Bul]df /du = n_yp
o e a

which is characterized by a singularity at u = 0,
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If Eq. (41) is multiplied by eu and integrated over all energy, an ex-

pression for electrical power balance is obtained:

©
ene/.c.E2 + Idu(eu)S(u) = eudn,/dt +
o

Q
1/2 2
n_ e(2e/m) ; J'du W“lemmNQ_S [fo + (kT/e)dt'o/du]
o

®
+ E“a Idu u fo(u) [NaQa(u) - N; Q-a(“)] ; (60)
@ o

The form of the inelastic collision term on the RHS of Eq. (60) results

from a change of variables in the first term of an expression, such as

Ng

@© o o]
J.duu(u+ ugy) fo(u+ ug)Qulutuy) - J‘du uzfo(u) Qqu(u)
o o

e}
= Nafdufo(u) Q y(u) [ u(u - uy) - uz]
° ©
=-Ngug f du u £ (u) Q g (u) (61)
o
Note that, for processes such as (''two-body'') electron recombination
and attachment (in which an electron is lost), only the second term of
the form (35) (i.e., - uf (u) Ny Qy(u)) occurs in Eq. (41). In that
case, the first term on the LHS of Eq. (61) is absent and the corres-

ponding term in the power balance equation (60) must be modified:

Q0
Ny [ duu?s (W, (62)
o

The physical interpretation of Eq. (60) is that the total electrical input

power density (discharge and external deposition) on the left hand side

is partitioned into eudne/dt (representing the rate of change of electron
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* : kinetic energy stored in the electron gas), elastic heating from momen-

i tum transfer collisions, and dissipation by the inelastic excitation pro-

cesses on the right hand side. Note that the contribution from electron-

B—

! electron scattering vanishes--this mechanism merely redistributes the
u g electron energy and tends to drive the distribution toward a Maxwellian
shape. To show that the electron-electron contribution vanishes, inte-

grate by parts,

(o} © Qo
: %
i J'du.u dJee(u)/du = Jee(u) : -fdu Jee(u)' (63)

and the first term on the right vanishes because P(m) = 2T, Q() = 3,

P(0) = Q(0) = 0, and fo(co) = df (o)/du = 0. Thus,

o
© ©
- Idu u dJ'ee(u)/du = fdu Jee (u) |
o o o i

= - (27/3) n:(q4/e?-) InA fdu[P dfo/du + Qfo(u)](ze/m)I/Z

o

Suppressing the constant factor, and integrating the first term by parts

gives
':f* © [0 )
jcandfO/du + QfO] = P(u)fo(u) % + J'dufo[Q - dP/du]
o © o
. J' du £ (u) [Q(u) - dP/du) (64)
o
From the definitions (43),
u @
Q(u) - dP(u)/du = 3; Idwwllzfo(w) - uI/ZIdwfo(w) : (65)
o u

and the expression in (64) becomes




(o)
j'du £ (w [Qu) - dP(w/du] =
o]

‘ (e e} u / © / e}
1/2 1/2
3‘ J'dufo(u) j.dww fo(w) - J-duu fo(u) J- dwfo(w) }
o o o u
Interchanging the variables (u, w) in the second term above gives

(o o]
J'du £ (w[Q-dP(u/du] =
o ® u ® o
HEEEN]
(o] (o] o w

Since both of the integrals in Eq. (66) are carried out over the same

1/

dudww Zfc’(u);‘.'o(w) = 0 (66)

(infinite) 45° sector in the upper half of the (u, w) plane defined by

0<u< oo, 0 w< u, the electron-electron contribution vanishes.

From the definition of inelastic collision rate given by (49), the power

balance equation (60) can be written, finally, as
en y.Ez + e<U+>S = eudn_/dt +
e b e

©
ene(Ze/m)I/Z f du u2<(2m/M)NQm >[ fo + (kT/e) dfoldu]
o

!
+ n, §(eua) [Na dvQq(u)- N1<vQ_a(u)>]

o
+ nee(Ze/m)”2 Z Na. I du uz fo(u) Qa(u) (67)
a o

where the sum over '"a'" is over all attachment and recombination pro-
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cegses, which are to be implicitly excluded from the sum over all the
other inelastic collisions «. Sb is the total rate of creation of electrons
with positive energies,

@©

S, - J du S(u) (68)

o

and an average deposition energy <U+) has been defined as a weighted

average of the external ionization source function S(u) as

(o o] Q
Cuty = jdu u S(u) / Idu S(u). (69)
o o

The typical source of external ionization is a high energy electron beam.
The mathematical description of the energy deposition in the gas is, in
general, quite complicated and several investigators have developed ex-
tensive computer programs for such analysis. It is beyond the scope of
the present work to describe the physics of e -beam ionization, so it is
not possible to indicate how the form of the excitation source function
S(u) is determined. If the origin of the source ionization is an external
e -beam of current density Jb (A/crnZ ), then the function S(u) could be

: 3 +
expressed in terms of cross sections tri(u) as

S(u) = (Jb/e)z:a".:(u) N., (70)
i

where the sum is over all species i ionized by the beam. The total de-

position of e -beam energy associated with ionization is then

e<u*y s, = (U+>Z¢r: NI, =7, av¥/ax, (71)
e




where 0':' =

I du 0':(\1), and an effective voltage drop has been defined
as dV+/dx = {U*> /L in terms of a '"mean free path" £ for ionization,

PR e o T (72)
i

* -
A similar term dV /dx occurs for e -beam deposition corresponding

to excited states.

Numerical Approach

The numerical solution of the Boltzmann equation (41) is carried out by
reducing the differential equation to a finite difference equation, defined
over a uniform grid of equally spaced energy values (0 = Ugs Uy, Ugs e
sesuE= umax)’ where the maximum energy R satisfies, typically,

M
u 2 5u. This results in a large set of coupled algebraic equations

(tl;lpaitally M >500) which could be solved (at least formally) by a matrix
inversion. However, a straightforward matrix inversion is not practi-
cal computationally or from the standpoint of computer core storage that
would be required. For example, a typical energy range of (0, 20) eV,
subdivided into a mesh of M = 500 to give an energy resolution of 0.04
eV, would require storage and manipulation of 500 x 500 matrices, each
of which would contain 250,000 = 1,000, 0008 elements. To reduce the
problem of core storage and matrix inversion, an iterative approach
that utilizes the advantages of sparse matrices (i. e. matrices whose
elements are mostly zeros) has been developed. The essence of the
present techniquel6 is the reduction of the system of linear difference
equations to a form which involves the inversion of only tridiagonal ma-
trices, for which computation time and core storage are substantially

reduced.

With some recent exceptions, most of the work which has been done to
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implement the numerical solution of the Boltzmann equation has been

ax - B PRI

associated with problems for which the excited state population densi-
ties are negligible, and for which the superelastic collision terms can
therefore be omitted. In that case, electrons always lose energy in
collisions, and for any given energy u the inelastic collision term on
the right hand side of (41) involves only fo(u) and fo(u + ugy)--i.e. the
values for the distribution function fo evaluated at energies equal to

and greater than u. Therefore, one of the most common approaches

to the numerical solution of the Boltzmann equation has been to assume
a fixed value for f (u ), integrate (41) backward from u=u to
o' max max

u = 0, and finally to impose the normalization condition (48). If the
superelastic terms are retained, then terms containing fo(u - uy) oc-
cur, and the backward integration scheme fails. Attempts to extend
this technique to the superelastic case have generally encountered dif-
ficulties and limited success.

. - -5 ;
Under highly excited conditions typical of laser plasmas (N /N 210 ),

superelastic collision terms must be retained. Their inclusion presents

B s

no difficulties for the present technique, which is based upon an itera-
tive solution of the set of linear difference equations obtained from (41)
and reduced to tridiagonal form. The algorithm developed is extremely

fast, and execution speed is optimized when a good initial guess for fo }

is available. Thus, the present approach is especially suitable for a
coupled analysis in which the excited state population densities and dis-
charge voltage change as a function of time, since the previous elec-
tron distribution (at some time t) provides a good initial guess for ob- i
taining the updated distribution (at time t + At). As an example: for an

electron grid of 500 points, with 15 inelastic collision processes and

electron-electron scattering, the electron distribution function fo con-

verged to an accuracy € 2 x 10-3 after ~8 iterations in ~ 0.7 CF sec-
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onds on the CDC 6600 computer (from an initial guess for fo(u) given
by e~ eu/k'I" for example). The numerical techniques for the solution

of Eq. (41) will be described in detail below.

The functional values of the distribution fo(u.) defined over the uniform

grid of energy values (0 = ul, uz, u3, e uM = uma.x) shown in Fig,

2.7 will be denoted by (fl’ fz, f3, vaie s fM), and the spacing of the en-

ergy grid will be denoted by Au:
M = MESH + 1
Au = u /MESH J
max
(73)
u, = (i-1)Au
fi 57 fo(ui)
where i = 1, 2, 3, ..., M.,
:
i 0 i
Au Au Au Au ceee Au
o el e B ' e
o) SRR Pl NG S “M-1 M

Fig. 2.7: Uniform energy grid.

If Eq. (41) is integrated from (ui-Au./Z) to (ui+ Au/2) fori = 2, 3, 4,
+ee; M, with the tacit boundary condition that £M+1 = 0, the result is
a system of (M- 1) coupled algebraic equations:

50

e m g SO 2o S




u + Au/2 u;+Au/2

Ia) + I (0) + T__(u) + dn_/dt j' asnt! zfo(u) ;
u, - Au/2 ui-Au/Z
J-du [S(u) +(r1e Ui + 50)8(\1)] +
u; - -Au/2
u, +4Au/2 :
eji—; b B J'du [(a+uad (atug)Ng Qq tutug) - uf (w) NgQq(w)
.-Au/Z

*
+(u-ug)f (u- ua)N; Q_,(u-ug) - uf (1) N, Q_a(u)] (14)

All of the integrals which occur in Eq. (74) will be approximated by
the values of the integrand taken at the midpoint u,. The values of fo
and dfoldu which occur in Eq. (74) at the midpoint energies,

u. = u, * Au/2 (75)
i i
are approximated by
*
f':’(u.i £ Au/2) = fo(ui ) = (fii:l + fi)/Z (76.1)
&
fo'(ui £ Au/2) = fo'(“i ) = ::(fi*1 - fi)/Au. (76.2)

For convenience, we define the following functions:

plu) = (E®/3)u/<NQ_(u)> + (kT/e) u’<(2m/MINQ_(u)>

+ (27/3)(q*/e%) n_1nA P(u) (77
qfu) = u2<(2m/M)NQm(u)> + (27/3) (q*/e) n_InA Q(u) (78)
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i in terms of which the total ""current density'' can be expressed as
J(u) = Jf(u) + Jel(u) + Jee(u)

df,
s - ne(Ze/m)l/Z[P(u_)Eu3 + q(u) fo(u)] (79)

With the above definitions and approximations, Eq. (74) becomes

- pla) (f,1 - £)/8u + pla)(; - £_)/Au - qu)) (£, +£)/2

- - f S,
+alu’) (L, + £ /2 +(2¢/m)" 20 [."iu_VZf, -2l (v, +50)/au
el Wil ) | neg i i ng L2 1 n,

- AuZ[(ui+ua)£o(ui+ua)Na Q (8, +ug) - u £, Ng Q, (u)
[+ 4

* *
+ (ui- ua)fo(ui- ua)Na Q-a(ui' Uy ) - u, fi Na Q_a(ui)] (80)

where Si = S(ui). For convenience, define the quantities

o
"

p(ui=h ) p(ui +4Au/2)

(81)

+
<1(ui )

[te]
1}

q(u.i +*Au/2)

The §-function in Eq. (41) and (74) is approximated by a rectangular
spike of thickness Au and amplitude 1/Au. Separate the collision term
in Eq. (80) into ""diagonal' (i.e., containing fo(ui) = fi) and "off-dia-
gonal' elements (i.e. containing fo(ui % u,) ) and use the detail balance

relations (33) to define

D, = X [uNaQqls) + (4 +u)NaQplutu)]  (82)
«Q
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and
y [(ui-l—ua)fo(ui+ua)NaQa(ui+ua)
a

*
+ uifo(ui - uy)Ny Qa(“i) ] (83)
Eq. (80) can be rearranged to give

i L Hiat 3, i+1 fie1 R\ b, (84)

i=2,3,..., M, to form a system of (M- 1) equations for M unknowns
(fl, £Z' f3, R £M), with coefficients defined by

3 i1 = Py /Au - qilz

+ +
3 i+1 P, /Au + q /2

w
"

i - (p: +pi.)/Au + (Cli+ - qi-)/?.
1/2

- Au [ui (Ze/m)-l/2 he/ne + Di] (85)

b = - Au ['ri + (2e/m) 2 5. /m,

+ 8,00 + S Mmg)/aul],

for i = 2,3,...,M. Note that the diagonal terms have been placed on the
LHS, and the off-diagonal terms on the RHS of Eq. (84). There is, obvious-
ly, considerable latitude in the definition of coefficients (e.g., Eq.(85)) for

the reduction of the Boltzmann equation to the form (84). The essential cri-
terion is that any such choice be suitable for numerical implementation by

a convergent and computationally efficient algorithm for solution.
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| The set of (M- 1) equations (84) can be completed with an Mth equa-
' tion in a variety of ways. The simplest approximation, which has been
= f . After the iterative

1 2
calculation of f converges, the magnitude is adjusted to satisfy the re-

found to be quite satisfactory, is to take f

quired normalization condition (48). Thus, Eq. (85) is supplemented by

a =b, =0; a = a =0 (86)

£
Sk - b,
3,15 13 5 ta, oty -8
a3’zf2 + 33’31'3 + a3’41‘.’4 = b3 (87)
M, M-1"M-1 * 2, MM * PMm

in which form they resemble a linear tridiagonal system. It should be

kept in mind, however, that they are neither linear or tridiagonal; the

electron-electron scattering contribution makes p(u) and q(u) (and there-

fore, the coefficients ai, i’ ai. i:hl) dependent upon fo(u), and the vector
bi contains off-diagonal elements f‘:’(ui * uy). Formally, the solution
of the finite difference equations could be obtained (in the absence of
electron-electron collisions, anyway) by direct matrix inversion, al-
this is not practical computationally or from the standpoint of computer
storage requirements. Instead, the set of equations has been explicitly

separated into the form of Eq. (87) in order to implement an iterative

" x A
e e S e i e e e Ao -




technique which exploits the tridiagonal structure. Eq. (87) can be

written in matrix form as

AT = B(D) (88)
where
r -
b 1% Glkor W0
o 70 B W B T
a a a
e 3.2 %5 " g s
AM-1,M
- M, M-1 *M,M
and f = (£, £, £ L B % b. ). Th li
= 13 Zl 3) -:. M ’ = 1: z. 3, ceo ey M . e expli-

cit dependence upon f of the matrix A(-f.) and the vector -l;(-f.) has been
expressed in Eq. (77), (78), (81), and (85). To solve the (nonlinear)

equation (88), consider a sequence of vectors

{—f.l} = ?op ?1; e e 0y ?n. -f.n+1' DY (90)

defined by the iterative equation

A(-f?n’-t-:n-l-l > B'(-f-'n)
(91)
Fn+l a A(Fn)-lg(im)’

with the initial vector f _ chosen arbitrarily. If the sequence of vec-
tors {-f.i} defined by the recursion relation (91) converges, it must ne-

cessarily converge to the solution of Eq. (88), independent of the initial

55




] WO AR

guess chosen for T° Since A is tridiagonal, it can be numerically in-
verted very rapidly by using elementary row manipulations downward
(upward) to annihilate the lower (upper) diagonal, followed by back sub-
stitution upward (downward). Furthermore, the computer core require-
ments are substantially reduced, since only three diagonals (rather than

a full MxM array) of elements need be stored and manipulated.

To implement the iterative technique, an initial guess for ?o is chosen
-4 % ; ;

and a sequence {f "} of successively refined approximations is genera-

ted using Eq. (91). An acceptable approximation -f.n“' to the solution

of Eq. (88) is assumed to have been attained when the following conver-

gence criterion is satisfied:

n+l _n n
Maxi (£i -fi)lfi < € (92)

The solution £ to Eq. (88) is typically exponential, varying over sever-
al orders of magnitude in the range (0, uma.x)' Therefore, Eq. (92) has
been weighted in such a way that the maximum relative (rather than ab-
solute) change in all of the components fi of the solution between two _
successive iterations must be less than € for convergence to be de-
clared. Eq. (92) is not rigorous, and probably requires mathematical
assumptions about uniform convergence; however, it is physically rea-
sonable and numerically convenient. (To illustrate the need for caution
in applying Eq. (92), consider the sequence {Sn} of partial sums, Sn =
14+(1/2) +(1/3) + ... +(1/n). For any fixed ¢ and for n sufficiently
large, (Sn- sn-l)/sn = I/nSn< €. Although the condition (92) predicts

convergence at some point, the sequence {Sn} is known to diverge.)

Note that all of the off-diagonal elements of the inelastic collision term
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have been included in the vector -l-;, defined in Eq. (85). Terms involv-
ing an energy (ui t u,) are evaluated at the nearest mesh point, or are
discarded if the energy lies outside of the range [0, urnax] chosen for the
calculations. (It is important, therefore, to choose a value for umaxtha.t
is suitably large to minimize computational inaccuracies that may result
from such numerical "'sinks''. On the other hand, U oy Cannot be chosen

too large without sacrificing energy resolution. )

There are (at least in principle) an infinite number of ways in which Eq.
(80) can be represented by a recursive sequence of equations such as (91).
There is no a priori guarantee, in general, that an iterative procedure
based upon an arbitrary definition of the coefficients for the recursive
scheme of Eq. (91) will necessarily converge. In the course of develop-
ment of the present algorithm, some variations in the definition of the
coefficients ai,j and bi were explored. For example, in an attempt to
optimize performance, the definition (85) was modified by shifting a frac-
tional part £ of some of the diagonal terms in a.i i

RHS of Eq. (84). It was found that, in some cases, the rapidity of con-

to the term bi on the

vergence could be slightly enhanced by choosing £ > 0, although problems
were often incurred for large values of £ ( = 0.4) for which convergence
was sometimes unsuccessful. It has been demonstrated by extensive nu-
merical tests that the system of equations defined by Eq. (85)-(91) do con-
verge (usually), and that they are quite efficient computationally. For the
present analysis, therefore, the definition (85) has been adopted for the

Boltzmann subroutine.

The coefficient ai.i defined by Eq. (85) contains the parameter x'ze, whose
value is not known a priori. The first integral of the Boltzmann equation,
Eq. (56), expresses x'le in terms of the secondary ionization, electron at-
tachment and recombination, and external source creation rates. The

frequencies V; and V, cannot be calculated without knowledge of the elec-
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ledge of the distribution function fo(u). Therefore, a self-consistent

iterative approach was taken to solve this problem.

N SN T

‘ An initial estimate (which may be zero) is assumed for zie, and the
t ; Boltzmann equation is solved recursively (as described above) until
| the convergence criterion of Eq. (92) is satisfied (with an initially
| | coarse choice of ¢, e.g., €~.01). The resulting distribution f_(u) is

then used to calculate the secondary ionization, attachment, and re-

| combination rates which can be used, along with the external creation
F rates, to obtain an improved estimate of rn, from Eq. (56). The pro- i
cedure is repeated until the value for r'xe converges to some accept-
able accuracy. After convergence relative to the coarse parameter
of accuracy is obtained, further refinement can be obtained by making

the parameter € smaller.

The implementation of these numerical algorithms is accomplished
by a FORTRAN subroutine BOLTZ, to be described in more detail in
Sec. 3.3 below. In addition, the subroutine is extensively document-

ed with internal COMMENT cards (cf. listing in Vol. II). The pres-

ent version of Program LASER uses the Boltzmann analysis only for
the situation of an electric discharge, although in principle, the for-
mulation should also be applicable to the case of direct e -beam exci-

tation only.
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2.4 External Drivirg Circuit and Ionization Sources

A typical excitation scheme for high power electrical lasers employs
a capacitive electric discharge, sustained by an external source of io-
nization such as a high energy electron beam. In some cases, the ad-
ditional enhancement of electrical pump power provided by a discharge
is not justified in terms of the additional complexity or problems that

result, and direct excitation by e -beam alone may be used. The pre-

sent analysis includes external sources of ionization, as discussed in
Sec. 2.3 for the electron kinetics, and couples the kinetic equations to

the voltage and current equations for an external driving circuit.

The model for the external driving circuit is shown in Fig. 2.8, A x '

plane parallel discharge of area A, with anode and cathode separated !

by a distance d, is driven by an external RLC circuit with a capacitor

initially charged to a high voltage. This discharge is sustained by an

external e -beam whose temporal current density Jb(t) can be speci-
fied as an arbitrary function of time. Initially, there is no voltage a- |
cross the discharge because of the external circuit inductance. As

the secondary electron density in the gas changes, the plasma conduc-

tivity (and hence the discharge impedance) will change. Thus, the

plasma kinetics analysis is directly coupled to the circuit equations

which define the instantaneous voltage Vd(t) (and thus, E(t)/N) across

the discharge. Although the present model for the external driving :

circuit is the simplest possible, it neverthless provides for the de-

scription of basic but important phenomena associated with pulsed ex-

citation of the medium. If necessary, more sophisticated circuits

(e.g., pulse-forming networks to better match impeda.nces) could be
incorporated into the analysis.
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EXTERNAL DRIVING CIRCUIT

o |

Plasma conductivity: o = ng(t)ep(t)
Plasma impedance: R4(t) = d/Aa(t)

L4l & (r+ Ryt0i + L= 0
dt c

Fig. 2.8: External RLC driving circuit excites gas in a
plane-parallel discharge of area A, separation d.
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The circuit equations will be formulated as first order differential
equations for the charge q(t) and current i(t) in order to incorporate
them on an equal basis with the molecular kinetic equations (4), the

full set of which are integrated numerically using the Ge:«.u-6 technique.
Thus,

dq/dt = i(t) (93.1)
Ldi/dt =-q/C - (r+Rd(t))i (93.2)

where L = inductance, r = external resistance, and C = capacitance.

If the case L = 0 is desired, only one circuit equation is required:
dq/dt = q/(r+Rd(t))C (94)
The discharge impedance Rd(t) is a function of time, given by

Rd(t) = d/Ac(t), (95)
where

o(t) = n(t)en(t) (96)

is the plasma conductivity as a function of the instantaneous electron

density ne(t) and the mobility u(t). The voltage across the discharge,

Vd(t) = i(t)Rd(t) (97)
determines the value of
E(t)/N = Vd(t)/dN (98)
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If Eq. (93.2) is multiplied by i(t), an expression for the conservation

of energy (power) is obtained:
2 .2 2 2
d/dt(Li"/2) + i'r + (Ad)ocE" = -d/dt(q /2C). (99)

The physical interpretation of Eq. (99) is that the rate of change of
stored inductive energy (Liz/?.), plus power dissipated in the external
resistor (izr) and deposited into the discharge, is equal to the rate of
change of stored energy in the capacitor (qZ/ZC). The discharge power
density

oE® = n_(epn(yE (100)

has occurred previously in Eq. (67) for electrical power partitioning.

In the following section, the overall power balance eq<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>