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THE DEVELOPMENT OF THE ATC SELECTION BATTERY: A NEW PROCEDURE TO MAKE
MAXIMUM USE OF AVAILABLE INFORMATION WHEN CORRECTING CORRELATIONS FOR
RESTRICTION IN RANGE DUE TO SELECTION

Introduction.

To develop or update a test battery used for selecting personnel, two
very important steps must be completed. First, the most valid tests must
be chosen, and second, a weighting system must be devised which will
combine these tests into a composite that yields a maximum validity
coefficient. 1In order to do this all tests under consideration are
intercorrelated with each other and correlated with a specified criterion
of job success. These correlations are used to regress the test scores on
the gob success criterion and the coefficients from the re§ression analysis
are then used to determine which tests should be included In or deleted
from the batter{ and what the relative weights should be for each test.

e

These weighted st scores are then combined to form the composite score
which is used for selection.

In the selection of air traffic controllers, a five-test selection
battery is currently given to apglicants, each test score is weighted, and
the five weisht.ed scores are combined to t‘?m g composite which iIs used to
select candidates for Air Traffic Control (ATC) training. This test
battery is in the process: of being revised, and several new selection tests
have been developed which could replace part or all of the existing
five-test battery. To evaluate these new tests and compare them with the
existing battery, they were administered to 7,000 ATC applicants along with
the existing five-test battery. The apglicant scores on the five existing
tests and the new tests were then correlated to see how much overlap
existed between them.

In order to determine the utility of the tests, both old and new, it
was necessary to correlate them with some criterion measure of job success.
Unfortunately, job success measures are available only for those
individuals selected to be controllers, and this selection is based on
scores only on the five current selection tests. An important factor
influenci the size of correlation coefficients between a test and the
criterion 1s the range of scores available on the tests and on the
criterion. Since information about the job success criterion is available
only for the ATC applicants who have been selected for employment, only the
upper range of scores is available on the criterion. Because of this
restriction in range, the correlations between the current selection test
scores and the iob success criterion will be spuriously low. his
situation is illustrated in Figure 1 ;

The new tests being considered to replace part or all of the existing
test battery will have a larger range and variance in the selected group
than the five tests actually used for selection. In fact, the range and
variance will be restricted only to the extent that the new tests correlate
with the old tests, and will be as restricted as the old tests only if this
correlation is 1.0. Because of this differential restriction in range, the
new tests will correlate higher with the job success criterion in the
selected group than will the old tests.
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Figure 1. The effect of restricted range on a correlation
coefficient. Subjects in the smaller box represent
the selected group. The unrestricted correlation of
the two variables is .88, and the restricted is .15.

To adiust for this spurious result, the correlations with the job
success criterion must be corrected for restriction in range to assess the
validity of the tests used for selection and to determine how the current
tests used for selection compare with the new tests. The correction must
take place prior to performance of regression analyses: otherwise, the new
tests will apgear superior to the current tests because of nothing more
than a statistical artifact. This also means that, when corrected, the new
test correlations with the criterion will generally increase less than the
old test correlations.

Since a composite score is used for selection of ATC trainees, and the
five tests in the existing battery are not given equal weights, some tests
in the batter{ contribute more to the composite than others. Because of
this differential contribution to the composite, some of the five tests
which form the composite will be more res ricted in range than others.
Consequent1¥, the correlations for some tests which form the composite,
when corrected for restriction in range, will increase more than others,
and the amount of increase will be groportional to the amount of
restriction in the variance for each particular test.

Equal Employment ngortunity Commission (EEOC) Guidelines state that
tests used for personnel selection must be demonstrated to be valid
predictors of job success, and the mafnitude of the validity coefficient
must be both "practically and statistically significant" (3). The
spuriously low correlation coefficient due to selection, then, becomes a
very 1mgortant legal issue in addition to its importance in assessing the
value of new selection tests. Numerous litigations have occurred as a
result of this problem, several of which related to the accuracy of the
method?1§mployed in correcting the validity coefficients for restriction in
range 3




There are two major statistical formulas which have been developed to
correct the correlation of a test and a job success criterion. For the

gurposes of this study, the following notation will be used for all
ormulas:

x = the current selection composite score
y = the new test, or one of the five components
of the current test battery
z = the job success criterion
RR = the unrestricted correlation of the variable
subscripted
SS = the unrestricted standard deviation of the

variable subscripted

R = the restricted correlation of the variable
subscripted

S = the restricted standard deviation of the
variable subscripted

Both mafor formulas estimate the value of RRyz based on the information
available on the restricted group: Rxy, Rxz, Ryz, Sx, Sy, and Sz. They

differ in their assumptions about information available on the unrestricted
group.

The first formula (5), Thorndike's formula 7 case III (hereafter
referred to as T7), assumes that onlz SSx is available for the unrestricted
ﬁroup and uses the ratio SSx/Sx and the restricted correlations to estimate

Rxy, RRxz, SSy and SSz. These estimates in turn are used to estimate
RRyz. The second major formula (4), Gulliksen's formula 37 (hereafter
referred to as Gg7) assumes that onl{ SSy is available on the unrestricted
group and uses S y-éy and the restricted correlations and variances to
estimate RRxy, RRxz, SSx, and SSz. These also are used to estimate RRyz,

which is, of course, the desired unrestricted correlation of the test and
the job success criferion.

The problem in using either of these formulas for the ATC selection
situation is that both r? and 027 require making estimates of either SSx or
SSy and RRxy, when this unrestricted information is actually available from
the applicant sample. The gurpose of this study was to develop a procedure
for correcting for restriction in range using available unrestricted
values. In the two formulas already developed, estimates of SSz and RRxz
only are reguired to estimate RRyz. In order to make maximum use of the
unrestricted information, two formulas were derived by the first author of
this paper. The first formula (hereafter referred to as B1) uses SSx to
derive éstimates of SSz and RRxz. The second formula (hereafter referred
to as B2) uses SSy to derive estimates of these variables. In both
formulas, the estimates, along with the actual unrestricted values of RRxy
and either Sx or Sy, were used in conjunction with restricted correlations
to estimate RRyz. fhe four formulas were compared both mathematically and
by usigﬁ Monte Carlo techniques to determine which can be most accurate in

es{ima ng RRyz across different selection ratios and different correlation
values.

Methods.

Following Gulliksen's (4) schema for derivation of the correction
formulas, three assumptions were emploled, where upger case and lower case
letters represent unrestricted and restricted variables respectively and
x = the test used for selection, y = the new test being assessed and
z = the success criterion.




Assumption 1. The slopes of the regressions of the new test and the
criterion used for selection are not affected by selection.

Rxy Sy = RRxy SSy
Sx SSx

Rxz Sz = RRxz SSz
Sx SSx

Q)

Assumption 2. The error made in estimating the new test scores and
the criterion from the selection test scores is not affected by selection.

2 2 2 2
Sy (1 - Rxy ) = SSy (1 - RRxy )

(2)
2 2
SSz (1 - RRxz )

2 2
Sz (1 - Rxz )

Assumption 3. The partial correlation between the ne
criterion is not affected by selection. T e .

Ryz - _RxyRxz = RRyz - RRxyRRxz_____ (3)
-2 2 y 2 2
.V/k1 - Rxy )(1 - Rxz ) Wv/(1 - RRxy )(1 - RRxz )

Based on assumptions 1 through 3, derivation of the root formulas proceed
as follows.
Equation (1) is solved for RRxy,

RRxy = Rxy SySsSx (W)
SSySx

and RRxy is substituted in equation (2),

2 2 2 g 2 @
Sy (1 - Rey') =SSy (1 - Rxy Sy §Sx |, (5
SSy Sx

Multiplying the right side through by SSyz,

2 2 2 & & 2
Sy (1 - Rxy ) = SSy - Rxy Sy SSx_ (6)

2

Sx




and solving for SSyZ,

2 2 2 2 2
SSy = Sy [(1 - Rxy ) + [Rxy §§).(2_ L (7)
Sx
Substituting SSy2 in equation (4),
Rxy SS
RRxy = _____-__--___Si___-__-_u 2 (8)

v 1 ny2 R p (S_g__) 3
- + Rxy b4
X

The same method can be used to derive SSz2 and RRxz 2.

2 2 2 2 2
SSz =Sz [1 - Rxz + Rxz Gﬁgq (9)
Sx
Rxz SSx
RRxz = __,___________gx__,______ (10)

olvi for RRyz in equation,(3), we algebraically change
(2)?Sdividin§ first by SSy2 and taking the squa%e roo%,

\[(1 - Rnyz) " s_%f\/a u nyz) (1)

and dividing by SSz2 and taking the square root,

S
equation

[ v .

2
(1 - Rxz ) (12)

Substituting (11) and (12) in the denominator of (3)

(13)
---.. = __(RRYz = RRXxyRRxz)SSySSz __

\/ AR \/ 2 / ' 2\/‘ 2
1 - Rxy 1 - Rxz SySz 1 - Rxy 1

- Rxz

" — gt




and solving for RRyz

= (Ryz_- RxyRxz)3ySz + RRxyRRxz . (14
RRyz = (Ryz_ SS§§Sz
The equations in assumption 1 can be algebraically combined,
producing
2
RRxyRRxz = RxyRxz _§§§§S§K‘ . (15)
Sx SSySSz

Substituting (15) in (14) and factoring out SySz/SSySSz,

2
RRyz = _SySz_| Ryz - RxyRxz + RxyRxz SSx_ |, (16)
SSySSz sz

Formula (16) is the root formula for the development of the first two
correction formulas, and formula (14) serves as the root formula for
correction formulas (3)‘and (4). The first correction formula is derived
on the basis that neither SSy nor SSz are available and SSy and SSz are
estimated using the proportion SSx/Sx.

Substituting the estimates for SSy (7) and SSz (9) in the root formula
(16) and simplifying gives:
2
Ryz - RxyRxz + RxyRxz §§K§
RRyz = Sx _ (1n

2 2 2 2
“Vﬁ1 - ny2 + ny2 §§x2)(1 - Rxz + Rxz 5552)

Sx Sx

Formula (17) is equivalent to Thorndike's T7 (and also to Gulliksen's
formula 19, ref. 4, p. 149).

The second correction formula uses the information (SSy - Sy), the
restriction of the variance of test y, to estimate the restriction in SSx
and SSz due to selection. Proceeding 3P this basis,

’

Equation (2) 1s solved for RRxy<, giving
2 2 2
RRxy = 1 -| _Sy_|(1 - Rxy ). (18)
SSy

Equation (1) can be expressed as

s (19)
a3 - Nas

SRR =Y

i i e




and substituting (18) in (19) and solving for SSx,

\/ 2 2 2
SSx = Sx ___S§1_--._a¥_u.-__au_1- (20)
SyRxy

Next, solve (2) for RRxz, yielding

RRxz = Rxz SzSSx. (21)
SR

Substituting (21) in (2), solving for SSz2 and simplifying
produces,

-

Z = -S R YA + S§! sz (22)
Ss = Sz R —— —_— SRAS. T RSN B
Sy ny

Returning to the root equation (16), substituting the

estimates for SSx (20) and SSz (22) and simplifying proguees the
second correction foramula.

2 2 2
RRyz = _ Rxz(SSy = Sy ) + RxyRyzSSy __ (23)

2 2 2 2 2
SSy \/ Rxz (SSy - Sy ) + Sy Rxy

Formula (23) is Gulliksen's formula G37.

The third and fourth correction formulas employ the assum tions of the
first and second correction formulas, respective Y. and make the additional
assumptions that the new test under consideration, test {, was administered
to the applicant group. Consequently, there is no need to estimate RRxy,
SSy or SSx, and formula (14) can be utilized as the root formula.

Substituting estimates for SSz 29) and RRxz (10) used in
deriving the first correction formula (17) in the root formula (14)
and simplifying gives the third correction formula,

(24)
) Rxz $3x
RRyz =| __ ___Sy(Ryz - RxyRxz) __ ... __| + Ty e RRxy.
‘2 N3 2 2 1 e 2 2
SSy (1 - Rxz ) +| Rxz SSx_ \/ (1 - Rxz ) + | Rxz §§x2
Sx2 . Sx




v - - ——— . e— e

To obtain the fourth correction formula RRxz must be 2
derived in terms of (SSy - Sy) by first solving equation (2) for RRxz

L)

2 2 2
RRxz = 1 - Sz__Ll_egﬂxz_l. (25)

SSz

Substituting (22) in (25), multiplying and simplifying yields,

RRxz = Rxz SSy - Sy -t-%l_ﬁll__“q_- (26)
2 2

To form the fourth correction formula, (22) and (26) are
substituted in the root formula (14) and simplified giving,

Sy(Ryz - RxyRxz) 2 2 2 2
SRS A S i O B __“§§§1__:_§121_+_§1.Rx1
2 2

SSy Rxz - Sy Rxz + Sy Rxy

RRyZ =

2 2 2 2 2D
SSy Sx_ﬂxl-_a_§1_gxz-Zt_§$1_ﬂzz_

Sy Rxy

To evaluate the effects of the selection ratio, RRxy, and RRyz on the
restricted Ryz mathematically, the process emgloyed above to obtain
unrestricted parameter estimates from restricted parameters was reversed to
obtain explicit restricted parameter estimates in terms of unrestricted
parameters. The Ryz's were then calculated as a function of the selection
ratio, RRxy, and RRyz and compared to the RRyz to determine their
respective effects on restriction in RRyz.

Since the derivation of formulas for the explicit restricted
parameters follows a set pattern parallel to the steps in deriving the
correction formulas, the gattern will be demonstrated and the remaining
formulas will simpl¥ be g ven. This is done for the two cases employing
the assumptions: (1) (SSx/Sx) is used to estimate the amount of
restriction as in correction formulas g? and B1 (hereafter referred to as
assumption A-SSx); and (ii) (SSy - Sy) is used to estimate the amount of
restriction as in correction formulas G37 and B2 (hereafter referred to as
assumption A-SSy).

For A-SSx, §SSx/Sx),
Equation (1) is solved for Rxy,

Rxy = RRxy §§§§§. (28)
y

Rxy is substituted into equation (2), and multiplying through
and solving for Sy 2

2

2 2 2 2 _§X§ v (29)
Sy = SSy |(1 - RRxy ) + RRxy 3%
x




v~

Substituting Sy? (29) in equation (28),

_Sx
Rxy = ______RRxy SSx ________. (30)
2
\/ R 2) RR ¥ _§x2.
- X
(1 - RRxy ) + y i

The pattern that farallels the development of the correction formulas
can be noted by compar n§ (28;, 2?), and g 0) to (4), (7), and (8). The
restricted correlations in (4), (79, and ( become unrestricted
correlations in (28), (29), and (305, and the ratio of (SSx/Sx) becomes
(Sx/SSx). The same gattern exists in the remaining derivations for Sz and
Rxz. Consequently, these explicit equations can be given as,

2
Sz

SSx

RRxz
Rxz __________..“f__sgi_. ______ - (32)

2
2 2
VU - RRxz ) + RRxz (—&xz)
SSx

To obtain Ryz, root formula (16) is solved for Ryz,

2 2 2
SSz [(1 - RRxz ) + Rsz( Sx , and (31)

2
Ryz = Sz [RRyz - RRxyRRxz + RRxyRRxz _Sx |, (33)
vs = sggiga o .

and (29) and (31) are substituted into (33) and simplified
to produce,

5 (34)

RRyz - RRxyRRxz + RRxyRRxz _Sx,‘;
BYE B i B ndcensn e e T oo RS CE . SRR 5
2 2 2 2 2 2
(1 - RRxy ) + RRxy _Sxf (1 - RRxz ) + RRxz _§x§

SSx SSx
For A-SS SSy - Sy)
equatigﬁ 22) is solved for RxyZ, giving
2 2 2
Rxy = 1 - 5512 (1 - RRxy ). (35)
Sy
9

T —




The equations in assumption 1 can be expressed as

_SX = sy (36)
SSx RRxySSy

and substituting (35) in (36) and solving for Sx,

2 2 2
Sx=SSx.y = SE*( - RR
Sy S5 yl_-_ﬂ_xl-l. (37)

’ 9 d ’ ,
By comgaring (;5) (36), and (37) to (18) (g;?z a:gd((zo) the pattern

emerges. The restricted correlations in $18), become
unrestricted in (35), (36), and (37) and S{/SSy) and (SSy - Sy) become
(SSy/Sy) and (Sy ="S8y). Applying this pattern, Sz, Rxz, and Rxy is given
as,
2 2 2 2 2 2
Sz = SSz°\ [SSy RRxy .:_S%_ER&%_.J;-&_EBXZ_, ~ (38)
SSy RRxy
i .§§¥i S ZRRKIZ d (39)
Rxz = RRxz Sy - 4+ o9y R ey BN
- 5o -
Sy RRxz - SSy RRxz + SSy RRxy
2 2
Rxy = 1- SS!E (1 - RRxy ). (40)
Sy

To obtain Ryz, root formula (14) is solved for Ryz. after
substituting valueg from formula (1), =
SSySSz

2
Ryz = ___ (RRyz - RRxyRRxz) + RRxyRRxz _Sx _
% SySz

2
SSx

Substituting (37) and (38) in (41) and simplifying produces,

(41)

2 2 2
Ryz = _ _RRxz( Sy - SSy ) + RRxyRRyzSSy . __

3 (42)
./222 g 2
Sy /RRxz ( Sy - SSy ) + SSy RRxy

10




To examine the effects that selection ratio, RRxy, and RR
restricted Ryz, the ratio (Sx/SSx) was assigned Galueg'or .3 ?g,h§3d°? -,
and Ryz was computed while varying RRxy from .01 to 1.0 at .01 intervals
{ggyRRyg ya%g;geggnégé é"ﬁa?"d i6'tiT° iggur: thgg each (Sx/SSx) and

- selection effects
the (Sx/SSx) and (SSy - gy) cases were set equal, DT o W, o

RRxy _Sx 2 2
A S e DS e I e 1 - §§!§(1 - RRxy )
‘\/ 2 2 2 Sy
(1 - RRxy ) + RRxy _Sx

SSx

and the equation solved for Sy ,

2 2 2 2
Sy2 = SSy (1 - RRxy ) + RRxy _Sx_, (44)
’ SSx

You may notice that formula (44) is the same as formu5? (29) even though
they were derived from diffirent root equations. SSy<Z will be arbitrarily
set at a constant 20 and Sy< will be solved for Sx/SSx ratios of .2,

.5, and

A demonstration of the characteristics of the four correction formulas
in terms of more refined influences was also Berformed b{ using Monte Carlo
techniques. The Monte Carlo study examined the comparative accurac og the
four correction formulas as a function of (i) the selection ratio, (ii
RRxy, and (iii) RRyz.

In order to generate data of known means, standard deviations, and
intercorrelations, a program (MNRNG) (2) (see Appendix A) was modified by
the authors and used. The program uses the Marsaglia's reasonably fast
method to generate normally distributed variables whose covariances are
those required by a specified correlation matrix input into the program.
zggle 1 contains the relevant portion of the correlation matrix input into

s program.

Table 1. Relevant Correlations Input Into MNRNG

1 2 3 y 5 6 T 8 9 10 11

] 9088 B& 43 8% 83 92 o2 vk as

2 0.1 0.2 0.3 0.4 0.5 0.1 0.1 0.1
X % § § 8.2 8.2 8.2

2 X X 023 013 o'.ﬁ

g X OiS 0*5 OiS

9

19 i

1 The correlations denoted by X were not used in the analysis.

11




For the purpose of this analisis variable 1 was defined as variable x, and
variables 2,3,9,10, and 11 alternated as variable y and variables

3,",5,6,1 ang é were used for variable z. The unrestricted correlation of
x'and’z’ (RRxz) was a constant 0.30, the unrestricted correlation of x and y
(RRxy) ranged from 0.2 to 0.6 in increments of 0.1, and the unrestricted
correlation of { and z (RRyz) ranged from 0.1 to 0.5 in increments of 0.1
also. All possible combinations of RRxy and RRyz were generated by using
the various variables from the generated data as shown In Table 2.

Table 2. Variables Used as x,y, and z for Assigned Values of RRxy and RRyz

Values of RRyz
0.1 0.2 0.3 0.4 0.5
Var # V?r # V?r # Var # V?r #

0.2 y = ] 3
'3 oo e
SETIN N
zZ =
Values X'= 1 1 1 1 1
4G LR e e O
0.5 ; : 1} 1} 1: 11 1:
Z = 3 y 5 g 7
% X = 1 1 1 1 1
0.6 ¥y = 2 2 2 2 2
2= 3 y 5 6 7

1 Variable # used for x, y, or z.

After a samgle of 1,000 subjects had been generated by using the
correlation matrix specified in Table 1, the sample was sorted into
descending order based on variable 1, the x variable. Using a program
(REST) developed by Lewis and Boone {see Appendix A), the sample was then
restricted on variable 1 using five different ratios, 10%, 20%, 30%, 40%,
and 50%. For each selection ratio the four foramulas for correction for
restriction in range were used to estimate the value of RRyz. This was
done for each selection ratio for all 25 combinations of RRxy and RRyz
described in Table 2. The correlations computed from the restrifted sample
and the unrestricted sample were input into a subroutine (COREST) developed
by Lewis and Boone (see Aggendix B) which employs all four correction
formulas and transformed the estimate of RRyz as well as the actual values
of RRxy, RRxz, and RRyz by using the Fischer R to Z so that the valu#s
could later be averaged. This was repeated for 100 samples. A suamu..y of
the process is as follows in Table 3.

12




Table 3. Summary of Processes Used in Study

1. Generate 1,000 subjects with scores on 11 variables as defined
by means, standard deviations, and correlations.

Sort sample into descending order based on scores on variable 1.

3. Restrict sample based on selection ratios of 10%, 20%, 30%, 40%,
and 50%.

4. Calculate the four different estimates of RRyz for each restricted
sample based on values of RRxy ranging from 0.2 to 0.6 and on
values of RRyz ranging from 0.1 to 0.5.

5. Transform all correlations and estimated correlations by using
Fischer R to Z transformation and for use in later averaging.

The results were then grepared in tabular and graphical form. Since the
sample size was 100,000, significance tests were deemed inappropriate.

Results.

Figures 2 through 7 represent the calculated value of the restricted
correlation, Ryz, when the unrestricted correlations, RRxz and RRyz, are
equated and assigned values of .2, .4, or .6. For each figure the
unrestricted correlation RRxy was allowed to vary from .01 to 1.00 b{
increments of .01. The ratio of the variances on the explicit selection
variable was assigned values of .2, .5, and .8 and Ryz was plotted as a
function of RRxy for each selection ratio. This was done for the variance
assumptions of and B1 (A-SSx) and also for the assumptions of G37 and B2
(A-SSy) for each assigned value of RRxz and RRyz.

The remaining figures and tables in the present study are based on_the
data obtained thrgughgthe Monte Carlo teehnigue described in Table %. The
actual correlation matrix obtained from the input of the matrix in Table 1
is contained in Table 4

Table 4. Actual Correlation Matrix

1 ) 5 6 8 0.
1 X .%0 .30 .30 .30 .30 .go .30 .30 .41 .50
2 X 10 .21 .21 41 .50 X X X X
R X .09 .20 .29 .40 .50 .10 .09 .11
X X X X X .21 .21 .20
5 X X X X .29 .31 .31
6 X X X .41 .40 .40
g X X .49 .49 .50
X X X X
9 X X X
10 X X
n X

In order to assess the accuracy of grediction of each correlation
procedure, an error term was calculated based on the absolute value of the
difference between the actual unrestricted correlation RRyz and the
estimated correlation Ryz. Table 5 contains this error term, RRyz - Ryz,
for each correction formula, for each selection ratio, for each value of
RRxy, and for each value of RRyz. Figure 8 represents this error term as a
funetion of selection ratio for the four correction formulas and for the
actual restricted correlation Ryz. Figure 9 represents the error term as a
function of RRxy for the four formulas and Ryz. Figure 10 represents the
error term as a function of RRyz for the four formulas and Ryz.

13
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Table 5. Average Error in Estimation of RRyz

Error by Formula

B1 7 G37
2 b B B B

Error by Selection Rétio
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WO R R B %%

Error by RRxy

.60 .20 .30 .40 .50
Seae s %% WM %W . WM. %%

Error by RRyz
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Table 6 contains the average Ryz for formula B1 for each value of RRyz
by values of RRxy by selection ratio. To averaze the correlations, they
were transformed using the Fischer R to Z transformation, averaged, and
then transformed back to a correlation. Table 7 contains the same
information for formula T7, Table 8 contains the information for formula
G37, and Table 9 contains the information for formula B2. 1

Table 6 t

Average Ryz for Formula B1
by RRxy and Selection Ratio for Each RRyz

2
0.082
20% Selection 0.115
30% Selection 0.103
404 Selection 0.111
50% Selection 0.092

RRyz = 0.2 ]

RRxy = 0.
10% Selection 0.2
20% Selection 0.1
30% Selection 0.1
40% Selection 0.1
50% Selection 0.1

RRyz = 0.3

ocoooo
- Q00.
£= 20U oo
WU Co\O

V-

RRxy =

10% Selection 0.2
20% Selection 0.2
0% Selection 0.2

0.2

0.2

0% Selection
50% Selection

RRyz = 0.4

RRxy = 0.
10% Selection 0
20% Selection 0.
30; Selection 0.
0% Selection 0.
50% Selection 0.3
RRyz = 0.5
RRxy = 0.
10% Selection 0.4
20% Selection 0.4
30% Selection 0.4
40% Selection 0.4
50% Selection 0.4
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Table 7
Average Ryz for Formula T7

election Ratio for Each RRyz

by RRxy and

RRyz = 0.1

RRxy =

10% Selection
Selection

Selection

3

0% Selection
RRyz = 0.2

301 Selection
50

0

RRxy =

104 Selection

20% Selection
Selection

Selection

50% Selection
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0.3

RRyz

RRxy =

104 Selection
Selection
Selection

0% Selection
50% Selection

4

0.4

RRyz

RRxy =
Selection

0% Selection
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20% Selection
EO% Selection
RRyz = 0.5

10%
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Table 8
Average Ryz for Formula G37

by RRxy and gelection Ratio for Each RRyz

1
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RRxy

10% Selection
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Table 9
Average Ryz for Formula B2

by RRxy and SelecZion Ratio for Each RRyz
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Figures 11 through 30 graphically represent the estimated RRyz (Ryz)
as a function of assigned values of R x¥. Each assigned value of RRyz is
%raphed separately for each correction formula, and each graph contalns a

ine representing each of the five selection ratios. The actual value of
RRyz is represented as a straight line. Figures 11 through 15 represent
Rgz as a function of RRxy by selection ratio for formula B1. Figures 16
through 20 represent Ryz as a function of RRx¥ by selection ratio for
formula T7. Figures 21 through 25 regresent yz as a function of RRxy by
selection ratio for formula B2, and Figures 26 through 30 represent Ryz as
a function of RRxy by selection ratio for formula G3§.

20 30
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Discussion.

In any Monte Carlo study a decision must be made concerning which
components are to be varied and what the range of their variation will be.
The components selected for variation and their range in this study were
established subjectively based on values the authors considered
representative of practical situations. Consequenth the discussion of
the results is more a comparison of the practical ut iity of each formula
rather than a strict mathematical comparison.

ggag icted %grfglatigng. Figures 2 through 7 present the estimated
restr cteﬁ correlations by selection ratios (Sx/SSx) of .2, .5, and .8 for
Rﬁgz values of .2, .4, and .6 across values of RRxy ran%ing from .01 to
1.00 in .01 increments. As presented in the figures, the estimated Ryz's
converie with the actual RRyz as a function of RRxy without regard to
selection ratio. As the values of RRX{ increase beyond the convergent
Boint. Ryz becomes more an underestimate of RRyz, and as RRxy is decreased
elow the convergent point, Ryz becomes more and more an overestimate of
Rﬂxz. Further, the degree of error in Ryz sharply increases as the
selection ratio decreases. It is also apparent from the figures that as
RRxz and RRyz increase, the goint of convergence for Ryz and RRyz on RRxy
also increases, indlcaﬁing the point of convergence is related to the
various intercorrelations of RRxz, RRyz, and RRxy, but not to the selection
ratio. The only difference between the estimates of Ryz when using the two
different sets of assumptions to derive the formulas (A-SSy and A-SSx) is
the point of convergence. The A-SSy assumptions result in convergence
lower on RRxy than the A-SSx assumptions.

The %eneral practical conclusion to be drawn from this portion of the
study is that unless the situation beinﬁ studied contains the exact and
particular interrelationshig of RRxz, R {z and RRxy necessari for Ryz to
converge with RRyz, the restricted Ryz w 11 consistently be elther an
underestimate or overestimate of the unrestricted RRyz, with the amount of
error increasing sharply as the selection ratio becomes more and more
extreme. Conseauently, correcting the restricted correlations is almost
always warranted.

Main effects. Table 5 demonstrates the overall accuracy of each of
the four formulas in terms of the average amount of error each incurred in

estimating RRyz. Their rank order from least to most error is: B1, T7,
B2, and Gig. The first three formulas are not remarkabl¥ different;
however, 7 is far less accurate than B1, T7, and B2. he clearest effect

on error is produced by the selection ra%io (Table 5). As the selection
ratio becomes more extreme, the amount of error increases, with the
increase becoming larger and larger with each step down in the selection
ratio. Table 5 shows little fluctuation in error for RRxy and no
systematic pattern. The effects of RRyz in Table g show a pattern that was
found consistently throughout the analyses. When RRyz = RRxz, the error
component is at a minimum. RRxz was held at a constant .30 for this study
and, as can be noted in Table 5, the error increases as RRyz moves in
either direction from .30.

Practical conclusions related to main effects include the followin%.
If sufficient information is available, the B1 formula produces the mos
accurate estimate for RRyz. In order to have sufficient information to use
B1, the new test being evaluated would need to be administered to the
agplicant group at the same time the old selection test is administered.
Then RRxy and SSy are available for use in Bl1. If the new test being
evaluated was not administered to the applicant group, then the most
ggcurate correction formula would be T7 which does not require RRxy and
y.
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The selection ratio, it appears, has the largest impact on errors in
estimating RRyz. If selection is extreme, 70 percent or less, the formulas
for estimating RRyz are unstable and highiy inaccurate. This is a
difficult practical situation to resolve. A general advertisement for
apglicants without sufficient specific qualification statements results in
a larger number of unqualified candidates and more extreme selection.
However, with a highly specific advertisement self-selection becomes a
secondary selection process, and the statistics computed on the applicant
group_are already restricted producin% spuriously low validit¥
correlations. One strategy would be fo administer the selection tests to a
random sample in the general population, stratifying by race and sex in
order to meet Equal Employment pportunity Commission requirements. This

would yield unrestricted variances without the influence of any selection
procedure.

Since RRyz is not known and RRxy is computed after the test
administration, little practical uidance can be offered related to these
parameters. The usual advice is clearly applicable, viz, choose a test or
construct a test for selection that parallels the actual job tasks as
closely as possible.

Interaction effects. As seen in Figure 8, when error in prediction is
examined by selection ratio for each formula and for the actual restricted
correlation of Ryz, there is a tremendous amount of error for the
10~gercent selection ratio, with formula B1 doing a much better job than
either T7, B2, or G37 in estimating RRyz. As the selection ratio increases
beyond moderate selection (30 percent), the formulas tend to perfornm
similarly in estimating RRyz, with the exception of G37 which consistently
has more error than the other three formulas across all selection ratios.

Figure 9 demonstrates that formula B1 again is consistently the better
estimator of RRyz across values of RRxy. It can also be noted from Figure
9 that as the value of Rﬂxx increases, Ryz rapidly becomes a poorer
estimator of RRyz, particularly after il passes the point at which RRyz
equals RRxz (.30). Once again, G37 is a much less accurate estimator of
RRyz than the other three formulas.

When RRyz is less than .}0, as shown in Figure 10, B1* is the better
estimator of RRyz. All formulas converge when RRyz equals RRxz (.30) and
T7 is the best estimator for higher values of RRyz although the differences
ageaamall. Once again formula G37 is clearly the least accurate estimator
o yZ.

In terms of the selection ratio by RRxy by RRyz interaction, Figures
11 througn 30 revealed the following. Error in this case is mainly
influenced bK the selection ratio with some minor influence on error aaded
by RRxy and RRyz. With a low selection ratio and low RRxy and RRyz, the
error component is relatively large. When the selection ratio is low and
RRxy and RRyz are high, the errors are moderate to large. With a hign
selection ratio and low RRxy and RRyz, the errors are moderate to small.
When the selection ratio and RRxy and RRyz are all high, the comparative
error is minimal.

The_ four-way interactions ﬁiven in Tables 6 throu%h g and Fiﬁures 1
through 30 for selection ratio/RRxy/RRyz/formula show that when the
selection ratio is small to moderate (10 to 30 gercent) across all values
of RRxy and Ryz, formula B1 results in the least amount of error. When
there is a high selection ratio and high RRxy and RRyz, all the foraulas
tend to be about the same in accuracy.
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The practical implications for the interaction effects can be stated

brief1¥. The selection ratio has such an overwhelming effect that

enerally the interaction effects are prinar11¥ due to the selection ratio.

hen the selection ratio is small to moderate (10 to 30 percent), formula
B1 is clearly the most accurate estimator and should be used regardless of
RRxy and RR{z. When the selection ratio goes above 30 percent, B1, T7, and
B2 are practically equivalent. Formula G37 is the least desirable
correction formula across conditions. Thus, overall, Bl results in the
most accurate estimates of RR¥z especially when the selection ratio is 30
percent or less, regardless o fhe values of RRxy or RRyz.
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A
Appendix A
PROGRAM MNRNG
DIMENSION R(11,11), XMM(11) 370(11) CP( o 30 c( 0,30),X § %
+ Z(11),TV(30 o} 79 (go XBAR(11),XM(11 é p(iD),Y(in,
] + xM2(11),vAR(30,30),rE(34,30), VAT(1 )
\ BYTE XMAT(72 iMAT(vz)
' OPEN(UNIT=1,NAME= '"MONTY .DAT' , TYPE='NEW')
OPEN un17=2,nnns='con DAT"TQPE-‘OLD' READONLY)
OPEN(UNIT= 3, NAME = | CORR. DAT )
OPENUNIT=1 NAVE 'CRTT: DATY ,TYPE='OLD' , READONLY)
READ(Y4,901,END=99) NV
901  FORMAT{2018)
READ(4,902) XMAT
; 902  FORM E(72A1)
‘ READ(4,902) YMAT
READ(Y4,901,END=99) NOS
READ(2,XMA?T $XMM J;,J=1,NV
READ(2 ) XMAT) (STD(J) | J=1.NV
21 FORMAT(F6 .3
‘ DO 30 J=1,NV
‘ XM(J)=0.
XM?gJ):O.
t DO 30 K=1,NV
‘ CPEJ,K):O.
! 30 RC(J)K)=0.
DO u? I=1,NV
READ{2,YMAT) (R(I,J),Jd=1,NV)
78 FORMAT({ <NV>F3.0)
R(I,I)=0.0
49 CONTINUE
DO 22 I=1,N
CALL MSCORE_ (n NV,XMM,STD,NV,X,1,NV,1,NV,3,ICAL)
T R I
XM2 J)=XM2%J§+X%J)"2
20 3%')"5#2;5 B+X()AX(0)
= +.
WRITE(,90 fX(J? J=1,NV
908 FO A%ZQZV>F11.6 S
22 CONTINUE
| 99 DO 110 _J=1,NV
XBAR J;=leJz/Nos
SDEV(J) =SQRT( ( (NOS#XM2(J) )=(XM(J)##2) )/ (NOS* (NOS-1.)))
DO 100 K=1,NV
IF J.Eo.x;ﬁc§J K)=1.
’ Re J.Eo.x(ggsgég?J K))=(XM(J) *XM(K) ) )/SQRT( (NOS#*XM2(J)
| 100- M(J glsuginos-xuz KI-XM (K§M‘ ;
|
110 HRITE( 80) SDEV(J) , (RC(J,K) ,K=1,NV)
9&0 ?#2 2,<NVOF6.3)
f SUBROUTINE MSCORE 3“ NRR,XMM,STD,NDRR, X ,NRRX ,NCCX,
s +NDRRX ,NDCCX , NCOUNT

PROGRAMMED BY PETER

THIS SUBROUTINE csnsnuras MULTIDEMENSIONAL SCORES, THE USER

SPECIFIES THE NO. OF PERSONS AND SCORES FOR EACH PERSON. BOTH PEOPLE
AND SCORES CAN BE MADE UNLIMITED BY ADJUSTING THE DIMENSION STATEMENTS

R= THE INPUT R MATRIX OF INTLRCORRELATIONS THE DIOGANAL AND UPER DIAGONAL
suausurs SHOULD BE o 0, TYPE IN TH WHOLE 'MATRIX

NRR= THE NO. OF R éTUALLy IN R MATRIX

XMM= THE VECTOR os HEANS FOR THE VARIABLES

STD = THE vscwon OF STANDARD DEVIATIONS FOR THE VARIABLES.

NDRR= THE NO. OF ROWS DIMENSIONED FOR R MATRIX IN THE CALLING PROGRAM
X= THE HATRIX "OF SCORES GENERATED nows REPRESENT PERSONS, COLUMNS THE SCORES
NRRX= THE NO. OF SUBJECTS (ROWS) N

NCCX= THE NO OF VARIABLES (couskouzeosn FOR EACH PERSON

NDRRX= THE NO. OF ROWS DIMENSIONED FOR X IN HE CALLING PROGRAM

NDCCX= THE NUMBER OF COLUMNS DIMENSIONED FOR X IN THE CALLING PROGRAM

QAOOOOOOOOOOOOONN
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C NCOUNT..THE PRINT CHOICE. IF VALUE LESS THAN OR EQ. 3, NO PRINT.
C IF NCOUNT GT 3 WILL PRINT DESIGN

+ x(gnnnx NDCCX) , ,Tv{30,30

10

50
997

80

90
150
180
170
210
220
230

250
260

00
1 'ORI&INAL PA

520

40
> 1

ED
DIMENSIO R NDRR NDRR)$X¥gSNggR§ STD?NDRR) ,VAR(30,30),C(30,30),

1
VSS;I 1)=8TD(1)##2

NUE

J)#STD(J)*STD(I)
J)

guﬁg .2)GOTO3Y

}'ﬁﬁ} x '"VAR-COV MATRIX FROM INPUT CORREL. MATRIX')
WRITE coﬁur ,33)(VAR(I,J),J=1,NRR)

FoaMgT((1Hgksx ,6(F15.2.2%3))

A=A+C§{ Jiue2
FORMAT{(13,2F10.3)
¢ % {)isoéT(VAR 1,1)-4)

IF(IP1 .GT.NRR) GOT0150
L=IP1,NRR

s

P1
1,1
Kj®*
var(L,1)-B)/c(1,1)

)‘TDS(K))

IF?TCOUNT GE 3)RETURN
HRITE(NCO T,250)
FORMA (///55 'TRANSFORMATION MATRIX C',//)

260 I=1,NAR
WRITE NCOUNT 3 )(C(1,J),J=1,NRR)
WRITE( NCOUNT, 5
FORMAT(//5X, VRECHECK PARAMETER INFORMATION',//SX,
hAnsrzn R MATRIX')
20 1=1,NRR
HRITE NCOUNT, ; £1.d
gaxre uc9u§w, ﬁgr
11X 3 $§ 3 X §
WRITE( NCOUNT, 300)

J=
PR

J),Jd=1,NRR
I’ =‘ NR
VEETOR'OF MEANS',/
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300
1

oo 0o

56

15

17
18

22

16

FORMAT(1H1.///20X 'MULTIDIMENSIONAL SCORES', /15X,
NE%URN S’ARE SUBJECTS, COLS ARE VARIABLES')

END
SUBROUTINE MIX(AA,IC)
DOUBLE PRECISION ggr
BYTE NUM(10),SEC(

RANDOM NORMAL DEVIATES BY MARSAGLIA-S REASONABLY FAST METHOD.
PROGRAMMED BY ONE OF MEETER-S STUDENTS. 1970 '

DATA A/. 8638/ B/.1107/,C/.0228002039/,D/ . 0026997361/
DATA A0/17. h9 ?11?6/ Ai/Z 36735163/ Aé/Z 137375“ /
DA A NUM/'Q° VLAY

IC+1
IF(IC.NE.1)GOT01

ILT=0

CALL TIME (SEC)

DO 56 J=1,10

IrF SEC 7) EQ.NUM(J) )ILT=ILT+(J=~1)%*10
IF C(8).EQ.NUM(J))ILT=ILT+J-1

IF SEC 5) .EQ.NUM(J) )ILT=ILT+ J-1).60
CONTINUE

AA-g (U1/A+RAN%I1 12)+RAN(I1,I2)-1.5)

IF(U1 GT A+B)GOTOU

AA=1.5%((U1- A)/B+RAN(I1 12)-1.)
RETURN

IF(U1.GT.A+B+C)GOT06
=6.%(U1-A-B)/C-3.

Y: iS *R?N(I1 y 12

IF(XA GT.1.)GOT

G3=AQ%EXP (-~ (X'X)/Z )=A1%(3.-XA)#%2

GOTO1
IPIXA3GT 1.9)GOTQ9
G3=A0®EXP(-(X¥#X)/2.)-A1#(3.-XA)##2.A2%(1.5-XA)

T
IF(XA.GT. 2 GOTO1
gg AO'EXP x'X)/z )=A1%(3.-XA)#%2

$87Y

Y.LT.G3)GOTO14

x=g 'RAN(§1,12)-3
GOT021

AA=X

RETURN
V1=2.%((U1-A-B-C)/D)=1.

V2=2.%*RAN(I1,I2)-1
R:V1'V1+V2‘V

1?&03 ?191-2 9:853(n))/n)
XZ:VZ'Z

,IF X1A éT .)GOT016

X2A=ABS
IF(%%A GT 3.)G0T022

RETURN

V1=2 ,%RAN(I1,I2)-1.
GOT023

AA=X1

RETURN

END
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PROGRAM REST
THIS PRCGRAM TAKES SORTED QUTPUT FROM FILE NORM.DAT
AND CORRELATIONS AND SD'S FROM COR.DAT AND RESTRICTS
THE FILE BY INCREMENTS OF 10%
THE PROGRAM CALLS A SUBROUTINE (COREST) WHICH
CORRECTS FOR_RESTRICTION IN RANGE USING FORMULAS

- - - D T-7
DIMéNSION Xi11 S(Z g R(zg 11),5X(11),8X2(11),8XY(11,11),C(4),

* RR(11 11),58S(11
EN{UNIT=1 Mé- ORM.DAT' , TYPE='OLD' ,READONLY)
THIS FIL CONTAINS THE DA‘I‘A ‘GENERATED BY THE PROGRAM MNRNG
OPEN(UNIT=2,NAME="CORR.DAT' , TYPE='OLD' , READONLY)
THIS FILE CONTAINS THE UNRESTRICI‘!:.D CORRELATIONS AND SD'S FROM NORM
)(()PES( UNIT=3,NAME='RNEW.DAT')

i)
=3
b

"

Lo L Lo Lo Lo Lo Lo 1 o |
S<<<TVVD

Iv(
,(?R(J.K),K=1,11)

OV
w

3
910  FORMA

xowun
W\o
~

),Jd=1,11)
920 FORMAT

Koz
(J,K)+X(J) #X(K)

XT#SX2(J))=(SX(J)##2))/(XT#(XT-1.)))

?§¥£§k<ag $f§;§§§§z)gfsx(x)'-a))

10  SX¥(

N B a<a O p i b

N -
ow -
[
" 8

X Y:RR K
CAL% C&R ST(YZ,XY,SS(J),SS(K),0R,S(J),S(K),R(J,K),R(J,N) ,R(K,N),XT,C)
2, gg{;g(i 925)¢, Y2 nnsa N} /XY, $5(9),5(9),S8(K) ,8(K) 28,
9 f? r# gf
i
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Appendix B

SUBROUTINE COREST
SUBROUTINE COREST(RRYZ,RRXY,SXX,SYY,SZ,SX,SY,RXY,RXZ,RYZ,XT,C)

C
C
C THIS SUBROUTINE TAKES INPUT FROM THE PROGRAM REST AND
g 8A§$ULR£%STE;TIMATED RRYZ USING FORMULAS B-1, B-2, AND
-37, i

C RRYZ,RRXY= UNRESTRICTED CORRELATIONS: SXX,SYY=UNRESTRICTED SD'S
C RXY,RXZ,RYZ= RESTRICTED CORRELATIONS, SX é!,SZ:RESTRICTED SD'S
C X= éXPLiCIT SELECTION VARIABLE, Y= IMPLICIT SELECTION VARIABLE
C Z= CRITERION VARIABLE
C THE ESTIMATES ARE TRANSFORMED USING FISCHER R TO Z SO THAT
g THEY CAN LATER BE AVERAGED AND RETURNED TO PROGRAM REST
C

DIMENSION C(4)

910 FORMAT( 10F7.3)

D? 478 J=1,4

C(J)=0.
478 CONTINUE

%%;(SX%;'%{/(SX"Z)

FIR:?%Y'%RY ~(RXY#RXZ)))/(SYY®SQRT( ( 1-RXZ¥##2),

1 (RXZ##2#XX)))
SEC:&RXZ'X*X)/SQRT((1-RXZ..2)+(RXZ"2'XX))
B1=FI1R+SEC®*RRXY
DET=RYZ-RXY*RXZ+RXY#RXZ#XX
RM=RX Y¥##2
XNUM=SQRT(((1.-RM)+( RM®XX) )#((1.-RXZ®%2)4+(RXZ##28XX)))
T7=DET/XNUM
SB=Sy#42
DEN=RXZ#* SYY"Z-SB}+RXY'RYZ'SB
XNUM=SYY®SQRT( (RXZ##2#(SYY##2_SB) ) +SB®* (RXY##2))
OX=SYy##2>
G%?:DEN/XNUH
F R=§RYZ-RXY'RXZ &S '?Z
SEC=SYY®SQRT(SZ##2o# S SY##OERYY#E2) . (SYRRORRX7##2),

® (SYYRSORRYZHED))/(SYRRURXYR#D)))

THIR=FIR/SEC
FOUR=RXZ®SQRT( (SYY##2.SY##0, (SY##2#RYY##2) )/((SYY##2#
L RXZ"Z)-SSY"Z RXZ##2) 4 (SY##28RxXy##2)))
=THIR+FOUR*RRXY
ALOG((1.4G37)/(1.-G37)))/2.
ALOG((1.+ /(1.-B2 /2.
/2.
/2.

-3
NN

=(ALOG((1.+B1)/(1.-B1
;NALOG 1.+4T7)/

N - W
N

1.=T7
99
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