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to detepnine the ~,o1ution u uniquely In a way which depends continuously
e on the data~;~~ Dw dL -w ~ u~~~ these data computationally,1to obtain complete

initial data at some time level?d~

We investigate several approaches to answering these quest ions. We show

• that under certain hypotheses u~~ at the initial time is determined uniquely by

and depends continuously on the data obtained by measuring either u’ over a

whole time interval or u’ and its first time derivative at the initial time ,
to~~ther with either u~~ on a hyperplane in s~ ace of one lower dimension or

a finite number of Fourier coefficients of u at the initial time . Our results

demonstrate that it is possible to reduce the data requirements on u~~ if

sufficient information about u’ is available.

~~~~~~~~~~ 

~~~~~~~~~~~ One application we examine is the effect of the Coriolis term in the
linearized shallow water equations on the possibility of recovering the wind
fields from the geopotential height.

\~e present algorithms and computational results for these approaches for
a model two-by-two system, and examine the method of intermittent updating
currently being used in numerical weather prediction as a method for the
assimilation of data. Our results suggest that the use of different frequencies
of updating is important to avoid slow convergence.
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ABSThACT

We study first order systems of hyperbolic partial differential

equations with periodic boundary conditions in the space variables for

which complete initial data are not available. We suppose that we can

measure u’, the first j components of a solution u of the system ,
perhaps with its time derivatives , but cannot measure u11, the rest
of the components of u , completely and. accurately at any time level.

Such problems arise in geophysical applications where satellites are used

to collect data. We consider two questions. How much information do we

need. to determine the solution u uniquely in a way which depends

continuously on the data? How do we use these data computatlonally to

obtain complete initial data at some time level?

We investigate several approaches to answering these questions.

We show that under certain hypotheses uU at the initial time is determined

uniquely by and. depends continuously on the data obtained by measuring
either u’ over a whole time interval or U’ and its first time derivative

‘Iat the initial time, together with either u on a hyperplane in space of

one lower dimension or a finite number of Fourier coefficients of u~~ at
the initial time. Our results demonstrate that it is possible to reduce

II . I .the data requirements on u if sufficient information about u is available.

One application we examine is the effect of the Coriolis term in the

linearized shallow water equations on the possibility of recovering the wind

fields from the geopotentia]. height.
We present algorithms and computational results for these approaches

for a model two-by-two system, and examine the method of’ intermittent updating

currently- being used In numerical weather prediction as a method for the

assimilation of data. Our results suggest that the use of different frequen-

cies of updating is important to avoid slow convergence.
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CHAPTER I

U~TRODUCTION

Statement of the Problem

One major consideration in the use of computers to solve partial

differential equations approximately in scientific applications is the

availability of data. The equations governing many physical systems

have associated auxiliary conditions which together with the differential

equations give well-posed problems--problems which have existence,

uniqueness, and continuous dependence of the solution on the data.

Unfortunately, it is often difficult to obtain the data necessary to

completeLy specify the auxiliary conditions. Some physical quantities

are inherently more difficult to measure than others. Present systems

of observation may be either incomplete or inaccurate, and the necessary

improvement of these systems to provide adequate classical data may

be too expens ive to be pract ical.

In this thes is we study f irst order hyperbolic systems of

partial differential equations of the form

k
(1.1) u~ = E A (x ,t)u

~ 
+ B(x , t)u + f(x,t)

j = 1 j

where

u=u(x ,t ) E c C ~~, x € ~~~~, o < t < t 0

with periodic boundary conditions in x. The initial condition

1
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(1.2) u(x , 0) = u0(x )

and the system (1.1) form a well-posed problem. We suppose that complete

initial data is not available. More specifically, we assume that we can

measure u’ = (u 1, . . .  , u2 ) ’ , perhaps at several time levels and perhaps

with its t derivatives, but cannot measure u = (u2+1, ...  , u
n)

completely and accurately at any time level. We consider two questionst

(1.3) How much information about a solution of (1.1) do we need

to determine the solution uniquely in a way which depends

continuously on the data?

(i.~~) How do we use this data computationally to obtain complete

initial data ai. some time level?

We want as much of our data as possible to be measurements of u1, wh ich

• we presume to be available if we need it, and as little of our data

as poss ible to be measurement s of u11.

• Several remarks on (1.3) and (i.)4) are in order. The answer to

(1.3) will certainly depend on the linkage between u’ and uil in

the differential equation, so appropriate linkage conditions on system

(1.1) will need to be assumed. A lthough it would be nice to include

the existence of a solution for the data we measure in (1.3), we shall

see that we often have to overdetermine the problem to obtain continuous

dependence. The importance of uniqueness and continuous dependence are •

2
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clear if we plan to use computational methods. If our data come from

physical measurements which are sufficiently accurate and the differential

equation is a good model for the physical system, then there will be a

solution of the differential equation which almost agrees with the

measured data; we assume this is the case when dealing with overdetermined

formulations of the problem. We thus take the perspect ive in answering

(1.3) that there is a solution u of the differential equation, we know

certain theoretically exact information about u, and we want to determine

u for all x and all t in some interval 0 < t < t0. Since this

involves determining u at each fixed time level, since the initial-

• value problem for the system (1.1) is well-posed, and since the system

(1.1) is reversible in time, it suff ices to determine u at some f ixed

time level, which we take to be t = 0. In addition, constructing an

approximation to u at one time level is sufficient coniputationally, for

we can then solve for u over the time interval of interest by standard

• difference methods. See Richttnyer and Morton (1967) and Kreiss and

Oliger ( 1973).

Application—-Numerical Weather Prediction

Problems of this kind arise in geophysical applications where

satellites are used to collect data. One area in which there has been a

considerable amount of work is global numerical weather prediction. One

of the simpler models investigated, a barotropic model, is governed by

the shallow-water equations (given here in a rotating Cartesian coordinate

system):

I - 
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• u + u u  + v u  + c p  - f v  = 0t x y x

(1.5) v + u v  + v v  + C p  + f u  = 0t x y y

~~~~~~~ 
+ VcPy

+ CP(u
x
+ v

y)= O

where u and v are the horizontal wind components, p = gZ is the

geopotential (g is the acceleration of gravity and Z is the height

of the free surface), and f is the Coriolis parameter. Using satellites,

it is possible to measure atmospheric temperature reasonably well over

the whole globe, but measuring the wind field is more difficult. If

surface pressure or pressure at some reference height is measured, the

pressure f ield and thus the geopotentiaL can be determined from the

temperature field. In more complicated models like the model governed

by what meteorologists term the primitive equations, the same discrepancy

in the availability of data persists: the temperature and pressure

f ields are more completely and accurately measured than the wind f ield.

See Oliger and Sundstr6m (1976) for a discussion of several meteorological

models.

The problems involved in constructing complete and accurate

initial data for global weather prediction are more involved than just

• the lack of complete measurements. The task of using all available

observations to the best advantage in a numerical prediction model is

called data assimilations it is often called four-dimensional data

assimilation to emphasize the fact that observations are distributed in

time as well as space. To assimilate data, two main difficulties must

be overcome. Grid point values have to be approximated from the

1
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observations, which are irregularly distributed in space and time and

vary in accuracy. Objective analysis is the attempt to obtain these

• appr:1xLiations in a manner compatible with the numerical model. Once

a complete set of approximate data at the grid oints at some time level

is assembled--perhaps with larger errors than desired because of incomplete

measurements--there is the numerical difficulty of initialization shock

to be overcome. This shock involves the rapid growth of the fast-moving

gravity waves which physically should have small amplitudes. The gravity

-~zaves drown out the slow-moving but physically significant Rossby waves

by nonlinear interaction. A discussion of these waves for a linearized

version of system (1.5) is given in Max-el, Lefevre, and Rabreau (1971).

Initialization is the attempt to construct an altered, con~pat~ble set

of initial data which does not yield an initialization shock when

numerically integrated forward in time. For a linear problem, initialization

can be thought of mathematically as the attempt to project the given

initial data into the subspace of initial data without gravity wave

components.

There are two main approaches to initialization. Static

initialization is the attempt to use relations among the variables which

have no time derivatives to derive a balanced initial state, often by

requiring some variables to be compatible with other variables. For

example , we may want a wind field compatible with a given mass field.

Dynamic initialization is the attempt to use the properties of the

numerical prediction model to imitate the adjustment among the variables

which occurs in the atmosphere. This involves inserting data at different

5
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time levels into the numerical model as the numerical integration proceeds.

The hope is that this will both construct a balanced state by the adjust-.

ment from the model and improve the accuracy of those variables which

are incompletely or inaccurately measured. Dissipation in the numerical

model is often used to damp the gravity waves.

Good summaries of recent research in meteorological data

assimilation are available in Bengtsson (1975) and McPherson (1975).

Because of the volume of work, we cannot mention all the important papers

which have contributed to the advances in this area. The interested

reader is encouraged to check the references in these papers and in the

papers in the following summary.

Early approaches to initialization concentrated on the use of

balance equations--equations derived by setting the t ime derivative of

the divergence of the velocity equal to zero in the divergence equation.

See Charney (1955), Thompson (1961), and Haltiner (1971) for discussions

of balance equations. It was soon noted that this approach did not pre-

vent initialization shock. The balance between the wind field and the

mass field (i.e. the pressure field) required by these equations is

only approximately valid in the atmosphere. Miyakoda and Moyer (1968),

Nitta and Hoverinale (1969), and Charney, Halem, and Jastrow (1969)

proposed the procedure of dynamic initialization to solve both the

initialization problem and the prob~em of incomplete data. The method

used was intermittent updating, e.g., the replacement of the mass field

by its correct values at various times as the numerical integration

proceeds to construct the wind field. In the following few years,

H 
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p
• many refinements to this procedure were introduced and many numerical

experiments were performed. See, for example, Miyakoda and Talagrand

(1971), Talagrand and Miyakoda (1971), Williamson and Kasahara (1971),

Williamson and Dickinson (1972), Mesinger (1972), Kasahara and Williamson

• (1972), and. Temperton (1973). Some experiments integrated forward and

backward in time, updating the mass field whenever certain time levels

were passed through. Some experiments also tried to construct the mass

field from the wind field. Morel, Lefevre, and Rabreau (1971) performed

experiments using data from the space-time manifolds on which satellites

gather data.

Although some success was obtained with dynamical initialization,

there are many difficulties yet to be overcome. Often the errors in the

wind field decreased to a non-zero asymptotic value when the mass field

was updated. The optimal frequency of insertion—-the length of time

between successive updates in intermittent updating--is difficult to

determine. Often convergence is very slow. There was a marked decrease

in the effectiveness of the method when real data or data with errors

was used instead of the model-generated data used in simulation experi-

ments. The wind field does not appear to adjust to the mass field

in the tropics; wind observations in the tropics will be needed. It

was found to be difficult to. use data from the space-time manifolds on

which satellites gather data without creating an initialization shock

at each time level at which some data is inserted. For this reason,

McPherson (1975) suggests that intermittent updating is preferable to

continuous insertion. We also direct the reader to the recent papers

______ 
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of Temperton ( 1976), Blwnen (1976), Hoke and Anthes (1976), Davies and

Thrner (1977), Blumen (1977), Miyakoda, Str ickler, and Chludzinski

(1978) and their references. Talagrand has recently studied some mathe-

matical aspects of four-dimensional data assimilation in a more general

setting and has derived a general criterion for convergence of data

assimilation. See Talagrand (1977) and Talagrand (1978). For informa-

tion on some of the current statistical techniques employed in objective

analysis, see Schiatter (1975) and Schlatter, Branstator, and Thiel

(1976).

Because of the difficulties encountered in dynamic initialization,

Ghil (1973) suggests returning to a static initialization procedure.

His idea is to derive an auxiliary system of differential equations

directly from the model equations being used which do not have time

derivatives of the wind field in them. Presuming the mass field and

sufficiently many of its time derivatives are krown, we can conceivably

solve these diagnostic equations for the wind field at some time level,

yielding a balanced initial state. ~ie points out that the initialization

shock encountered using the balance equations comes from the fact that

they are not compatible with the model equations, having been derived

using an approximation. The systems Ghil derives are similar to the

balance equations, but are compatible with the model equations since

they are derived from them. He derive8 such a system fir the shallow-

water equations linearized around a state of rest in Ghil (1973), and

for the shallow-water equations (1.5) and the primitive equations in

Ghil (1975). The diagi~ stic equations for the shallow-water equations

8
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I
are of mixed elliptic-hyperbolic type; the type of those for the primitive

equations is harder to determine. In Ghil, Shkoller, and Yarigarber

• (1977), numerical experiments are performed on the diagnostic system

for the shallow-water equations using an iterative relaxation scheme.

The results are reasonably accurate, except when there are large regions

of hyperbolicity. However, since two time derivatives of the mass field

are needed, these equations can only be of practical use where the measure-

ments of the mass field are sufficiently accurate.

The compatibility obtained by Ghil’s approach is a substantial

improvement over that obtained by the use of the classical balance

equations, but it does not directly require the gravity wave components

to be small, part icularly if the data used has errors. The problem is

that the model equations essentially have too many solutions--Rossby

waves and gravity waves--and we are only interested in the slower-moving

Rossby waves. This problem may persist in using initial data obtained

from diagnostic equations compatible with the model equations unless the

data used--the mass field with its time derivatives and boundary conditions

for the wind field--come from a solution of the m~1el equations w’th small

gravity wave components; this assumption is not guaranteed in view of

the errors of observation and the fact that the model equations only

approximate the atmospheric mot ion from which data are observed. Kreiss

has developed a general method using asymptotic expansions to essentially

project a given set of initial data into the appropriate subspace; more-

over, his method extends to non-linear problems. He points out that

the tundamental difficulty is the existence of different time scales

~~~~~~ 

~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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(
slower moving motions. His method modifies the initial data to suppress

the fast time scales. See Kreiss (1977) and Kreiss (1978) for details.

G. Browning has applied these techniques to meteorological systems in

work to appear.

Ghil’s work demonstrates that the wind field is determined by

the mass field and its time history (given in the form of two time

derivatives) and appropriate boundary data for the winds, rnodulo the

theoretical and numerical difficult ies encountered in solving nonlinear

equations of mixed type. By measuring a certain nonstandard set of

data, we can construct complete initial data at some time level. If

initialization shock still occurs because of errors in the data, Kreiss ’

• method could be applied. The most desirable approach to solve both the

incomplete initial data problem and the initialization shock problem

would be to go direct ly from a suff ic ient set of nonstandard data

which is possible to measure to the initial data projected into the

right subspace. This may require less data than to pass through the

intermediate step of constructing a complete set of initial data, and

then modifying this initial data. The best way to do this is not known.

A more thorough understanding of the construction of initial data from

nonstandard data for similar systems of equations would be helpful in

the attempt to solve this difficult problem, and we address ourselves

to this construction in this thesis.

We have made ~cvera1 choices in the formulation of the problem

as stated. We deal with linear equations, although some results extend

to certain nonlinear equations. We consider periodic boundary conditions •

• 
• 
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to eliminate complications, for programming convenience, and also since

the torus , like the sphere, is a compact manifold without boundary.

• We assume that measurements of u’ are uniform in space . We construct

the complete set of initial data at t ime t 0 for convenience;

because of the time-reversibility of system (1.1), we can view our

measurements of u’ for times t > 0 as measurements of the time

history of U’.

Other Related Work

• A somewhat similar problem for the heat equation and wave

equation is discussed in a paper by Greenberg (1963). He introduced

a method which uses data at different time levels on a course mesh to

construct initial data on a finer mesh. He constructs a multi-level

difference scheme on the coarse mesh which has the property that there

• exist initial values on the fine mesh such that if the numerical integra-

tion were performed on the fine mesh, then the computed solution would

agree with Greenberg’ a scheme on the coarse mesh. However, the set of

initial data on the fine mesh which is compatible with the given data

on the coarse mesh is r~t uniquely determined. His method uses more

data than necessary to achieve higher accuracy, which is basically

the reason one constructs multi-level difference schemes. See Kreiss

and Oliger (1973) for an analysis of such schemes.

Fattorini and Radnitz (1971) consider the problem of existence

and uniqueness of solutions of the n-th order Bs.na.ch space valued

differential equation

11
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u~~~(t) = Au(t) t > 0

satisfying initial conditions

u~~~(O) =u,~ for k € a

where a is a subset of (0,1,.. .,n-l), with the condit ion that these

solutions must also satisfy an estimate of the form ~u(t){I = 9(e~
t
)

as t —* ÷ ~~~. Fattorlni (1973 ) considers the same quest ion on a f inite

time interval without the energy estimate. Necessary conditions on the

operator A are discussed in terms of the spectrum a-(A) and the growth

of the resolvent R(A,A) for there to exist a (not necessarily unique)

continuous linear map from the data to the solution. In some cases,

it can be concluded that A is bounded.

In a more classical vein, there has been interest in the past

in the Dirichlet problem for the wave equation. Bourgin and Duffin

(1939) proved that uniqueness holds for the Dirichlet problem for the

equat ion utt U in a rectangle with sides parallel to the coordinate

axes if and only if the ratio of the sides is irrational. More recently,

Young (1971) and others have extended this result to more general

hyperbolic equations. See the references in Young (l~7l) and Young

(1972) for details. These results, however, do not include the con-

tinuous dependence of the solution on the data.

There has been a growing interest in other related improperly

posed problems, e.g., inverse problems. See Payne (1975) for a discussion

12
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of some of these and a good bibliography. Our approach to the stated

t. problem is to treat it as much as possible as a well-posed problem by

obtaining a priori estimates from which we can conclude uniqueness and

continuous dependence. Preliminary results of our work were reported

in Bube and Oliger (1977).

Summary of Results

The main results of this thesis are given in Theorems L.9, L~.l2

through ~.l6, 5.6, and 5.8. They show that under certain cond it ions on

system (1.1) (mainly involving the linkage between u’ and

measurements of either u’ and u~ at time t = 0 or u’(t) for

0 < t < t0, combined with measurements of either u~~ at t = 0 for

x restricted to a k-i dimensional hyperplane or a finite number of

II• Fourier coefficients of u at t = 0, are sufficient to uniquely

determine u” at t = 0 in a manner which depends continuously on

the measured data. These results demonstrate that it is possible to

reduce the data requirements on u11 if sufficient information about

u1 is available. The results requiring measurements of u’(t) for

O < t < t0 give a theoretical justifi cation for the attempt to use

intermittent updating for hyperbolic systems satisfying the necessary

conditions.

In Example l~.il, we show that for the shallow-water equations

(1.5), the geopotential q ( x ,y, O) is determined by the winds u and

• v and either u~ and cp (C,y,O) or vt and cp(x,O,O). In

13
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Theorem 5.10, we show that for the iinearize~i shallow-water equations

with constant coefficients, the winds u and v can be determined from

the geopotentiaj . cp(x ,y, t ) for 0 < t < t0 provided that the Coriolis

parameter f is not zero.

We also examine the method of intermittent updating for a sample
two-by-two equation of the same form as the linearized shallow-water

equations for one-dimensional flow. The results suggest strongly that

the use of different frequencies of updating is important to avoid

slow convergence .

We now outline the rest of the thesis. In Chapter II,

we introduce the notations and the function spaces we will use , and

present the necessary background results on pseudo-differential operators

and hyperbolic systems. In Chapter III, we Jiscuss question (1.3)

for a sample two-by-two equation to motivate the more general results

by understanding what approaches work and what approaches do not work
for this sample equation.

Chapters IV and V present answers to question (1.3) for more
general equations. We discuss approaches using t ime derivatives of
u’ in Chapter IV and. approaches which do not use time derivative* of

ut in Chapter V.

In Chapter VI, we discuss comput ational methods for the sample

equat ion of Chapter III , including an analysis of intermittent
updating.

_ _  
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CHAPTER II

PR~~fl4INARI~~

In this chapter, we introduce the notations and the function

spaces that we will use and present the background results on hyperbolic

systems that we will need.

Notation

The transpose and conjugate transpose of a vector or a matrix

• cc will be denoted by a’ and a*, respectively. (x ,y) = y*x will

denote the usual inner product for vectors x, y ~ ci~ . For x

the norm of x is x l  = (x , X) V2. For a matrix A, the norm is

given by

IA I = sup IAX I
Iì c  1=1

We will also use l x i  = sup lx I and
l < j < k

A l = sup IAx l0,
lx i =1

If c~ is an open set in &~, L2(c2 ), c~(c~), D(c~),  and 2J’ ( c ~) will

denote the usual spaces with their usual topologies, as in Rudin

(1973) or Yosida (1971+); we will also use these to denote spaces of

i-valued functions, each of whose components belongs to the appropriate

15
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• space . For f—valued functions, the inner product in L2 (cl ) is

given by

(u,v) = f v*(x) u(x)dx
cz

If p € X, a locally convex topological vector space , and

u € X ’ , the dual space of X, then we def ined

(2.1) (p,u) = u(p)

We will use this notation in particular when X =

Per iodic Distribut ions

We will be cons idering distribution solutions of the system (1.1).

The concept of periodic boundary conditions for functions can be extended

to distributions in two natural ways. Fortunately, there is a natural

identification between these two extensions. We refer to Rudin (1973),

Chapter 7, Exercise 22.

If ~ ~ 
~k the translation operator ‘r~, on functions P

defined on ~k is given by

(~CyP)(J() = p(x-y)

If -r
e
p = p for each ~ E zk, we say that p is periodic.

16
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T
k denotes the torus IRk/I

k
. D(T

k) is the subspace of all

p € c
00

(~~~~) which are periodic. Convergence in 1~(T
’
~) is uniform

convergence of the function and all its derivatives. ~ (T ) is the

dual space of D(T
k) .  L2(Tk) denotes the Hu bert space of all periodic,

locally L2 functions defined on IRk , with the inner product

(2.2) (u,v) = f u(x) ~T 3  dx

where Q,~ is the open unit cube (O , l) 1( 
in IRk Functions u € L2(Tk)

can be viewed as elements of D’(T ); for p € yj(T ), define

(p,u )  = f p(x) u(x)dx

A distribution v 13’ (IRk ) is said to be periodic if for

each ~ (~~k ) and ~ ~

= (~,v)

denotes the subspace of all v € 
~~~

‘ (IRk ) which are periodic.

The identification between elements of 
~~~

‘ (T ) and elements of

is as follows. Let denote a function in 13(IR) such 4

that 
~~~~~~~~~ 

and

~ T
~~ 1~~~

l
• ~€ZDefine

k

~k (x) = ~ ~~~ ) for x € IRk

j =l

• 17
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Then
I

(2.3) E
k

T
~~~k

_ 1

Define the continuous linear operators G:D(Tk) ~~D(IR
k) and

J:D(]Rk ) -~13(Tk) by ~~ = 

~~ 
and J$ = 

~~EZk 
r . The dual operators

G~ :13t ( J Rk ) —~13~(T’~) and J’ :DI(Tk) ~~O t ( I Rk) are given by G’v v°G

and J’u uoJ. The range of J’ is contained in ~~(]R
’
~). If G~

denotes the restriction of G’ to 0~(]R
’
~), then and J’ are

inverse mappings, yielding the desired identification. Note that G~

is independent of the choice of 
~l’ 

depending only on (2.3). By this

identification, we can view elements of D’ (T
k
) as periodic distributions.

If p € L2(Q.~) or L2(Tk), the Fourier coefficients of p

are defined by

(2. 4) 
~

(
~ ) = I e~~~~~ ’~~ p(x) dx for ~ €

and the Fourier series of p is

(2.5) 
k ~~~ ~~~~~~~~

~cz

For u € o~(T
k) , define

(2.6) 
~

(
~

) = ~~~~~~~~~~~ for ~ €

18
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If v E D~ (IRk ) , we define ~~
) = ~~

) where u = G’v. This is

consistent with (2.1+) if v is in L2(Tk). If u € 13t (T
k) and

c~ € D(T
k), then

( �.7) (p, u) = k ~~
) ~~~

If u, v € L2(Tk) ,  then

(p .8 ) (u ,v) = k ~~
)

For any real number s, define

• (2.9) = k 
(1 + 

~~~~~~~~~~ iu(~)l 2

~Ez

The Sobolev space H8(Tk) is the space of all u € ~~~‘ (Tk) for which

~~ ~~~. The topology of n(T
k) is the same as the topology induced

by the seminorins II~iI f o r  s = 1,2,3 From this, we see that

= U H5

< 5 <00

every g defined on such that

~ (1+ kl 2~ ~g(~ )~
2 < 00

for some s IR is the Fourier transform of a u E ~~ ‘ (Tk) given by

(p,u) ~ k ~~~
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We can extend the L
2(Tk) inner product to distributions u E H l(T

k
)

and v € H 2(T
k
) using (2.8), provided that + 

~2 
> O j under the

same assumpt ions, we also def ine

(2.10) (u,v) = 
~ k ~~ ~~~

For an integer s > 0, H
8
(Tk) is the set of all distributions

in ~~~‘ (Tk) whose distribution derivatives up to order s are all in

2 ...k 2L (i ). See Agmon (1965) for a discussion of L derivatives. The

importance of Sobolev spaces stems from the following result.

2.1. Sobolev’s Lemma. If u € H5(Tk) and s > (k/2) + m for some

integer m > 0, then there is a funct ion u1 € Cm (Tk) such that

u = u1 a.e. The induced inclusion map from H5(Tk) into Cm (Tk) is

continuous.

We now consider functions and distributions depending on the

ktime variable t • as well as the space variables x € ]R . Let

= iRk x (0,1) and Zk = T’~ x (0,1). i
~~k
) denotes the space of

all p € d~( c~) which are periodic in x and whose support in t

Is a compact subset of (0,1), topologized as the inductive limit of

the subspaces of c°°( c~ ) whose elements are periodic in x and have

fixed compact support in t. This is similar to the usual construction

of the topology on 13(0) as in Yosida (1974). D (Ek) is the dual

space of D(Ek). D~( c~) denotes the subapace of all v€

which are periodic in x. As before, there is a natural identification

between elements of D’(
~k
) and elements of

20 
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From here on, we will overlook the technical distinction between

ii elements of 13,(T
k
) and D~ (IRk) and that between elements of

~
• . and

The distributions in D’(Ek) that we will be interested in can

be considered as continuous (or at least integrable) functions from

~0,l] into H5(Tk) for some a. c( [o , i], H~ (T~)) is the Banach space

of all continuous H5(Tk)_valued functions u(t) defined on [0,1] with

• norm

(2.11) lull 
00 

= sup lIu(t)II
• O~~t < l

L
2
((O,l), H

5(Tk)) Is the space of all Bochner square-integrable

HS (Tk)_valued functions u(t) defined on (0,1) with norm

(2.12) iluIl 2 = Ilu(t)I12 dt)~~25 , 0 $

See Yosida (1974) for a presentation of the Bochner integral. If

u E L2((O,l), H~(T
1
~~), we can view u as a distribution in D’(Ek) or

In 
~~~

‘ (T~~
1
) defined by

1
(2.13) (p,u) = I (p(t),u(t)) dt

0

for p(x,t) € 13(T~~
1) where p(t) denotes the function of x in

obtained by holding t fixed. We will say that a distribution

v in 
~~~~~ 

or in D$(T
k l ) is in L2((0,l), H5 (Tk)) if there is

a u € L2((O,l), H8(Tk)) for which (2. 13) yields the same distribution.

Similar statements hold for C(f 0,1], ff 8(Tk) ) .
• 21
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~1 Pseudo-differential operators on a torus

The theory of pseudo-differential operators is a powerful tool

for handling linear partial differential equations with variable

coeffic Ients. We present here a theory of pseudo-differential operators

based on Fourier series instead of Fourier transforms . The constructions

are almost identical, and we refer to Taylor (1974) for details. We

define symbols to be C
00 

in the dual variable ~ as in the transform

case to carry over the results depending on asymptotic expansions.

The main difference between operators based on series and those based

on transforms involves the discrete nature of the dual variables in the

series case. When new symbols are constructed in the theory, we have

to manipulate them into a form which defines them for all ~ € IRK
;

this is necessary since exp(2ffi(x,~ )) is periodic only for ~ € z’~.

However, in dealing with symbols which are periodic in x, we never

have to worry about compact support, so many of the technicalities of

• the theory are simplified.

2.2. Defi nitions. A multi-index is an element a of with non-

negative components. IaI denotes a~, and a denotes

JI
~~l 

(a~~); ~~ denotes the partial differential operator

~Ial
a
l

For ~ € ~k, ~
a denotes ~~l K We define

a 1 aD .
(2~-I) ~a1

22r

I -
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For u € 13’(T
1
~), we have

L 
• (2.11+) D

a
u(~) = ~

a 
~~~ 

for ~ €

2.3. Definition. Let m € ]R. Sm(Tk) is the set of p(x,~~) € C
00
(Tk xIk)

(the set of functions cp(x,~~) € C
00 (IRlt >< ~~~ which are periodic in x)

such that for each pair of multi-indices a and ~, there is a constant

Ca ~ such that for all ~ €

(2.15) supIn~D~~p(x,~~)I < C a~~
(1 ÷ kD m_ l c l

This corresponds to the case p = I and ~ = 0 in Taylor’s notat ion.

p(x,~~) is called a symbo l. We also allow matrix symbols.

2.4. Definition. If p(x,~ ) € 8
m, define the operator P = p(x,D)

Kon ~(T ) by

(2.16) (Pu) (x)  = ~ ~~~~~~~ p(x,~ ) ü(~)
~

p(x,~ ) Is called the symbol of the operator P and is often denoted

m is called the order of the symbol or the order of the operator.

P is called a pseudo-differential operator. We write P €

23
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2.5. Theorem. If p(x,~ ) S’s, then P = p (x ,D) is a continuous

• linear operator from 1D(T
1
~) into itself, P can be extended to a

cont inuous linear operator f rom ~ f(T
k
) into itself, using either the

strong dual topology or the weak* topology of Dt (T
k) .

2.6. Theorem. Let (m.) be a decreasing sequence of real numbers
m .

with rnj — - 00~~ Suppose Pj(X~~) c s ~. Then there exists a
p(x,F) ~ 

m
1 such that

• m
(2.17 ) 

~~~~
- ~ P~~€ S ~

’ for v = 1,2,...
j<v

When (2.17) holds , we write

p
~~~~~pj

and we say that p is an asymptotic sum of the Pj’S.

2.7. Theorem. The product of two pseudo-differential operators is

• again a pseudo-differential operator. If r(x,~~) € S 
- and

m, m +m
q(x,~~) ~ S 

‘
~~, then P = q(x ,D) r(x ,D) € ps 1 2 

and

(2.18) o~(x,i) = 
~ ,~

. ~27ri(x_y,~~) q(x,~ + 11) r(y,r~) d.y

~EZ1
~ T

k

24:
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In addition,

(2 . 19) ~~~~~ - 
a~~o ~~~~ 

q(x,~ ) D~ r(x,~ )

m
l
+tn
2_ Icx I

The term corresponding to a in this expansion is in S

p K
2.8. Definitions. If A:D(T ) .~* D(Tk ) is a continuous linear

operator, then the dual operator A’ :o ’ (T~) -., 13~ (T
k) is defined by

(2.20) (u, A ’v) = (Au, v)

The adjoint operator A*:Dt(T
k) -4D?(T

k) is defined by

(2.21) (u, A~v) = (Au, v)

This defines A*v as an element of fJt (T
k) since

(2 .22) • 

~P’~~ =

for cp € o(T
k) and 

~ € ~
‘.(T1~). If A* = A, we say that A is

self—adjoint.

- 
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.9. Theorem. The dual operator and the adjoint operator of a pseudo-

differential operator are pseudo-differential operators. If p(x,~~) ~

• and P = p(x,D), then P’ and ~ * are in ~8m and -

(2 .23) cT~, (x~~) = k f e~~
T
~~~~~~~~1) p(y,  -~~-T 1)’ dy

r
1 € Z  

Tk

(2.24 ) ~~~~~~ = k 1k 
~27Ti(x_y,~ ) p (y,~~+,~)* dy

• ~~~Z T

• In addition,

(2. 25) ~~~~~~ ~ ~~ a
aDa(~~(,~ ~~~~a>0

(2. 26) G~~(x~~) ~ ~~~~
- ~~~~ p(x ,~~)*

a>0

The term corresponding to a in each of these expansions is in

- -

in
2. 10. Corollary. If r(x,~ ) S and q(x,~~) ~ ~ 

2, then
m +m -l

- q (x,~ ) r(x,~ ) s 1 2 .
~~~ If the symbols r(x,~ ) and

- m1
+m -l

q(x,~ ) commute, then [Q,R] € PS 2 
• where [Q,R] = QR - RQ.

is the commutator of Q and R. If p(x,~ ) ~ 3
m, then

- p(x,~ )* 5m l  If p(x,~ ) is a Hermitian matrix for

all x and ~~ , then P* - P €

26
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2.11. Theorem. If p(x,~ ) € S~ and s € IR , then p(x,D) is

L ~~
- a continuous linear operator from HS(TK) into H

8_m
(Tk).

2.12. Definitions. If p is an n x n matrix, define Re p = (p + p*)/2.

If (pv, v) > c(v,v) for all v E ~~~~
, we write p > ci or just p > c.

If P Is a continuous linear operator on ~(Tk) which extends to a

cont inuous lJnear operato r on D t (Tk), define Re P = (P + p*)/2.

2.’3. Theorem (Girding ’s Inequality). If p(x,~~) is an n x n matrix

symbol in S~ and Re p(x,~ ) > c0 > 0, then for any s < 0 and

€ > 0, there exists a constant c such that
5 ,

(2.27) Re ( Pu,u) > (c~ - €) llu ll~ - ~~~ llull~

for all u € L2(Tk) = HO (Tk) .  See Theorem 7.3 in Strikwerda ( 1976)

for a proof allowing matrix symbols.

2.14. DefInition. Let A (~ ) = (1÷ kl 2)~ ’2. For s € ]R , let

= (A(~ ) ) 8. We will use to denote both the symbol and the

operator obtained from this symbol as in (2.16).

A
S is an isometry of Hr(Tk) ~~~~~ R

r_s (Tk). If u € H5(Tk),

then

- 
- 
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(2.28) ~luIl = Iksuit 0 = (A 8u, A5u)~~
’2

5 5 5 + 5 ,The operator A~ is self-adjoint, and A 1A 2 A I d 
-

First order hyperbolic systems

We consider equations of the form

k
(1.1) u~ = ~ A~ (x~t)u + B(x,t ) u  + f(x,t)

j=1 j

We assume here, without loss of generality, that the time interval
we are interested in is •0,1J . We a-dopt the following conventions.

kx € JR de~øte~ the space variables x1, • . .  X
k

k is the number of space dimensions

t Is the time variable

n is the number of components in u
£ is the number of measurable components.

- n  I IIFor y € ~ , y denotes (y1, .. , y~) and y denotes

~~~~~ A~ (x~t) and B(x,t) are real-valued n ~~n
00 Kmatrix functions, periodic in x and C In x and t for x € IR

and t in a neighborhood of ~0,1]. We assume that f € L2((0,l),H8(T~t) )
for some s € JR . (1.1) Is to be understood as an equality of distri-
butions. Define

28 
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,~1

,g (x ,t,~ ) = 2iri ~ A (x,t)~
(2.29) 

—

£0(x ,t,~ ) = B(x,t)

Viewing t as a parameter, (1.1) becomes

(2.30) u.~ = (L
1

(t) + L0( t ) ) u  + f

2.15 . Definition. A symmetrizer for £
1

(x ,t,~~) is a smooth one—

parameter family of n x n matri~t symbols - r(x,t,~ ) € sO (Tk ) depending

on the parameter t € [0,1] such that r(x,t,~~) is Hermitian and

homogeneous of degree 0 in ~ for I I ? l~

(2.31) r(x,t,~) > c >0 for l~l > 1

for some constant c, and

(2.32) r(x,t,~ ) £1(x ,t,F~) + £1(x,t,~ )* r(x,t,~ ) = 0

2.16. Definitions. System (1.1) will, be called symmetrizable hyperbolic

or s-hyperbolic if £1(x,
t,~~) given by (2.29) has a synimetrizer.

System (1.1) will be called symmetric hyperbolic if the matrices

A~(x~t) are symmetric. System (1.1) will be called strictly hyperbolic

if the eigenvalues of £1(x ,t,I) are purely imaginary and distinct

for I ~~0.
29
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Clearly symmetric hyperbolic systems are a-hyperbolic. Strictly

hyperbolic systems are also s—hyperbolic; see Taylor (1974) for a

construction of a synimetrizer. We can also show that system (1.1) is

s-hyperbolic if £1(x,t,~ ) is dlagonalizable, has pure ly imaginary-

eigenvalues, and has eigenvectors which are C
00 

in x, t, ~ except

where ~ = C); if p (x ,t ,~~) denotes the matrix whose columns are these

eigenvectors for l~,I  
= 1, extended to be homogeneous of degree 0 in

~ , and cp(~) is a C
00 
cut-off function which is 0 near ~ = 0 and 1

fbr l~.I > I, then r(x,t,~ ) = p(~) (p(x ,t,~ )~~)
* p(x,t,~ )~~ is a

symmetrizer.

2.17. Theorem. If system (1.1) is s-hyperbolic, then the initial

value problem for the system is well posed: given u
0 

€ H~(T~) and

f € L2((O,1), H5(Tk)), there exists a unique solution

u € C([0,l], H5 (Tk ) )  of system (1.1) satisfying u(0) = u0; in addition,

there is a constant K independent of u0 and f such that

(2.33) Ilull~,~ ~ K(11u01l 5 + 11 f11 5,2)

The proof involves deriving an energy inequality using the

symmetrizer and then using this inequality with some functional

analysis to obtain the result. See the sections on symmetric hyperbolic

systems and strictly hyperbolic equations in Taylor (1974).
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Returning to our discussion of the questions (1.3) and (1.4)

L - in Chapter I, we recall that we take the perspective that there is a

solution u of the system (1.1), we know certain information about u,

and we want to determine u. We have chosen to pursue the intermediate

problem of constructing initial data at time t = 0. A natural question

arises: does it make sense to discuss the initial data of a distribution

solution u €  13 (Zk) of system (1.1)? The answer is affirmative, as

Theorem 2.20 will show. The proof of Theorem 2.20 is similar to the

methods which Taylor (1974) uses to handle elliptic boundary value

problems. We will need some auxiliary spaces of distributions in the

proof.

2.18. Definition. For real numbers s and m, define

(2.34) IIuII~ ~ 
= 

k (1 + I~~i
2
)
5 (1 + IT I .

2
)
m Ia(~,T ) I 2

‘ ~~ E Z

T Z

where ~ is the variable dual to x and t is the variable d..tal to t.

H
5,m(T

k+l
) is the space of all u € 13’(T~

’
~~) for wh~ich IIuII (S~~) < 0 0

Note that these norms are different from UuII and ~Iu1I as
5,oo s ,2

defined in (2.11) and (2.12).

If s < m < 0 , then

(1 + I~~I
2 ) s (1 + I T I 2 ) m < (1 + k1 2)m (1 + I T ! 2 ) m

~ 
( 1 + 111

2 
+ 1T 1 2 ) m
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so ~~(T~~
1
) C H

5
~
m
(T
k+l
) Also, If u € H5~

in(T~~
l) and p €

then cpu €

2. 19. Lemma.

(i) If u € H8~
m(T~~

l) and Ut € H5~
m (TI

~~~), then u €

( i i )  L2 ((0 ,1), H~ (T~5) C H~’°(T1
~~~).

(iii) H~’
1
(T~~

1
) c c ( f o , i], Hs(Tk))

Proof. IIUJJ~,m+l = 
k 
(I + I~~l

2) 8 (I + 1~~1
2 ) m 

I~ (1, T ) I 2

T€Z

+ ~ (i + kI 2~ (~ + 1 T 1 2 ) m 
1i1

2 Ia~ ,~~l
2

~

t€Z

= IIuII
~,~ 

+ 
(211) 2 IIutII~,~

and (i) follows.

Suppose u € L2((0,l),H5(Tk)). We view u as a distribution

in D1(T
k 1
). Define

(2.35) ~i(~ ,t) = e~~~~~~~
hi, u(t))

Then

lIu (t)lI~ = E (i + II 1
2
)
8 I~(I,t)I

2

Hence

I
32

- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



V ~~~~~~~ 
- - —

~
---—

~~ 
-

• ~~-- - - - - - - — ——

~ (I + (
~ I~~ 

f I~~ ,t) l
2dt = r~ Ilu(t)II~ dt < 0 0

0 0

so ~(~ ,t) € L
2(0,1) for each 1. Now

= (e _2
~~ ( ,~i + tT )  

u

= e
_2

~~
t
~ ~~~~~~~~~~ u(t)) dt

-2iriti
= f e u(I,t) dt

0

so a(I , t )  is thc t-th Fourier coefficient of ~~~~~~ By Parseval’s

relation
1

f I~~~(~~, t ) l
2dt = ~ ~~~~0 -r€Z

so

11 u 11 2 0 = 

~ k ( 1 ÷ 1~~1
2 ) s 

~~ I~~ ,t)I 2 < 0 0, proving ( i i ) .
~ ~EZ t€Z

Suppose v € H~’1(T~~~ ) .  Then

~ (1 + j~~ 2 ) s 
~ (I + NI2) I~~~, 1)j 2 

< 0 0

-r€Z

So for each ~~~, the function

g(~ ,t)  = ~ ~~~~~ 9(h )

is in H1(T 1) and

2 (1 + 111
2 ) 8 Ilg (h,~)lI~ <0 0~
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By Sobolev’s Lemma, g(~ ,t) E C{0,l} for each 1, and

lIg (h,~)lI,~ = sup ~g(~,t)j < cj Ig( ~~,~~fl~10<t< 1

for some constant c. Hence

(2 .36 ) 2 (1 + I~I 2)5 LIg(~,~)II~ <

For each t E [0,1), define u(t) C Dt (Tk) by setting the h -th

Fourier coefficient of u(t) to be g(1,t). By (2.36), u(t) C Hs(Tk)

for each t. Since each g(~,t) is continuous, the dominated convergence

theorem and (2 .36) imply

Ilu(t) - u(t0)lI~ = 2 (1 + 111
2)5 jg(~,t) - g(1,t0fl2 -~ 0

as t —~t0. So uC C(f 0,1], H5(Tk)). If ~ (h , t) is defined by

(2 .35), then ~ (h , t)  = g(~ ,t) by construction. So u ( h , T ) is the c-tb

Fourier coefficient of 
~(1,t) = g(~~, t ) ,  which is 9(h , T ) .  Hence

• 

- u = v, proving (iii).

2.20. Theorem. If u € D’(zk) is a distribution solution of system (1.1)

and this system is s-hyperbolic, then u C([O,i), H0(Tl
~)) for some
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Proof. Suppose u € f~ (f~) is a distribution solution of (1.1).

Given € > 0, choose a p0 (t)  € D(O ,i) such that 0 < p0 < 1,

p0(t) 
= 0 near t = 0 and t = 1, and p0( t )  = 1 for €/2 < t < 1 - €/2 .

Extend the distribution cp0u to be periodic in t j then p0u €

so we can view cp
0u as an element of ~ ‘(T’~~~). Now

(2.37) (P0
u)
t 

= (L
1(t) + L

0(t))(p0
u) + p

0
f +

since p0 is independent of x. By assumption, I € L~((0,1) H~ (T’~) )

for some s, so cp0f C H5~O(T
k+l
) by Lemma 2.19 (ii). Since p

0u

and cp0 u are in ~ ‘(T 1
~~ ), they are in some Sobolev space H~

’(T~~~).

We assume without loss of generality that r C Z, r < 0, and r < s.

Then p0f C H
1’
~
O
(T
k+l), and cp 0u and are in Hr~~

.
(T~~~). Hence

by (2.14) (L1(t) + L
0(t))(p0u) € Hr_l~r(Tk~~), so by (2.37),

(Pou)t € H
r_l

~~
’(Tk+l

). By Lemma 2.19 (i), p0u C ~~~~~~~~~~~~~

Choose p1, ... , cp~~ C D(O,i) such that 0 < < 1, the

support of cPj is contained in the set where P~_1 
1, and

= 
~-r 

1 in a neighborhood of [c , l-€] . We can view p
1u as

an element of ~‘(T ), and

(2.38) (P
~
u)
~ 

= (L1(t) + L0(t))(Pj
u) + ~~ +

Also, (p~~U = cp~(p~~1u) and cP~~u = c~~~(c~~_1u). So p
1
u and

j p
1 
u C H 1”

~~ (T~~~), and (2.38) implies (cp
1u)~€ Hr_2~~~l(Tl

~
l
)

(it r < -1). By Lemma 2.19 (i), p1u € H
r_2

~~~
2(T~~

l). Continuing
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I
. . £r— ,by induction, we obtain cpu C H (T ), and by Lemma 2. 19 (iii),

rpu c c( [o,l], 112r_l(Tk))

Hence, given € > 0, there is a a < s (where I C L2((O,l),H5(Tk) ) )

such that u restricted to ]R~~ < (€ , 1—c ) is in C ( [ € , i—~~J, H E (T k ) )

Let a be the a corresponding to € = 1/4. Let v0 = u(
~~

) € H0 (Tk
) .

Since s-hyperbolicity clearly does not depend on the sign of the time

variable t, we can app ly Theorem 2.17 going both forward and backward

in time from t = 1/2 to obtain a solution v C C ( [0 , 1], H0 (T k ) )  ~f

system (1.1) satisfying v(l/2) = v0. We claim that v and u are

the same distribution in D~(~L~). It suffices to show that for each

> 0, v and u agree in JR k x (€ ,l-€). But this follows directly

from the uniqueness part of Theorem 2.17, applied with s equal to the

smaller of a- and a. We conclude that u C c([o,l], H0(Tk)),

proving Theorem 2.20.

Theorem 2.20 shows that if system (1.1) is s—hyperbolic, then

every distribution solution of (1.1) in D’(
~k
) is in C.[0,l],H

5
(T
k) )

for some s C JR . We can thus restrict our attent ion to solutions u

which are in C([0,l), H5(Tk ) )  for some s C JR. To determine u,

it suffices to determine u(0) as an element of H5(Tk).

We remark that if u C C([0,l], H5(Tk)) and f € C([O,1J,H5~~(T
k)),

then Ut 
C([O,i], H

5_l
(Tk)), so it makes sense to view ut(0) as a

distribution in

36

- - - - ——- -- - ---• --.•- -.- -• —••,
~
-
— -  ~~~~~~~~ — ,  _ •• ~~~~~

- -  ________________

-~~ 
f•• 

~~ il ~_ t~4~t~
1. ~~ ~~~~~~~~~~~~~~~ 

—

-3-- - —
~~~ - r ~

. 

~ 
- 

~“T~ ~~~~• r ••
~~~~ 

•
~~ ~~~~~~~~ p .-‘~

•
~I ~~~‘



V — -r -~~~~

F,

CHAPTER III

AN ILLUSTRATIVE EQUATION

In this chapter, we consider question (1.3) for the sample

problem

(3. 1) U
t 

= AUx

where u = u(x,t) = (u 1,u2 ) ’  is periodic in x, x C IR , 0 <  t < t0,

fa  b

A =
L b  c

is a constant real-valued matrix, and u1 is the mo re completely observable

component. This system is symmetric hyperbolic, and it is str ictly

hyperbolic unless b = 0 and a = c. The linearized shallow-water

equations for one-dimensional flow can be written in this form Our

purpose in considering this example is to gain some understanding of

what answers to question (1.3) can reasonably be expected.

To be able to infer any information about u2 from u1, there

must be sufficient Linkage between the equations of the system. For

(3.1), we must have b ~ Oj otherwise the system uncouplea. Also, some

informat ion about u2 is necessary. This is clear since u1 0,

u2 constant is a solution of (3.1). A measurement of some linear

functional of u2 will be needed.

• 
37
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A natural approach to this linear system with constant

coefficients would be to cross-differentiate and eliminate u
2, 

reducing

the system to a second order equation for u1,, If a = c = 0 a4~d b = 1,

the system reduces to the wave equation utt = u~~ for u1, and

appropriate data for determining u1 would be giving U L and

as functions of x at time t = 0. For equations with variable

coefficients, Courant and Hilbert (1962) point out that this reduction

is not always possible. Also, solving for u1 does not solve our

prob lem; u2 may be the component of interest. We are essentially back

where we started: given as much information as necessary about u1,

find U
2

. However, this approach does suggest that we consider measuring

u1 and at t = 0 as part of the data necessary to determine u.

If time derivatives of u~ are available, we can use the

first equation of system (3.1) to determine u
2 

at t = 0 from

u1 and at t = 0 and u2 (O ,O).  If b ~ 0, we can solve this

equation for 
~~
u2 

yielding

(3.2) 
~~~~ 

= 
~ 

-

At each time level, this is an ordinary differential equation for u2.

This leads to a well-posed formulation of the problem.

3.1. Theorem. Suppose b ~ 0. Given v1
(x) € C

1(T), w(x) € C(T)

satisfying ~r(O) = 0, and y0 € ~~~, there exists a unique v
2(x) €H. a~ch that the solution of (3.1) with initial conditions

38
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(3 .3 )  u1(x,O) = v1(x) , u2(x,O) = v2(x)

-

~~ satisfies

ul(x,O) = vl(x)

(3. 4) 
~t

u1~~
,0) = w (x)

u2 (O ,0) =

v2(x) depends continuously on the data v
1(x), w(x), and

(3.5 ) 11v2 11 1 - 
1y0 1 + ~~~~I I V l II l + 

~~~ 
I I W II C(T)

- 

where

- IkpII~(T\ = sup Ip (x) I
/ 0<x<l

II~lI 1 = 

~~ C(T) + ‘1
~x~~C (T)

Proof. (3.2) Implies

(3.6) u2(x,0) = u2(O,0) + ~~f ~~u ( O )~a- - ~~~ (u~(x,O) - u1(O ,O ) )

The theorem, including the estimate (3.5), follows immediately. The
1

condition G(O) = f w1(x)dx = 0 ensures the periodicity of v2(x).0

H 39
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5. 2 . Corollary. Let ~ (T) denote the subspace of p C(T) such

that Q(o) = 0. Define

L~
61iT) x c1(T) —~ c1(T) x ~(T) x ~

by

L(v1,v2) = (u1(0), ~t
u1(0), u,)(0,O))

where u = (u1,u2)’ is the solution of (3. 1) with initial conditions

(3.3). If b ~ 0, then L is a Banach space isomorph ism.

Proof. Given (v1,v2) C
1
(T) x C

1(T), clearly aàv
1 

+ 
~~~~~ 

C ~ (T),

so the f irst equation of the system, viewed as an equality of distri-

butions in ~‘(T) at t = 0 which we can do in light of Theorem 2.20

and the remarks following it, implies that 
~~
u1
(O) € ~(T) and

l~ t
ui(0) 11CT’ ~ I aj~ lu~(O) II ~. 

+ (b I. 1u2(0) 1c (T) c (T)

So L is a continuous linear operator. Theorem 3.1 implies that L

is invertible and that L 1 is bounded.

This corollary shows that there is a continuous one-to-one

correspondence between the standard initial data u1(0) and u2(0)

and the nonstandard data u1(0), ~~
u1(0), and u2(O,O). For more

complicated equations, the compatibility conditions on the nonstandard

data for the existence of a solution will be more complicated, and we

will concentrate on obtaining estimates like (3.5) from which we can

obtain uniqueness and continuous dependence results.
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The data requirements on u2(O) in this approach are as minimal

as we could hope. Thinking in terms of weather model, a measurement of

u2(O,O) could be obtained from a single weather station. We can also

use the same approach using 
~2
(0,0), the mean of u

2(x,0), as the

data required of u
2(O) (where ~ (1,t) is defined by (2.35)).

3.3. Theorem. Suppose b ~ 0 and s C JR . Given v
1 

C H8(T),

w C H~~~ (T) satisfying *(o ) = 0, and C 
~~~, there exists a unique

v2 
C H8(T) such ~hat the solution of (3.1) with initial conditions

(3.3) satisfies

u1(0) = v1

(3.7) a
~u1(O) w

u , =

v2 depends continuously on the data v1, w, and

(3. 8) 1v2115 < K(!~0f + 
~~~

. IIv~II~ + 
T~

•1
~ 

11wI1 5_1)

where K is a constant independent of a, b, and c.

Proof. (3.2) implies

( . ~~) (277-it) 
~2

(1,0) = 
~~~ 

u1(1’~~) — ~ ( 277-it ) u1(~ ,0)

so for ~~~~~

T r
~
-

~

’” :T~~:T 
— 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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k2 (t,°)I ~ ~~~~1(t , O)~ +

The estimate (3.8) and the theorem follow immediately. The condition

e( o) = 0 is necessary to make (3 .9 )  hold for ~ = 0.

3. 14 Corollary. Let H~~~(T) denote the subspace of p € H~~~(T)

such that ~(o) = 0. Define

L:H S (T) x H~ (T) — ,H 5 ( T ) x j~8~~ ( p ) x ~

by

L(v 1, v2) = (u 1( O),  
~tui(0), u2 (0 ,0 ) )

where u = (u 1,u2 ) ’  is the solution of (3. 1) with initial conditions

(3.3 ) . If b ~ 0, then L is a Banach space isomorphism.

Corollary 3.4 follows from Theorem 3.3 in the same way that

Corollary 3.2 follows from Theorem 3.1. Note that the linkage factor

I b I ,  a property of the system, appears explicitly in the estimates

(3 . 5 )  and (3. 9), indicating that the accuracy to which we can compute

u2(O) from the measured data depends quantitatively on the linkage in

the system: the weaker the linkage is, the less accurately we can

expect to be able to compute u
2(O).

A second approach to the problem is to consider using u1(O)

and u1(t1) for some t1 € (o ,t0 ] to determine u
2
(O) up to a

constant. This data is analogous to the data given in a two-point

42
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boundary value problem for a second order ordinary differential equation

which has been- -written as a system in the usual way.

3.5. Lemma. Suppose b ~ 0 and v2 € H
5
(T) for some a € JR .

The first component of the solution of (3.1) with initial conditions

(3.10) u1(0) = 0 , u2(O) =

is given by

(3.11) ~1(t , t) = i.~~ e t t f t+c) sin(,i~td) 92 ( t )

where

(3.12) d = ((a-c)2 + 4b2 ) l/2

This defines u1 as an element of c ( [o , -t0 ], H5(T)).

Proof. By Theorem 2.17, the solution u of (3.1) with initial conditions

(3.10) is in C([0,t0} ,H5), so by the equation (3.1) itself,

u,~ C c([O,t0I1,H~~
1 ). Hence u C C1([0,t0J,H~~~), so for each ~ C Z,

is a C1 function of t C {0,t0], and

~~ ( (t ,t)) = 
~~

(t ,t) = A~~(t,t) = (27ri1 ) A~(t,t)

So ~(t,t) is the solution of the ordinary differential equation

43
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(3. 13) = (2~r~~ )Ay

with initial conditions y(O) = (0 , ~2(t)).’ Hence

= e2’ff i
~

tA (O , v2(~ ) )

The eigenvalues of A are

(3.14) A1 =~~~( a÷ c ÷ d , l~~=~~~(a + c - d )

where d is given by (3.12). The matrix with the eigenvectors of A

as columns and its inverse are

-b -b i A1-c b
(3.15) P = and p~

1 = -

~~
_c 

~1_ cj bd 
c-~~ -b

We have

0
(3.16) P 1AP =

L 0~~~~~

If e~ = (1,0)’, then

e~pe27nitt~~~AP P
~~(O,~ 2(t ) ) ’

____ 

I e l
~~

t
~~l o b

= - -—
~~~~~~~~~~ 1-b -b] [ 0 e27nitt~~] 

[ 
-b]

b 27ritt?~ 27ritt?~- e  ) 9 2 (t )

44
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.1

and the lemma follows since 
~l 

+ = a + c and - = d.

3.6. Theorem. Suppose b ~ 0

(i) If t1d is a rational number, then u2(0) cannot be determined

uniquely from u1(O), u1(t1) , and u2(0,0). there are

solutions of (3.1) with u2(O) ~ 0 and

(3.17) u1(O) u1(t1) = 0 and u2(0,0) = 0

(ii) If t1d is an irrational number, then u2(0) is uniquely

determined by u1(0), u1(t1), and u2(0,0). However, for each

s C ]R, we do not have continuous dependence in H5~ there is

no constant K such that

(3.18) I1u2 ( O) II S < K(I~2(0,Ofl + IIu1(t1)II5)

for all solutions u C C([0,t0],H5) with u1(O) 0.

Proof. If t1d is rational, then there is an integer n ~ 0 such that

~t1d C Z. By Lemma 3.5, the solution of (3.1) with initial conditions

u1(O) = 0 and u2(O) = e2’7-~~1 satisfies (5.17) since sin(ii1t1d) = 0.

This proves (i).

If t1d is irrational, then sin(,rtt1d) ~ 0 for all integers

~ 0. For the uniqueness, we may assume without loss of generality

that u1(0) = 0. If not, let w and v be the solutions of (3.1)

with initial conditions -

1
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(3.19) w1(0) = u1(0) , w2 (0) = 0

(3.20) v1(0) = 0 v, (0) = u2(0)

By the linearity of (3.1), u w + v, so v u - w. Theorem 2.17

implies that w1
(t
1) is uniquely determined by u

1
(0), and thus v1(0)

is uniquely determined by u1(0) and u1(t1). Hence u2(0) is

uniquely determined by u1
(0), u1(t1) and 

~2
(0,0) if and only if

v2(0) is uniquely determined by v
1(t1) and v

2
(0,0). Now that we

have reduced the problem to the case u1(0) = 0, the uniqueness follows

directly from Lemma 3.5 since u2(~ ,0) is determined by ~1(t , t1)

for ~ ~~0 by (3.11).

Since t1d is irrational, given € > 0, there is an integer

~ 0 such that the distance from 1t1d to the nearest integer

is less than € /7T . Hence Isin(i’it1d)I < € .  Define u to be the

solution of (3. 1) with initial conditions

u
1
(O) = 0 and u

2
(0) (1 ÷ 111

2
)
_s/2 

e2~~~
1

Then ~u2(0)II = l, u2(0,0) = 0, and

= (1 + HI2 ) 5/2 I~1(n , t1) I

= ~~~ sin(Tr1t1d)~ < 
~~~~

J E

Since € was arbitrary, there is no constant K such that (3.18)

holds for all solutions u C C ( i 0 , t0 ], H
8

) with u)(0) 0.
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( We call the data (u1(0), u1(t1) ,  u2(0,0)) C H~ x H~ x

admissible if there is a solution u C C([0,t0
],H8) which yields

th is data. Consider the mapping M from the space of admissible

data in H~ x H5 x ~ to H5 which maps (u
1(o), u1

(t1
), u

2(0,0))

to the uniquely determined u2(0). Let V be the subspace of

H
S 
~ x ~ consisting of all admissible data in (0) x H

S 
x ci:.

The restriction of M to V is a linear one-to-one map of V onto

HS by Theorem 2.17 and the uniqueness result above. Since (3.18)

does not hold for any K, M is not cont inuous on V, so we do not have

continuous dependence. We remark that V cannot be a closed subspace

since if it were, the open mapping theorem applied to the cont inuous

inear operator M~~:H
s —,V would imply that M is continuous.

This completes the proof of Theorem 3.6.

The uniqueness result in Theorem 3.E and its dependence on the

irrationality of a certain parameter is similar to the result of

Bourgin and Duff in (1939) discussed in the introduction.

We can also consider measuring u1(t) for t 0, t1, t
m

where 0 < t1 < < tm < t0. As before, the best we can hope to do

is to determine u2(0) up to a constant. If t1, ... , t are

rational multiples of each other, we may assume wituout loss of generality

in the following theorem (by adding elements to the sequence

tm if necessary, irx~reasing m) that t~ = jt1.

I
• ~~ 

y 

~~~~~~~~~

• 

• •• ••
~~~~ - - - •,.

—— _.~~~
4~

_ “1 r ~4—-- _
~~~
—.. -———.--— . 

.• •— ,-•• - •



V 
- -

5.7. Theorem. Suppose b ~ 0, and t
1 

= it1 for j 1, .. . ,m.

(i) If t1d is a rational number, then u2(0) cannot be determined

uniquely from u1(O), u1(t1), .. . . , u~(t ), and ~g(0~0).

(ii) If t1d is an irrational number, then u2(0) is uniquely

determined by u1(O), u1(t1), ... u~(t~), and u
2(0,0),

but for each s C ~~~~~, we do not have continuous dependence
Sin H

Proof. The proof’ is essentially the same as the proof of Theorem 5.6.

If t1d is rational and ~t1
d € Z, then ri t~ d C Z for j =

and (i) follows as in Theorem 3.6.

If t1d is irrational, the uniqueness is a result of Theorem 5.6.

Given c > 0, there is an integer r~ ~ 0 such that the distance from

~t1d to the nearest integer is less than c/mm. Then for j =

the distance from 1t1
d to the nearest integer is less than £/77-, so

Isin(7r~t1d)I 
< € , and (ii) follows as in Theorem 3.6.

Since the distinction between rational and irrational numbers is

not practical when measurements are involved, if we measur e u1 at a

fixed finite number of’ time levels and 
~2
(0,0), we cannot expect

theoretical uniqueness or theoretical continuous dependence. Practically,

however, the extra information we have by measuring u1(t) at several

time levels may enable us to determine ~2(t,0) for more small values

of ~ ~ 0 more accurately. We will discuss this further in Chapter VI.

Even though we are restricted to using u1(t) at a finite

number of time levels for computations, it does not necessarily follow
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that the appropriate theoretical question involves a finite number of

time levels. For example, difference methods for the numerical solution

of differential equations use discrete equations to model continuous

equations. If the time levels at which we measure u1 are sufficiently

dense in time in view of the step sizes of the discrete variables and

the accuracy desired in a computation, we may consider our measured data

as an approximation to u1 in C([0,t0],H
5). The following theorem

suggests that this may be a fruitful point of view to take.

3.8. Theorem. Suppose b ~ 0 and s and t0 are fixed. Then there

is a constant K such that for every solution u € C([o,t01,H
5) of

(3.1),

(3.21) Iu2 ( O ) I ~S K(1u2
(0,0)I + II ui(0)II

~ 
+ II~lII5,2

)

Proof. Let u C c([o, t0 J , HS) be a solution of (5.1). Let w and

v be the solutions of (5.1) with initial conditions (3.19) and (3.20),

respectively. Then u = w + v. By Lemma 3.5,

= sin(ir~td)

so to t

IIvlII~ 2 = 
~ IIv 1(t)II~ dt = f ~ (1 + kI 2)5 I 1(~,t)I

2 dt
0 o t€Z

= 
~~2 

+ I t I 2 )~ I~2 (t , o ) I 2 
f
0 2(
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Since for ~ ~ 0,

~~~~~~ sin(a I ~j ~

where a 27T-t
0

d, clearly there is a constant K0 > 0 independent of
~ 0 such that

to
J sin2 (7r~td )dt > K0 for ~ ~ 00

Hence

2:2 ,~~ 2 d 2~u (o)~ < ju (0,0) ÷ — —8 —  
4bK

0Now

!IV 1IIS,2 ~ IIwlIIS,2 + 11U 1118,2

< -iç lIw~II~~ + lIulllS 2

~ K111u1(0) IJ~ +

for some constant K1 by Theorem 2.17. The theorem follows.

3.9. Coroll.~~~ Suppose b ~ 0 and s and t
0 are fixed. Then

there is a constant x such that for every Solution u € C([o,t0 J , ff
5 )

of (3.1),

(5.22) Itu2 ( o ) IJ < x ( I~ 2 (o ,o ) f  + lIu
~II~~~)

Corollary 3.9 follows immediately from Theorem 3 .8 .  These
show that u2(O) is uniquely determined by and depends continuously on
the data u1(t) for 0 < t < t0 and u

2(0,O).
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CHAPTER IV

APPROACHES USING TI~~I DEBIVATIV~~ OF U
’

I’In this chapter, we investigate ways in which u (0) can be

recovered from data involving t ime derivat ives of u’ for the general

system

k

(1.1) ut = 
~~ 

Aj(x,t)u
~ 

+ B(x,t)u + f(x,t)
j=1 I -

which we assume to be s-hyperbolic (see Definition 2.16). In view of

the difficulties in obtaining higher time derivatives accurately from

measurements, we consider data with at most one time derivative of

u’. We present two main approaches. The first approach (Theorem 4.1)

is the analogue of the method used in Theorems 3.1 and 5.5. We use

the first 1 equations of system (1.1) at time t = 0 as a system

to be solved for u~~(0), using the data u’(O) and u~(O ). This

approach is similar to methods for static initialization as in Ghil

(1975). The second approach (Theorem 4.2) can be used when there are

inhomogeneous terms which are not necessarily continuous in time,

in which case u~(O) may not be well-defined. This approach yields I’

estimates involving the L2((0,t0
), H5(Tk)) norms of u1 and u~.

In both approachs, sufficient linkage in the system between u’

and u’1 is necessary. The linkage may occur in the first order

terms , the zero order terms, or in a combination of the two. We

discuss sufficient conditions in the section on the inversion of

51
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first order operators, and then put these conditions together with

the two general methods.

We split each of the matrices A
1
(x ,t) into blocks;

(11) (i~)A
1

(4 .i)  A =

j  i

where A~~
1
~ is I X I, A

(12)  
is £ ~ (n— I), Ac~~ is (n—I) x 2,

and A~2~~ is (n-I) x (n—I). Split B(x,t) into blocks similarly.

: Viewing t as a parameter, def ine the operators

(4 .2) L~~~~ (t)  = Z A~~~~(x,t) ~~ 
+ B~~~~ (x , t) for 1 ~~~ ~~~~ ~~

i

Then (1.1) becomes

(4 .3) - u~ = L~~~~u
I 

+ L(12)u
fl 

+ fI

- 
- 

(4 .1+) U’1 L~~~~u
I 

+ L(22)ufl + f”I

General methods -

4.1. Theorem. Suppose f C C((0,t0J,H5), and suppose

u C([0,t0],H
5) is a solution of (1.1) for which u’(O) C

and u~(O) C H
8. Then

(4 .5) VL~~~~(o) u~~(O)~) < K ~Iu
’(O)~I~~1 + jlu’(O)II + IIf’(O)11 3
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Proof. As we remarked after the proof of Theorem 2.20, since u and

f are both in C([0,t0J,H
8), ut(O) is a well-defined distribution

in o ’ (Tk). The estimate (4 .5) follows immediately from ( 1+.~ ).

4.2. Theorem. Suppose that f € L2((O,l), H~~
1) and that the system

(4 .6) vt = L(22)v

is s-hyperbolic. Assume that for some constant K0 independent of

t € [0,t0],

(4.7) JIv IJ~ < K0(IIL
(12)(t)vII + IIvI

~S l
)

If u C([O,l],H5) is a solution of (1.1) for which u’ € L2((O,t0), H~~
2)

and u~ C L
2((0,.t0

),Ha), then

-
. 

(4 .8) lu o)11 5 ~ K1(llu’ll a+2 2 + llut fl a,2 + II ~~~~ + llu”(o)ll s l)

and hence there is a constant M such that

(4 .9) lIu”(O)I~ ~i K2(
1
~~~ ~II (~ ,Q) + I~U’Il c+2,2 + lfu~lI0,2 + llflç+1 2)

for some constants K1 and 1(
2 where ~(~,t) is defined by (2.55).

53

_ _ _ _  _ _ _  

• •• • . - • , -• - •-~ - -~~~~~_ _-- - - -~~ •~~

__________________ - 
-

~~~~
-
~~~~~~~ 

-

~~~~

•

~~ -

V



- - -- . —

- . - —

Proof. Let v denote the solution of (4 .6) with initial conditions

(4 .10) v(0) = u
11
(O)

By the well-posedness of the s-hyperbolic system (4 .6) with initial

data at time t and the solution moving backward in time ,

(4 .11) Ilv(o )lt~ 
( K’ llv(t) j j for 0 < t < t0

for some constant K’, which can be chosen independent of’ t. Let

w denote the solution of

(4 .12) w~ = L(22 )w + g

with initial conditions w(0) = 0 where

(21) I II
g = L  u + f

By Theorem 2.17,

(4.13) llwlç+1,2 ~ tIwlI~+i,~ ~ K” (lIu
1

l)0~2,2 
+ lI~~

’
~a+1,d )

Clearly u~~ = v + w. Substituting this for u’1 in (4 . 3 ) ,  we obtain

= L
(h1)

u
I 

+ L~~~ w + ~~~~~ + f’

I . 
• 

-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~~ ~I •~

- 

r ~ -
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Hence

(4.14) lIL~
•
~ VlIa,2 ~ 

lIu’lI~~.,~ + flU
~

II a 2  
+ IlL 

~~
w11a,2 

+ 11f’11 a 2

< const(Uu’lla+2 2 + Ilu
~lla,2 +

by (4.13). By (4.11), (4.7) and (4.14)

to
t llv (o ) 11 2 = f lIv (o)Il~ dt
0 8 0 8

to
< const( f lIv(t) 112 

dt)
0
t
0 ,~~~~

< const f ( llL~~
2
~(t) v (t ) 112 + llv (t ) 112 

1)dt
0 a S

~ const(llL~~
2)

vll~,2 
+

< const (llu’11a+2,2 + llu
~

(l a,2 + ll f l~+i,2 + llv(O)tI s_i)
2

and (4.8) follows from (4.10). Since clearly there is a constant M

such that

(4 .15) K1lluH(O)jI ~~~~ llu”(o)ll + const 
~s—i 2 s 

~~l~~~ M

we can pull the ~ llu~~(O)11 1 term in (4.8) over to the left hand side.

and (4.9) follows, proving Theorem 4.2.

We remark that (4 .6) is automatically s-hyperbolic for symmetric

hyperbolic systems (1.1).
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Inversion of first order operators

Both of the methods presented in Theorems 4.1 and 4.2 re ly

(12)on the partial inversion of the first order operator L defined

in (4.2). In this section, we consider first order operators of’ the

form

k
(4.16) Lv = a (x)v +

j=l X
j

where a
1

(x) and ~(x) are real-valued £ >< m matrix functions in

with £ > m. The principal symbol of L is

k
(4 . 17) £1(x,~ ) = 2iri ~

j=l

We discuss four possible ways of inverting L. The first (Theorem

4 . 1+) is analogous to Theorem 3.1. If is a time-like variable,

we can recover v from Lv and v restricted to the k-I-dimensional

hyperplane x~ = 0. The second (Theorem 4.5) uses the observation

made by Lax (1955) that if the first order terms of an m x m periodic

first order operator are symmetric and the zero order terms are

sufficiently positive, then the operator can be inverted on H8.

In the third (Theorem 4 .7), we assume that £1(x,~) i~ of full rank

for ~ ~ 0, and conclude that we can recover v from Lv and a

finite number of Fourier coefficients of v. The fourth (Theorem 4.8)

uses a result of F’riedrichs and Lax (1965) for square systems combining
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the second and third approaches which extends readily to the non-

square case. In each of these, we desire to bound the norm of v

by some norm of Lv and an appropriate norm of the necessary

observations of v.

We will need the following Lemma in the proof of Theorem 4. 1+.

4.3. Lemma. Let s be a non-negative Integer. Assume that system

(1.1) is s-hyperbolic, that the coefficient matrices A
1 

and B

are periodic in x and t, and that f € H~ (T~~~). If u C C([0,l],H
5(Tk) )

is a solution of (1.1) which is periodic in t, then u € H~(T~~
1
) and

(4 . 18) lu ll +1 < K(llu(O)ll + Il fil k+lH5 (Tk 
) H~ (T

Proof. We use the spaces H~’~~(T~~
1) and norms llvlI (s rn) introduced

in Definition 2.18. For a = O,l,...,s,

(1 + l~ l
2
~~~ (i + l t I

2
~ < (1 + k12 + l r 1 2 5 

-

•

so f C H5_a~
(
~(T~~~) and l lr l l < h r  Il + < M where

(s—a ,a) H5(T )
M = ll u ( 0 ) lI ~ + 

H~ (T 1
)

By Lemma 2.19 (ii) and methods similar to those used in

Lemma 2.19 (iii), L2((0,l), H
8(Tk) )  and H~’

0(T~~
1) are the same

space (as subspaces of ~‘(T
1
~~ ))  and hlvhl, 

~ 
= Dvhl are the

/ s,2

same norm. Since u C C([0,lJ, H8(Tk) ) ,  u C H~’
0(T~~~), and
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hl uhl (~,~) = lluhh S,2 ~ Ilulh~,~

< const(Hu(o)115 + llrhh8,2)

~ const(hlu(0)115 
+ lh fhl (5,0))

< const M

The second inequality is a consequence of Theorem 2.17. The equation

(1.1) now implies that u
~ 

H~~~’
0(T~~

1 ) , and

lhUthh (5_l,o) ~ constlluhl (5 0) + llrih (5,0) ~ const M

So by Lemma 2. 19(1), u H~~~’
1(T~~

3) and

Ilull (s1, 1) ~ 
const(lluhl(5..10) + 11~t11 (s-1,O)~

< const M

s—2 1 k+lThe equation (1.1) implies that u~ € H 
‘ (T ) ,  e.nd

llUt lh (5_2 , l) con st lhuhl (5..1 1) + hh fhI (5_1,1) const

So again by Lemma 2.19(i), u H~~
2’2(T~~

1) and

hluhl (8...2,2) ~ const M

Continuing in the same manner , we obtain

(4 .19) hl U )h (S..a~~) < const M for a —

_ _ _ _ _ _ _ _ _  
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p ~- ~~~~~~~~~~~~~~~~~~~~~~~~~~ - .  - - —  - - 
— 

-



• 
~~~~~~ V ~~~~~~~~~ 

- - •-- .
~~~~

- 
~~~~~~~~~~~~~~~~~~~~~~ - ---- -

~~~~ - - —---- - - — — -- --

Now, since

(i + I~~ I
2 + 111 2 ) 8 = 

a~~ 
(

8

) (i + kI 2
)

5

~~~ (h T h 2)0

< conat ~ (1 + k12 ) s_0 
(1 +

we conclude that u € H8(Tk+l) and

(4.20) 11u1125(k+l a~~ 
lhhhl~s_a a) < const M

and the lemma follows.

4.1+. Theorem. Consider the operator L defined by (4.16).

Suppose that there is an m x 2 matrix function r(x) C D(Tk) such that

for some i,

(4 .21) r(x) cx1(x) = I

Without loss of generality we assume i = k. Let a be a non-negat ve

integer. If k = 1, v € D’(T), and Lv C H8(T), then v C H~~~(T) and - 

-

(4 .22) lh v hl ~+~ < K ( lv ( O) I + ULvIl 8)

If k> 1, we suppose further that the equation

k-i
7 (4.23) w + ~ r(x) cx4(x) w + r(x) ~(x)w 0Xk 5—1 x

i
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is s-hyperbolic with as the time variable and x1 = (x ~~• • • ~~
X

k 
‘

as the space variables. If v C Dt(T
k) is in C([0,1J,H8(Tk~~))  

-l

and Lv C H8(T k), then v € H 5 (Tk ) and

(4 .24) llvll~ < K(llv(x1,0)hI k l  + llLvll 5).

Proof. Suppose k = 1, v C D ’( T ) ,  and Lv € H 5 (T) .  Let g(x) = r(x)Lv.
Then multiplying (4.16) by r(x) yields

(4 .25) v~ + r(x) ~(x)v = g(x)

Let ‘b(x) be the fundamental solution matrix of the homogeneous

adjoint equat ion

(4.26) 
~~ (r(x) ~( x ) ) *w.

Then D C C°°[0,lJ, and by definition ~(o) = I. We have

— ~~ r(x) ~(x) ,  so multiplying (4 .25) by ~*~x),  we obtain

= ~*( )  g(x)

Since H5(T) is the set of functions in C~~~(T) whose s—tb

derivative is in L2(T) and g € H5(T), ~~v € C
8{0,l) and

~ *v) C L2(0,l). Since ~(x) * is invertible and C~, v C

C L2 (o, l),  and
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A (4 .27) v(x) = ~*(x)~~~(v (0) + ~*(x)~~ J ~ 
~~( )  g (a )d a)

Since v is periodic by assumption, we conclude that v C H~~~(T).

The est imate (4.22) follows from (4.27) since lull 5 is equivalent to

~.?s -.~jthe norm L..
1~~~ o v

Suppose k > 1, v C D,(T
k) is in C([0,lJ, H~(T~~

1)), and

Lv C H5 (Tk). Let g(x) = r(x) Lv. Then multiplying (4.16) by

r(x) yields

k-i
(4.28) v~ + ~ r(x) a

1
(x)v + r(x) a(x)v = g(x)

j=1 X
j

By Lemma 4 .3,  v € Hs(T
k) and

1Il v il < con st (llv (x ,o ) ll  k ~ 
+ l~l l )

S H S (T — )

and (4.24) follows, completing the proof of Theorem 4. 4 .

The condition (4.21) is satisfied in the case k = 1 if and

only if a(x) is of full rank for all x. Recall that we have assumed

£ > m. If a(x) is of full rank, then a(x)* a(x) is invertible,

and we may take r (x )  (a(x)* a(x))’~ cr~(x).

We remark that the assumption in Theorem 4 .4 that v € C([0,l],H
5(Tk~~) )

can be reduced. Since v is a solution of the s-hyperbolic equation

(4.28) and g C L2((0,l), H~(T
1
~~~)) by the assumption that Lv € H5(Tk),

Theorem 2.20 implies that v C C([0,l], Ha(T~~
l)) for some a, 80

v(x
1
,O) is a well-defined element of D,(T

k
~~). By Theorem 2.17, it

suffices to assume that v(x1,0) € H5(Tk~~).
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4.5. Theorem. Consider the operator L defined by (4.16).

Suppose that there is a real-valued m x £ matrix r(x) C D(Tk) such

that r(x) a
1
(x) is symmetric for all x and for j = l,...,k.

Def ine

k
(4 .29) q(x) = 2Re(r(x) ~(x)) - E ~ (r(x) a (x))

j =l ~j I

Suppose that for some constant c0 > 0, either

(4 .30) q(x) > c
0
I or q(x) < -c

01 for all x.

If v - HO(Tk) and Lv C HO(Tk), then

(4.31) ll vll~ 
< K0 lJLv Il 0

for some constant K0.

Suppose that s C ~ is such that the norm y of

= A5RLA 8 
- 1~ as an operator from H° to H° satisfies

2r~ < c0 where A~ is defined by Definition 2.14 . If v C H8 and

— 
Lv C H8, then

(4.32) - IIvH~ < K llLvfl

for some constant K~.
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Proof. We assume without loss of generality that q(x) > c01.

We use the convention here as in Definition 2.1+ that if lower case

letters are symbols, the corresponding operators are represented by

capital letters. By integration by parts, the adjoint of the operator

RL is clearly

k k 
-(~~ )* = - E r (x) a (x) ~~ - 

~ 
(r (x) a (x) ) + ( r ( x)  ~(x) ) *

j=1 I x~ j=]. j

since r(x) a
1
(x) is symmetric. So Q = RL + (1~ )*. Suppose v C H°

and Lv € H°. Since r(x) C S~, the Schwarz inequality and Theorem 2.11

imply

(RLv,v) ~ Il RL vll0 lIvlh~ < constllLvll0
. JvIl

~

So c0Iiviig = c~
(v,v)

< (Qv , v)

= (( ni + (PL) *)v ,v)

= (RLv ,v) + (v,I~v)

= 2Re(~~v,v) .

< 2 l ( R L v,v ) l  
.

< constjlLvll0
. lIv!!

~

and (4.31) follows.

Since A
5
(~ ) commutes with a~~(x,t ) ,  Corollary 2.10 implies

J A 8,~~~J C PS8, so ~A8,I~~JA~~ C PS° and by Theorem 2.11, 1A8,~~]A
8

maps H0 continuously into H°. Suppose that 2y5 
( c0, v € H

8, and

L v € H 8. Then
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I (,~
5RLv , A5v) I ~ II A 5RLvII 0 . Il A 5vll 0 = Ih 1~Lvll 5 hl v hI~

< const llLvll 5 .- ll v ll 3

Also,

I ( [ A 8,RL IV ,A5v ) I  = I ( I A 5,~~Jic5A8’1, A5v ) l  ~
2

= Is V

so
2 ~c011v11 5 = c0(A v,A v)

5 S
~ (QA v , A v)

~ 2Re(RLA
2v, A

Sv)

< 2 I ( A 3RLv, A5v ) l + 2 l ( [ A 5,~~ Iv ,A5v ) I

< 2y llvlI 2 + constllLvll ll v hI~ .

and ~.32 follows, proving Theorem 4.5.

4 .6 . Lemma. Consider the operator L defined by (4.16). Suppose

that for each x and ~ ~ 0, the matrix £
1

(x,~~) defined by (4.17)

has full rank . If V € HS 1  and L v € H~~~, then v C H5 and

(4 .33) llv Il~ < K ( ll Lv ll 
~ 

+ Il vhI~~
)

for some constant K
5

Proof. Since 21(x ,~~) has full rank for ~ ~ 0, £t(x, I )  £1(x,I) is

positive definite and homogeneous of degree 2 in ~ for I~ l > ~~
..

Since Tk and the unit sphere in ~k are compact, there is a constan’~
- c >0 such that - -4
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(4 .34) A
2(~ ) 21

(x,~~)* £ 1(x ,~~) > c01

kfor all x and for l~ l > 1. Let q~~) € D(~uu) satisfy

(4.35) 0 < c p < 1

cp(~ )m l  for h~ I~~~i
cp(~ ) m~~ for kI > 2

Define

(4.36) p(x,~) = ~~~~~~ 
£ 1(x ,~~)* £ 1(x ,~~) + c0cp(~ )I

Then the matrix p(x,~ ) is Hermitian for all x and ~ , and

(4 .37) p(x,~ ) > c0I

Since £ 1(x ,~~) ~ S~, p(x,~ ) € S~. Define r(x,~ ) = p (x,~ )~~.
Clearly r(x,~ ) € Let

g0(x ,~~) = a~~ (x ,~~) — I = ~~~~~~~ — r( x ,~~) p(x ,~~)~~

g1(x ,~~) = a 
— 

(x , i)  - p(x ,~~)
L*A

2
L

By Corollary 2.10, g0 and g1 are in S 1.

Suppose that v C ~~~ and Lv C H~~
1. Then since

L*K~ Lv H8, so Pv = L*A~ Lv - G1v C H
8. Hence RPv C H8, so

• v = R P v - G 0v € H 8.
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To prove (4.33), we first assume that s = 0. By Girding ’s

Inequality (Theorem 2.13) applied to p(x,~ ) ,

(4.38) Re(~~,v) > consthlvllg - const l lv lh~1
So

llLvlh~1 = (A~~Lv, A~~Lv)

= l (L*A~ Lv,v ) I

~ l (Pv,v ) t  - j ( G 1v, v ) J

> Re(Pv,v) - consthlG1vIl0~ lh v hl 0
j > constjIvhl~ - consthlvj l 2

1 — constllvll 
~ 

IIvIh~

Since IIvlL1 ~ llv ll 0 and hiLvlI _ 1 < constflvll0, 
we have

llv ll g ~ const (hl LvhI ~1 + lIvILi ll v hh ~ + lh v lh ~~

< const( IILvIL 1. ll v hl ~ + 2llvhj 
~ 

hl v hI ~)

so for some constant K0

(4 .39) ll v lh ~ ~ K0( llLv ll 1 + llvlL 1)

For general s, since we now know that v € H8, A8v C H°,

80 by (4.39) and the fact that [L,A5] € PS5,
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lIvIl~ = lk5vll 0 < K0(ll L A 8vj l 
~ 

+ llA 5v hl 1)

< K 0 ( llA 8Lvll 1 + hh [ L ,A5 ]vll 1 + llA5vhi 1)

< con st(hILv fl ~ 
+ ll v Il ~_~)

which is (4.33), proving Lemma 4 .6 .

4.7. Theorem. Consider the operator L defined by (4.16). Suppose

that the matrix £
1

(x ,~~) has full rank for each x and each ~ ~ 0.

If v € 0, (T
k
) and Lv € H~~

1
, then v C H8 and

(4 .33 ) llv Fl~ < K ( l l L v I l  
~ 

+ ll v lj ~~ )

Hence there is a constant M such that

(4 .40) l~vll <K ’( E I~
(
~fl 

+ liLvIl 
—

— s

Proof. Since v C D.(T
k), v € Ha for some a C ~~~, and without loss

- 
- 

- 
of generality we may assume V C H~~

1 for some positive integer j.

Since Lv C ~~~~~ L emma 4.6 implies that v C ~~~~~~~ Applying Lemma 4 .6

repeatedly, we obtain v C H~~
1 and now Lemma 4 .6 applies as stated,

giving ( 4 .33). (4 .40 ) follows from (4 .33) in the same way that (4 .9)

follows from (4 .8).
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4.8. Theorem. Consider the operator L defined by (4.16). Suppose

that there is an a x £ matrix symbol r(x,~) C S~ such that r(x,~)

is Hermitian and homogeneous of degree 0 in ~ for k I > 1 and

(4 .4i) r(x ,~~) £ 1(x ,~~) + L1(x,~ )* r(x,~ ) = 0

Define the symbol q(x ,~~) € 50 by

(4 .42) q = Re(2r~ + ~~~ (2&rD~21 
-

1 1 1 l ~

Suppose that for some constant c0 > 0, either

(4.43) q(x,~ ) > c01 or q(x,~) < — c01

in an open set r 1 x which contains every (x,~ ) with ~~~~~ j > 1

for which £1(x ,~~) is riot of full rank; since q and are homo-

geneous in ~ for ki > 1, we may assume that r1 ~~ C(x,;):I~I > i)

and that (x ,~~) € if and only if (x ,p~) E for p >

If v € H° and Lv C H0 then

(4 .44) lhvhl~ 
< K (hl Lv ll 0 + llvhh _~

)

and there is a constant M such that

(~~~.~~~s) ht v hh~ 
~ kI~~~ M 

I ( ~) )  + hhLvfl0 )
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Proof. Let p(~) € o ( ~~ ) satisfy (4.35), and define
- L

p(x ,~~) = A
2

(~~) £~~(x , F~) £ 1(x , F~) +

As in the proof of Lemma 4.6, since Tk and the unit sphere in

are compact , there is a constant c > 0 such that

p(x,~ ) > cI

for (x,~~) C = Tk )< ~~k r’1. Since p(x,~ ) > 0  elsewhere , q(x ,~~)

is uniform ly bounded, and assuming q(x,~~) > c0I in r1, there

is a ~ > 0 such that for all x and ~

p(x,~~) + 5q(x ,~~) > const I > 0 .

Not ing that p + 5q is Hermitian and applying G~rding’s Inequality,

(~ . 46) R e ( ( P  + 5Q)v,v) > constllvllg - c o n s tl lv l l
2
1

By (4.4i) and Theorems 2.7 and 2.9, it is easy to verify that

~
RI..+(RL)*(x)

~~
) = q(x,~~) + g0 (x ,~~)

where g0 C S~~. Also

c (x ,~~) = p(x ,~~) + g1(x ,~ .)

where g 5~•’I~ Hence

~~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ 
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Re((P +5Q)v,v) = Re((L*A 2L + ~(PL+ (1~ ) *)) v,v) -Re((8G0+G1)v,v)

~ l (L*A
2Lv,v)I + 2~ I (RLv ,v ) l  + I((~G0+G1)v,v)I

~ llLvlV~1 + const(ILvll0 llvll~ 
+ constllvll 1.llvll0

< const( {lLvll 0 llvII~ + Jl v ll i
.llvll~

)

So by (4 .46),

llvIIg ~ corrst ( ll Lv ll 0 ll v ll~ + ll v ll 1 lk’}10 + lI v ll ~l)

< const(JlLvll0 llv lI~ 
+ llvlL 1~ ll v ll ~ )

and (5 .55) follows . (4 .45) follows from (4.44) in the same way that

(4 .9) follows from (5.8).

Methods Using u11(0) Restricted to a k-i-dimensional Hyperplane

In the last three sections of this chapter, we state the

conclusions which can be drawn by combining Theorem 4.1 or Theorem 4.2

with the theory of first order operators presented in the prev ious

section. The proofs are immediate consequences of the theorems

presented earlier in this chapter. We assume for the rest of this

chapter that the system

k
(i.i) u ~ A (x,t)u + B(x,t)u + f

t 1=1 I xj

is s—hyperbolic.

_____________ 
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4.9. Theorem. Suppose that f C C([0,t0], H8(Tk)) and that the

operator L~
’
~~(0) defined by (4.2) satisfies the hypotheses of

Theorem 4.4. Suppose u C C([0 ,t01, H5(Tk)) is a solution of (1.1)

for which u’(O) € H8~~(T
k) and u~(0) € H

5(Tk). If k 1, then

uH(O) C H~~~ (T) and

(4.47) Ilu U o) iI 5~1 ~~ K(lu
H(0,O)( + Ilu’(O) lI

~+i + llu~(O ) ll~ + lIf’(o)l1 5)

If k> 1, and u~~ C H~(T~~~), then

(4. 48) lluLt(O)1l 5 ~ K(Ilu~~II S kl + lIu’(0)ll~+i + lu~(0) )l~ + ll f ’(°)I1 5 )

where u~~ defined on T~~
1 is u~~(o) restricted to the plane

= 0.

4 .10. Examp~le. If 2 = n-i, and for some i and some m < n-i , the

an element of the matrix A~(x,0) (which we will call a(x)) is non-

zero for all x, then the hypotheses of Theorem 14•14 are satisfied for

L~~~~(0), and we can apply Theorem 4.9. Assuming i = it for simplicity,

let r (x) = (0, . . .  , 0, l/ a (x ) ) .  If g = L~~~~(0) u~~(0), then

multiplying this equation by r(x) yields

(4 .49) 
~~ 

u1
~ (0) ~~k

f
]. 

r(x) A~~~~(x,0) ~~ 
u1~~0 + r(x) B(~~~(x,0)u

H(0)
it j —i j

= r (x)g ,

which, for it > 1, is a first order partial differential equation which

is thu s clear ly s-hyperbolic.

71

-



- - 
~~~ % V — -.

I ,

-
~ 

- 

4. 11. Example. The method of Example 4.10 can be used for some non-

Linear equations. We can recover the geopotential ~ from the winds

u and v in the shallow-water equations (1 .5 ) .  Us ing the first equation

of (1.5),  we can recover p(x,y,0) from u(x,y,0), v(x,y,0), u
~

(x ,y,0)

and cp ( 0,y, 0). Or, using the second equation of (1.5), we can recover

p(x,y,0) from u(x,y,0), v(x ,y,O), v~(x,y,0) and ~p(x ,O,O) .

Methods Using No Information About u
U(0)

4.12. Theorem. Suppose that fCC~ (O ,t0
}, H5(Tk)) and that the operator

L~
’
~~~(0) satisfies the hypotheses of Theorem 5.5 for this s. Suppose

u -
~~ c ({ o ,t0], H~~(T~~) )  is a solution of (1.1) for which u’(O) C H

5
~~ (T

k
)

and u~(0) C H
5 (Tk). Then

(4 .50) lu~~(O)1)5 
< K ( I l u ’(O) II 

~1 
+ ll u~( 0 ) ll ~ + ll f ’(0 ) l1 5 ) .

4.13. Theorem. Suppose that f C L
2
((O,t0

) , H~~
1) , that the system

v~ = L(22)v is s-hyperbolic, and that the operator L~~~~(t) satisfieri

the hypotheses of Theorem 5.~ for this s and for t C [O ,t01. Suppose

u € C([0,t0J,H
5) is a solution of (1.1) for which u’ C L2 ((0 ,t0) , H~~

2 )

and u~ C L2 ((0 , t0) , H~ ) . Then

(4 .51) llu”(O) lI ~ ~ K ( ll u 1ll 5~2 2 + llu~
)l 5,2 + ll f ll 5~1, 2 ) .
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Methods Using a Finite Number of Fourier Coefficients of u~~(0)

4.14. Theorem. Suppose that f € C([0,t0],H~~~) and that the

operator L~~~~(0) satisfies the hypotheses of Theorem 4 .7. Suppose

u is a solution of (1.1) for which u’(O) € H
8 and u~(0) € ~~~~

Then u~~(0) C H
8, and there is a constant M such that

(4 .52) IluH(O)fI < K( ~ R’1(
~
,0)l ÷ Ilu’(o)ll +flu~(o)Il 1÷ Ilf’(O)ll

kI~~M

where ~r(~,t) is defined by (2.35).

4.15. Theorem. Suppose that f € L2((0,t0) ,H~ ), that the system

= L(22)V is s-hyperbolic, and that the operator L~~~~(t) satisfies

the hypotheses of Theorem 4.7 for t C [0,t0}. Suppose u C C(10,t01,H
5)

is a solution of (1.1) for which u’ C L2((0,t0
), H~~~). Then there

is a constant M such that

(4 .53) Iu”(O)fl < K( ~ I’~’(~,o ) I  + flu’II + 
+ I~u~ j 

— 
÷ ll~I} 2~S kI :14 S , 5 , ,

4.16. Theorem. Suppose that f € C([0,t0J,H0) and that the operator

L~~
2)(0) satisfies the hypotheses of Theorem 4.8. Suppose

u C C((0,t0],H0) is a solution of (1.1) for which u1(0) C H1 and

u~(O) € H°. Then there is a constant M such that

(4 . 54 ) llu”(0)ll~ < K( Z I~~ (~,o ) I + lluI(0)Il i + llu
~
(0)II

~
+ Ilt’(°)1I0).kI~~M —

~‘ 1
75
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CHAPTER V

I

APPROACHES WITHOUT TIME DERIVATIVES OF

We now consider recovering u~~(O) from data which does not

involve time derivatives of u’. As we saw in Chapter III, measuring

u’(t) at several time levels does not yield the continuous dependence

of u~~ (O) on the measured data, but we may have continuous dependence

using u’(t) for 0 < t < t~. We restrict our attention here to strictly

hyperbolic equat ions with constant coefficients. Theorem ~.6 is similar

to Corollary 3.9, but as in Chapter IV, the linkage conditions are more

complex than in the two-by-two example of Chapter III. We also investi-

gate the effects of lower order terms on the data necessary to recover

II
u (0).

We use slightly different norms in this chapter; the main tool

in our approach is Theorem 5.5, and its applicat ion is more direct in

these norms.

5.1. Definition. For any s C iR , define

(5 .1) lu I~ = sup 
~ 
(i + kl)5 I~~ )I

M8(Tk) is the Banach space of all u € o ’ (Tit) for which l u l  < o o .
S

The norm on C(C0,t0],M8) is

£
74 1
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(5 .2)  u I = sup u Is, S

remark that H5 : M5 for all s, and if 
~l 

> k/2 + 
~2’ then

M C H ~~~. The induced inclusion maps are continuous.

We now present several lemmas needed in the proof of Theorem 5. 6 .

It is well known (see e .g. Ortega (1972)) that for n X~~ matrices Q,

(~~.3) 1Q 1 00 = max 
~l <i <n  j =l ~

The following lemma appears in Gautschi (1962).

5.2.  Lemma. Let V~ = V(x 1,. . . , x~ ) denote the Vanderinonde matrix

1 ... 1

X

(5. 4) v~ =
n-i n-ixl . . .  x

fl

Then

(5.5) det Vn = ii (x
1-x1)

l < i - < j n

If the xi’s are distinct, then V~ is invert ib le and

1 + j x l
( 5.6) 1V 1

i < max TI
— 

l<i<n l (j<n Jx~ -

j  #i
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5.3. Lemma. Let ?~~~, . . .  , ?~ be distinct real numbers, and define

i~~t i?~t
(5.7) v(t 1) = V(e 

1 1, , e fl

If we say that jv( t 1Y’L = ~ when V(t 1) is singular, we have

(5. 8) inf Iv(t 1)~~I <
O < t 1< [t

0
/(n-l))

where

(5 .9) ~(t0
) = inf 

- 
( max it lsin ~ (?~.—X~)t 1I~~ )

O< t 1<~ t0/(n-l)] l <i - < n l - <j < n
i~~~i

Proof. Follows directly from Lemma 5.2 with x
3 

= e ‘~ 
1 since

1- 4- I x . l  = 2  and
3

lx~—x~l = l exp[i ~~

. (?..j
_?\
i)ti] 

— exp[i ~ (~i~~
)t13 l

= 2~sin ~

5. 4. Lemma. Let ?~~,... , 
~~ 

be distinct real numbers, and define

(5.10) = m m  I ’~1-~
11l 

~2 
= max

l< i<j<n l<i<j<n -

and ~ 
- > 1. If ~(t0

) is given by (5.9) and
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(5.11) t~ = (n-i) ir 

____

1 +p

then ~(t0) < K’(t0, ~~~~~
‘ ~~~ ~ 

K’~(t0, ~l’ ~~ 
where

/ b t  \l_n
(~sin 2(n l)) if 0 < t

0 <

(s.~~~) K’(t0, E~1, ~~ 
=

(sin 1 )

l..fl 
if t

0 >

~ I, \n-i
, ~n—l)ir~ *
I 

~~t 
J if O < t  < t

\ 1 0/

(5.13) K”(t0, 
~l’ ~~ 

=
/ ~n-li + p I *

\ 2 /  
if t0 > t

= max F ( (n_ l)~~~~~ f 1 + \~-~
L\ ~l

t
O/ 

‘

\ 

2 /

*Proof. t is chosen so that

and

(5.14) sin 
~ ~~~ r = ~~~ 2 ~2 ~iT

Since

•1T 1 t~ 
_ _

2 i n—i 1
~ 4-~~ 

and 
2~~2 n-l l + 3  ,

(5.14) holds because irp/(l+p) 1 - ( i r / (i +p ) ) .
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If 0 < t0 < t , choose t
1 = t0/(n-1). Then for j  ~

!~~, ..Q <~~~ ~~~~~~~~ t < 2~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~2 l n-l— 2 j i 1— 2  2 n-l 1÷p

*Since t0 <t ,

t *1 8 0
< 1 5 t — 71~

2 l n-l—2 l n-1 1 + p

so the minimum of sin x for

x € [ ~~5i~~~~~ i+~J
is taken on at the left endpoint of this interval. So

I s 1n (~ (
~~~

1

-
~~~~~

)t
1

) l  = sin(~ ~~~
.
~~~~i

lt
1

) > sin 2(n-1)

and hence

< (sin 2~
n_l))

If t
0 > t*, choose t

1 = t*/(n_1). Since

- 

1 5 t* 7r
~ 1 n-i — 

1 + p ‘

the same argument shows that

~(t0) < (sin 1 
)l_n

Th e fact that sin x < (2/ir)x for x C [0, ir/2 ] implies

that K’(t0, 
~1’ ~~ ~ K”(t0, 

~l’ ~~~ 
This proves Lemma 5.4.
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5.5. Theorem. Consider the system of ordinary differential equations

(5. 14) = lAy

where y = y(t) € for t > 0 and A is a complex-valued n x n

matrix with distinct real eigenvalues 
~~~~~~~~ 

Let

r. (r. , ... , r ) ‘  --
3 ji jfl

denote an eigenvector of A belonging to ?~~. Let

P = [r 1, ... , r~J

denote the matrix whose columns are r1, ... , r~. If r ~ 0

for j = 1,.. .,n, we have for each t0 > 0,

(5. 15) ty ( o )~ < ~ ~(t0) sup ~y
1(t)~mm I r  I o - < t < t

l<j<n — — 0 -

where ;~(t0
) is given by (5 .9) . -

Proof. Let D = diag(1~1,...,?~11
), the diagonal matrix with

on the diagonal. Then P 1AP D and PDP 1 
= A. The solution of

(5. 14) is

y(t) = Pet~~ p~
1 
y(0)

-

~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ -... i ;  
- -

. 

-

—, -. 
- 

- 

~~~

- .  - 

—
~~ 

p rr~~ -
~~~~~~~~~ 

V
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Let w = P~~y(O). Then for 1 < m < £ , consider that

i~~t i~~t
ym(t) = (r~~, ... , r~~) diag(e ~~ , .. .  , e ~ )w

i?~ t i?~ t
= (e ~~ , ... , e 11 

~ 
diag(r~~, . . .  , r ) w

If we define

y~~~(t1) = 
~~a~

°
~~’ ~~~~~~~~~ y ((n- l) t 1) ) ’

then for 0 < t.~ < t
0(n-1) we have -

Y(m) (t l) = v(t 1) dia€ (r~~ , ... , r ) w

where v(t 1) is defined by (5.7 ).  Hence if v (t 1)~~ exists,

diag(r~~, ... , r~~)w=V(t1) ~(~)
t1

Irj wjl < IV(t l)
~~~l~~~l Y (m) (t l) I ~ -

~ 
V(t1)~~ sup Iy~(t)I .

O < t < t Q

Taking the infimu.m over all such t
1,

Jr
~~
w
~ J 

~~
(O < t 1~~~~0/ n-1~~ 

J v t 1~~
l

I~~) Sup J y ~~( t )l .

By Lemma 5.3,
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Jr .mv .I <~~ (t0) sup Iy’(t)I~‘~ 
) 

- 0<t<t0 
-

Taking the maximum over si for I < mn < £ ,

Ir~I~, Iw .I <~~(t0) sup )y 1(t) )
3 3 o~ t~ t0

Hence

sup
0< t <tj

lv i < 
—

cc- — . Inan r .
1<j<n j c c

and the theorem follows since ~y(O) L~ ~ I~ I~ iwL~.

Equations Without Lower Order Terms

5. 6. Theorem. Consider the system

it
(5. 16) ut = E A 4u~j=l ~ 

j

where the A
1

t s are constant real-valued n x n matrices. Suppose

(5.16) is strictly hyperbolic, i.e., suppose that the matrix

k
(5.17) A(~) = E A ~

has distinct real eigenvalues ~1(t ) > 
~~~~~ (~~~~) > > 

~~~~~ (~~~ ) 
for all

non-zero ~ C IR
k . Let r1(~ ), ... , r

11
(~) denote corresponding 

- 
-

normalized eigenvectora. Assume that for each a € lB with Iwl = 1,

we have
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- (5.18) r~(~) ~ 0 for j = l,...,n,

and let s be a given real number. If u C c( [o ,t0], M8 ) is a

solution of (5. 16), then

(5.19) Iu”(o)1 5 
~~ i~~~(o~o ) I + K(t0) i l S,cc

where ‘
~i~~,t) is given by (2.35) and K(t0) is a constant , depending

on t0. K(t0
) behaves like ~~~~ as t0 —, 0 and. is constant for

large t0. 
-

Proof. Def ine for m € iRk with 1u 1  = 1

- 

~~~~ 
= mm 27r l?~ (w) -

l<i<j<n

max 2 n - f ?~ (w) -

l~~i<j~~n 
I)

Since A (~) has distinct eigenvalues, the eigenvalues and normalized

eigenvectors of A (m) for Iw~ = 1 can be chosen to be continuous

locally. See Theorems 3.1.2 and 3.1.3 in Ortega (1972). Since the

unit sphere in 1R~ is compact, the following three numbers are

positive and finite:

• (5.20) R = inf
• l<j<n ~

- 
- lw I= l
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-~~ (5.21) I.L1 ~~~~~~ ‘
~l~~~’ ~2 ~~~

• 1( 0 1 : 1  I~ I :1

Suppose ~ € and ~ ~ 0. Let w = ~~~~~~ 
By the equation

(5.16) and remarks as is the proof of Lemma 3.5,

~~ ~(~,t) = 27ri A (~) ~(g,t) i 2~rJ~ j A ( )  ~,t)

The eigenvalues of 21rl~ I A (u~t) are 21rI~~ 7~~( U ) ,  ... , 2ir (~~( k~(w).

The 5~ and in Lemma 5.4 for these numbers are I F, I 51(u~)
and k i  52(m). Let K”(t0, ~~ ~~ 

be given by (5.13). Since K”

clearly increases if either 5~ decreases or 
~2 increases,

K”(t0, ~~ s~( ) ,  ki  52(m) ) ~~K”(t0, I~ l~l kIM 2). Also, note that

~ ~l 
and 

~2 
decrease with ~ = 

~2’~1 
remaining constant, K”

increases. Hence K”(t0, I
~~

I
~ l’ 

k I M 2) < K”(t0, 
~~ ~2~

• Let P(w)

be the matrix whose columns are r1(w), ... , r11
(w). Clearly,

IP(w)I < n. By Theorem 5.5 and Lemma 5.4 ,

IP(m)I
- 

- I~
(
~’0) Icc < K”(t~, k i 5

l
( m ) , I

~~~I 5
2

(w) ) sup I~~(~~t) lcc
mm lrj(w)Icc o~~t~ t0l< j<fl

<~~ K”(t0, M1’ M2) sup
O< t < t Q

So

(5.22) I~”(~~o ) l  ~ v’~
7 R”(

~
,°)L

< K(t0) SUP J~~(~,t ) I
O~ t~~to
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where
I \_ . nv/~:i I,,

— 
R K t~t0, I.&i’ IL2

).

By (5.13), K(t0
) behaves like ~~~ as t0 —*0 and is constant for

large t0. 
-

Since (5.22) holds for each ~ ~ 0 in Z~, we have

= sup (i + k I ) s I~~’(~~o ) l

< I~
II (o,o)l + K(t0) SUPk (i 

+ .I~
j)
~ sup

— 

~~~ o~ t~ to
—II I

= lu (0,0)1 + K(t
0) sup lu I~o~~t~~to -

and the theorem follows.

We remark that the dependence of K(t0) on t0 indicates

that up to a certain point, the longer the time interval over which

we measure u’, the more accurately we can expect to determine utI(O).

Note that ic(t0) must go to 
cc as t

0 —* 0; otherwise, u
11
(O) would

be determined by u1(O) and ~~~~~~~

Restriction (5.18) is necessary for a dense set of m’s in

the unit sphere - of iR k. Suppose r~ (r~) = 0 for some non-zero 
~I 

in

and some j; this holds if and only if r~(co) = 0 for

-n = i~/)r 1~~. If p(x) is any scalar-valued function such that

= 0 unless ~ is a non-zero integral multiple of ~ , and

= p (x) r
1

(~ ), then the solution of system (~~.i6) with initial

conditions

84
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(5.23) u’(O) = 0 , u11(O) = v2

sat isf ies u1(t) 0 and E (0,0) = 0. Hence u~~(O) cannot be

determined from u’(t) for 0 < t < t0 and ~
II(o o) in this case.

5.7. Example. We present sample conditions under which condition

(5.18) is satisfied. Suppose £ = n—i and it < n-i. Let g
~ 

be

the last column of A .. If g~, ... , g~ are linearly independent ,

then (5.18) is satisfied. The linear independence of g~, . ..  ,

implies that the last column of A(~ ) with its n-th component

removed is not zero for all ~ ~ 0. in iRk, and hence (o, . . ., o, i) ’
is not an eigenvector of A(~ ).

In general, if Ac~~
) 

denotes the upper right 2 x (n-t)

block of A~ and A~
22) denotes the lower right (n-2) x (n-2)

block of ~~ then (5.18) is satisfied if and only if for all ~ ~ 0

in iRk, every non-zero eigenvector of A (22)(~) = 1
A~
22
~~~ is

not in the kernel of A 2)(~) = 
~~~~

Equations with Lower Order Terms

Theorem 5.6 no longer holds in the same form if there are lower

order terms in the equation, as the following example illustrates.

I .
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~.8. Example. Consider the equation

I

0 1 0  0 0  27r

(5. 24) u.~ = Au + Bu = 1 0 1 u + 0 -2ir 0 u

0 1 - 0 0 0 2ir

with k = 1 and 2 = 1. The eigenvalues of A are 0 and

-~- so (5.24) is strictly hyperbolic. In the notation just above,

the kernel of ~~~~ = (1, 0) is spanned by (0, 1)’, which is not an
(22)eigenvector of A , so the hypotheses of Theorem ~.6 are satisfied

for the equation ii.~ = A u .  However, it is easy to see that

u(x , t) = (o , cos 2inc, sin 2irx)’

is a solution of (5.24) for which U’(t) 0 and ~~
I(O,o) = 0.

We can still obtain the continuous dependence of uU(O)

on u’(t) for 0 < t < t0 and the necessary measurements of u11(0) .
- - . The difference is that we have to measure more than just the ~ = 0

Fourier coefficient of u11(O); a finite number of Fourier coefficients

will suffice.

59. Theorem. Consider the equation

• k
(5.25) u~ = E A u + Bu

j=1
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I
where B is a constant real-valued matrix. Suppose that the correspond-

ing system (5.16) with B = 0 sat isf ies the hypotheses of Theorem 5.6.

Then there is a constant M, independent of s and t0, and a. constant

K depending on s and t0 such that if u C c([o,t0], M
S) is a

solution of (5.25), then

(5.26) Iu”(0)I~ < max (i ÷ k I ) 3 
I~~
’(
~~°)I 

+ KIu’IkI~~M

Proof. Define A(~) by (5.17). Suppose ~ € and ~ ~ 0. Let

= ~~~ By the equation (5.25),

(5.27) ~~ ~(~,t) (2rriA(~) + B) ~ (~~ t)

= i 2ir~~j (A (m) + 
2~rik () 

~(~,t)

The eigenvalues ?~~(w, (~~( )  of A(m) + B/(2-rriI~~) need no longer

be real, but if 
~~ 

is large enough, their real parts will be

distinct and uniformly separated and their imaginary parts will be

uniformly bounded.

If z1, z2 C 1~ and IIm(z~) l  < 1 for j = 1,2, then
iz~

e < e ‘-‘ < e and it follows easily that

—l iRe(z1) iRe(z2) iz1 iz2 iRe(z1) iRe(z2)e e - e  < e - e  < e e  - e

So Lemma 5.3 carries over to complex numbers ?\i, ‘ 

~n 
~~~~

IIm(~j)l < 1 provided that Re(?~1), ... , Re(?\
11) are distinct,
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- is replaced by Re(?..~ - ?~~) in (5.9), and ~(t0) is replaced

by (2e)
n1

~~ ~(t0) in (5.8).

Because of the compactness of the unit sphere in iRk and

the continuity of the eigenvalues and local continuity of the normalized

eigenvectors rj(w~ I t t )  (for I~I large enough to make the eigenvalues

7~ (m~ III ) of A() + B/(2n-i~) distinct), there is an M such that

if 
~ 

> M and w is in the unit sphere, then I Im(1~(m~ I~ I) < 1,

the real parts of ~~~~ I~I) are distinct, there are uniform pos it ive

lower and upper bounds on Re(?~~(m~ l~l) - ?\~~(w, I~I)) I  for j ~

and there is a uniform positive lower bound on Ir~(m, I ~ 1 ) 1 . The

proof of Theorem 5.5 goes through, and the theorem follows as in the

• proof of Theorem 5.6, applying the analogue of Theorem 5.5 to (5.27)

for ki >M.

The Effect of the Corioiis Term on the Linearized Shallow-water Equations

We consider the application of the methods of this chapter

to the linearized shallow-water equations

u + u u  + v u  +cp - f u = Ot O x  O y  x
(5.28) v~~+ u

o
v
x
+v

o
v
y

+ c P
y
+ f u = o

+ 
~0~~x + vy) + U0P~ + VoPy =

where u0, v0, cp0, and f are constants. From physical considerations,

we assume that cp0 > 0. As we noted in Chapter I, simulation experiments —

~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

-



indicate that the wind field does not adjust to the mass field in the

- 

- t ropics when intermittent updating is used, but adjustment in mid-

latitudes does occur. We can explain this effect for the linearizel

system (5.28). In the original system (1.5), the Coriolis parameter

f is 0 at the equator and relatively large in absolute value in the

mid-latitudes. We examine the effect that the size of I~ I has on

the possibility of recovering the winds u(x,y,O) and v(x,y,0) from

the geopotential cp(x,y,t) for 0 < t < t0 and a finite number of

Fourier coefficients of the winds at time t = 0.

If’ f = 0, then u(x,y,O) and v(x,y,0) are not uniquely

determined by p(x,y,t) for 0 < t < t0 and a finite number of

Fourier coefficients of u and v at time t = 0. For system (5. 28),

the matrix A(~) defined by (5.17) is

uo~ l ÷ v
o~2 

0

A(~) - 0 u0~1 + v0~2 
-

L ~0~ 1 pO~2 
U0 1  + v0~2

For each ~ ~ Z~, the vector r(~ ) = 
~~~~ ~~

, 0)’ is an eigenvector

of A(~ ), and the component of r(~ ) corresponding to p is 0.

As in the remark following Theorem 5.6, this implies that an infinite

number of the Fourier coefficients of the winds u. and v at time

t = 0 canno t be determined by p(x ,y, t) for 0 < t < t

If f’ ~ 0, however, then u(x,y,O) and v(x ,y, 0) are unique ly

determined by p(x,y,t) for 0 < t < t~ and the (0,0) Fourier

coefficient of u(x ,y, O) and v(x ,y, O).
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5.10. Theorem. Consider the system (5.28) with > 0 and

f ~ 0. Given s and t0, there is a constant K SUCh that if

z = (u,v,cp)’ € C([0,t0], M
5) is a solution of (5 . 2 8 )  for which I -

cp € C({O,t0], ~~~~~ then

(5.29) Iw( 0fl 5 < J;(o ,o~o ) j  + K I c P I 5÷1,~,

where w = (u,v) ’ and (~1,~2;t) is defined by (2 .35 ) .

Proof. Setting c
~ ~i?~ , dividing the third equation of (5.28)

by c0, and replacing ~ by c0p, we obtain the system

U 1u o 0 c
01 

u v0 0 0 u

(5.30) v = _ f o  u0 0 j v  - 0  v0 c0 v

~~~t 
L c o o u0J ~

:P
~~ 

0 c0 v0

0 f O  u

+ 
{;f 

0 :] H] L
Clearly it suffices to prove (5.29) for the system (5.30). If

z = (u ,v,cp) ’ € C((O,t0], M
8) is a solution of (5.30), then

(5.31) ~~~~(i,t) — i Q(~) ~(~ ,t)

where
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(5.32) Q(~
) = -f —y(~) — 2iric0~~

2iric0~1 —2iric0~2 —r (~
) ‘

where y(~ ) 27r(u0~1 + v0~2). As in Elvius and Sundströzn (1973),

the eigenvalues of Q( ~ ) are

=

— 
~~~~~~~~~~~ 

+ a(~)

= —y(~ ) - cr(~)

where a(~ ) = (~~
2c~ I~~

2 + ~~)l/2 The corresponding eigenvectors

for ~~~~ are

r1(~ ) 
= 27rc0 I~~

2 (—2ir 1c0~2, 2iiic0~1, f’)

(5 .3k) r2(~) f(i~2f - ~~~~~~~~~~ 
-i~1f 

- ~2a(~), 27rc0~~ l
2 ) ’

r
3
(~) = f(i~2f ÷ ~La(

~
), —i~1f + 

~~~~~ 
27rc0111

2 ) ’

Note that since f ~ 0, a(~) > 0, so the eigenvalues of Q(~ ) are

distinct and real for all ~~.

To obtain the winds from the geopotential, we want r~ to

denote the third component of rj and r~~ to denote the first

two components of r . Suppose ~ ~ 0. The scaling factors 2Tc 1t 1
2

and f appearing in (5.3L~) were chosen to equalize Ir~L0 for

j = 1,2,3. We have
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(5.35) m m  Jr~(~)J = J 21rc0fJ~ I2 I
l<j<3

Let P(~ ) = [r1(~ ) , r2(~ ) , r
3
(~)) denote the matrix whose columns are

r1(~), r2(~ ) , r
3
(~). By (5.3), IP(t) I is its maximum row sum, where

a row sum is the sum of the absolute values of the elements in that row.

The first row sum of P(~) is bounded by

+ 2(
~
2cgkI2I~1l 2f2 + I~ I 2 f 4 1/2

s ~~2 2 ~~~2 k21 + 2(21rc
~I~ I k11 I~ I +

< ~~2 2 ~~~3 + ‘~c0 I~ I2 If i + 2I~If2

2
~~ kl (irc0kI + 

~ I)

Similarly, the second row sum of P(~) is also bounded by

~kI(irc0kI + I~I)2. The third row sum of P(~) is 6irc0I~ I
2 fl ,

which is also bounded by ~kI(irc0l~ l + l~ l)2 since ~ ~ 0. Hence

_ _ _ _ _ _ _ _ _ _  ~kl (irc ki + I f D 2
(5.36) I 

0 
2mm jr (

~)I 2irc~ I~I l~l
l<j<3 ~

2(7rc0 +
< ki— ,rc0 I f I

Now

- ?
~2~~~ 

= l~~
(
~
) - ~3 (I ) l = 

~~ ~~~~ 
- ?%3(I) I = a(~)

For J~J large enough, cx(~) [t0/(n— l)] > 2ir/3, so it t1(i) = ( 27r/3) a( i) 1,
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then 0 < t1 < t0/(n—1) and sin(~ a(~ ) t1(~ ) )  = sin(a(~ ) t1(~ )) = ~J3/2.

Hence the t3(t0)’ s (depending on ~) defined by (5.9) are bounded

independent of ~ ~ 0. Applying Theorem 5.5 to equation (5.31),

we obtain

(5.37) I ( ~,o ) l  < constI~l sup
0 ~ t :~ to

The theorem follows immediately.

Note that by (5 .36), the constant K in (5. 29) goes to ~

as l~l —.0. -

S

. 

~V 

-
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CHAPTER VI - 
-

COMPUTATIONAL ?€THODS

In this chapter, we consider question (l.1~) for the sample j
equation of Chapter III

54

(3.1) U
t 

= Au
~

11

where u = u(x,t) = (u1,~2)’ is periodic in x, x IR , 0 < t < t0,

A fa  b

L b  c

is a constant real-valued matrix, and u1 is the more completely

VS observable component. We discuss computational methods for the recovery

of u2(x ,0) using the theoretical results of Chapter III. The results

of our computations are in close agreement with the theory of the V

equations which has been developed.

S In our computations, we use the test equation 
V

• 

(6.1) U
t [:~ :: ] ~

The matrix A in (6.1) is chosen to ~~de1 the signs and relative

sizes of the elements of the matrix in the linearized shallow—water

equations for one-dimensional flow

1~~~ I 

~~~~~~~~~~~~~~~~~ _ _  
-

~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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4 v 1v 0 c0 -1 f v
(6.2) = — I  I I

L~~O 
v0J L~ ~

S
I

See equation (5.30).

Methods Using Time Derivatives of u’

By Theorem 3.1, u2(x,O) can be determined uniquely from and

depends continuously on the data u1(x,0), ~t
ui

(x,0), and u2(0,0)

if b ~ 0. We assume that this data is available. The first equation

of the system (3.1) is an ordinary differential equation for u2(x,0)

(3.2) 
~x~’2 

= 
~ 

— a~~u1)

and the initial data u2(0,0) for this equation is available. So we

can solve (3.2) numerically to obtain an approximation to u2(x,0).

Although 
~~
u1 appears explicitly in (3.2), we can solve (3.2)

without measuri ng 
~~‘~l 

or computing an approximation ~° If

w(x) = u2 (x ,0) + ~ u1(x ,0),  then (3.2) becomes

• dw 1V V (6.3) = 
~~ ~~u1(x,0)

V We solve (6.3) numerically for w, and then compute u2(x,0) from

w(x) and u1(x,O). Using the notation of Henrici (1962) for linear

multistep methods, we solve (6.3) approximately by the leap-frog

method
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1 .. 

(6 .~ ) 
~n+2 

- 

~n 
= 2hf~~1

where h is the step length in the x direction. We use Euler’s

method

(6.5) y1 -y0 =hf0

to generate the extra starting value 
~l• 

The method (6. 1~) is of

order 2; Euler ’ s method is of order 1, so the error made In using it

once to generate y1 is

Once we have constructed complete initial data at t = 0, we

can solve (3.1) numerically using standard difference methods. We

use the leap-frog scheme

(6 .6)  u(x, t + k) = u(x, t - k) + ~ A(u(x + h, t) - u(x - h,t))

where k Is the step length in the t direct ion. We use periodic

boundary conditions u(O,t) = u(l , t ) ,  and forward differencing in

time

(6 . 7) u(x,k) = u(x,0) + ~~A(u(x + h, t) - u(x - h, t))

to get started. This method is also of order 2.

Since this approach is essentially the combination of two

well-posed problems, we expect no difficulties in the computations,

and none arose In our test computations. We applied this method to

equation (6.1) with
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u1(x,O) = 10 + sin(2~ix)

~~
u1(x ,O) = - sin(2irx )

u2 (0,0) = 0

At each time level, the L2 norm of the actual solution is 10.1.

The ~2 norms of the errors in the computed solution are

1 1 1 1h = ~~~~ , k = ~~~~ h = ~~~~ , k = ~~~~

.00063 .oooi6

u (• ,~ ) .15 .037 
V

u (~ ,l) .29 .073

(where the ~2 norm of a function defined on a grid is the square

root of the average of the squares of its values at the grid points) .

Notice that dividing h and k by 2 divides the error by 14, as is

expected of second order methods. We also ran a test where we used

u1(x,k) and u1(x,-k) as data to approximate u1
(x,0) and 

~~
u1(x,O).

The 4~
2 errors were virtually identical to those above.

It is clear that the success of this approach does not depend

on the particular choice of numerical methods to solve the ordinary

differential equation (3.2) and the partial differential equation (3.1).

This approach also extends readily to the situation in Theorem 14.9.
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Methods Using u’ at Several Time Levels

For simplicity, we assume that u,1(x,0) = 0. If not and

L . u1(x,0) = v1(x), then we can subtract off from u the solution of

(3.1) with initial conditions

u1(x .O)  = v1(x) , u2 (x ,0) = 0

and proceed as if the original u1(x,O) were 0.

We first consider trying to recover u2(x,O) by measuring

u1(x,0) (which we assume is 0), u1(x ,t1) ,  and u2(0,0) where

€ (o,t03 and ‘
~(~,t) is defined by (2.35). By Theorem 3.6, we

know that uniqueness depends on the irrationality of t1d where

(3.12 ) d = ( (a  - c) 2 
+ 14b2 ) h/2

and even if we have uniqueness, u2 (x ,O) does not depend continuously

on this data. However, if u2 (x ,O) has a finite Fourier expansion,

or if we want to recover only a fixed finite number of the Fourier

components of u2 (x ,0),  we can consider using data of this form if

F we make a judicious choice of t1 in view of Lemma 3.5, which gives

V 

(6.8) ~i1(~ ,t) = i ~~ e~
i
~~~~~~~ sin(ir~td) u2

(~ ,0)

We performed an experiment to compute u2(x,0) from the data

u1(x,t1) and u2(0,0) under the assumption that u1(x,0) = 0. We

use the measurement of u2(0,O) to determine the constant term of
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u2(x,0). The method we use follows.

Form the matrix E (which depends on t1) which maps the

initial conditions in discrete form into an approximation of u1(x,t1)

in discrete form using leap—frog. Setting

V = (u~(h,O), u2C~2h,O), ... ,
(6.9)

U = u(t1) = (u1(h,t1) , u1(2h,t1), ... , u~(l,t1))’

the j-th column of E is the computed value of U using leap-frog

(with forward differencing to get started) with initial data

u1(x,O) = 0 and V = ej = (0, ... , 1, ... , 0)’, the 1 occurring
in the j-th place. We want to solve

(6.10) E V = U

for V given U. If n = 1/h, E is an nxn matrix. But E is

singular: E(l, 1, ... , 1)’ = 0. If n is even, V

E(l , 0, 1, 0, ... , 1, 0)’ = E(0, 1, 0, 1, ... , 0, 1)’ = 0

If n is odd, we find experimentally that the rank of E is n-l,

and that the (n-l) x (n-l) matrix obtained by deleting the last row

and column of E is nonsingular . We delete the ‘. ast column of E

• 

F

(V V
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(i .e. we ncve it to 4he other side of the equation) by using our extra

piece of information (the measured value of u2 (0 ,0) = u2(l,0)). Then

ignoring the n-th equat ion (i .e. the last row of E) ,  we solve the

resulting nonsingular (n-l) x (n-i) linear system by Gaussian Elimination.

We applied this method to the equation (6.1) (for which

d = 10) with the actual u2(x,0) being 1 - cos(14inc) for many values

of t1, with h = 1/19 and k = 1/380. The error in the computed

u2 (x ,0) behaves as we would expect from (6.8): if lsin(7rd~t1) l
with ~ = 2 is close to 0, the error is large (for t1 = 20/380, the

relative error is 14.0) and if lsin(ir~t1d)l is close to 1,

the error is small (for t1 = 9/380, the relative ~2 error is .016).

We applied this method to equation (6.1) with the actual

u2 (x ,0) having other single nonzero Fourier coefficients. There were

similar relationships between the relative ~2 error in the computed

u2 (x ,O) and the size of I sin(~~t1d)l. Also, if the actual u2(x,0)

had several nonzero Fourier coefficients, the relative ~2 error in

the computed u2(x,0) was small only when Isin(7r~t1d)l was not close

to 0 for all ~‘s with nonzero Fourier coefficients.

We now consider trying to recover u2 (x ,0) by measuring

u1(x ,O ) (which we assume is 0) ,  u 1 (x ,t1) , ... u~(x ,t~ ) ,  and

u2 (0 ,0) where 0 < t1 < < tm < t0~ Remarks similar to those

above concerning uniqueness and continuous dependence apply here as well,

but we have more parameters than just t1 at our disposal .

We performed an experiment to compute u2 (x ,0) from the

data u1(x ,t1), ... ui (X~tm )~ and u2 (0 ,0) under the assumption
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that u1(x ,O) = 0. Using the notation introduced above, we want to

solve the overdetermined system

• 
E(t1) U(t

1)

E(t ) U(t )
(6 .11) 

:
2 V = 

:
2

E(t ) U(tm)

for V given u(t1), ... U(t~). If n is odd, again we found

experimentally that the rank of the inn x n matrix in (6.11) is n-l.

We want to solve (6.11) in the least squares sense. To do th1.~, ~e

compute the singular value decomposition of this matrix using tx~

Golub-Reirisch algorithm, and then apply the pseudo-inverse of this

matrix to find the least squares solution of (6.11) with minimal

norm. See Golub and Reinsch ( 1971) and Dahlquist, Bj~rck, and Anderson

(197 1.4 ) for discussions of the singular value decomposition, pseudo-

inverses, and linear least squares problems. We then add the same

constant to each element of V to obtain the correct u
2
(O,0).

We applied this method to the equation (6.1) with the actual

u2 (x ,0) being

(6.12 ) u2 (x ,O) = 6 - 3 cos(2irx ) - 2 cos( 14irx) - cos(&nx)

and with h = 1/19 and k = 1/380. The L2 norm of u
2
(x,O) is

= 6.6. The ~2 errors of the computed approximations to u2(x,O)

for several test cases were:

I
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V 
m = l ;  t

1 = k  .14o6

V 

m = 2 ; t1 = k, t2 = 2k .329

m = 3 ;  t1 k, t2 =2k, t
3 =3k .350

m = 2; t1 
= 12k, t2 = 21k .39].

in = 3; = 7k , t2 = 9k, t3 = 19k .058

m = 3; t1 = 7k , t2 = 19k , t3 = 29k .077

In these last two computations , the values of t1, t2 and t
3 

were

chosen to obtain good information on all three Fourier components.

Because of Theorem 3.8 and the remarks made preceding Theorem 3.8,

It Is not surprising that we can obtain good results using this least

squares method. We would expect similar results if we applied this

method in the situation of Theorem 5.6 where the data requ irements on

u’ are also measuring u’(t) for 0 < t < t0. The main difficulty with

this method is that computing the singular value decomposition for

large systems is expensive. Since the matrix in (6.11) is not of

full rank, we cannot use the less expensive methods for least squares

solutions using orthogonal transformations . T. F. C. Chan (1977)

has developed a modification of the Golub-Reinsch algorithm aimed at V

solving systems with many more rows than columns more efficiently.

This can help in the situation here, but the expense for large systena

may be impractical. If the equations are nonlinear, a similar method

is still possible , but it will lead to a nonlinear least squares problem.

For the equations of weather prediction on a grid which is dense

enough to be of value, it appears that the expense of such an approach

is prohibitive.
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Intermittent Updating

• We consider the method of updating u1 to obtain u2 for the

F equation (3. 1) in this section. We assume that b ~ 0. The results

in Chapter III give us hope that we have enough data to determine u2

if we know the constant term of u2 and If we know u1 for a sufficiently
F dense set of times to meet our accuracy requirements. The question here

is how the method of intermittent updating makes use of this data.

Since equation (3.1) Is reversible in time and since it has constant

coefficients, we consider updating which only moves forward in time;

our results can easily be modified to handle the case of integrating

forward and backward in t ime.

Suppose u(x ,t) is a solution of the equation (3.1). Let

g(x) be some Initial guess for u2 (x ,0). Define the function

v = v(x , t) = (v1,v2 ) ’  by: for 0 < t < t , v(x,t) is the solution

of (3.1) with initial conditions v1(x,0) = u1(x,0) and v2(x,0) =

inductively for ji < t < (j+l)i, v(x,t) is the solution of (3.1)

with initial conditions v
1(x,

jr) u1
(x , ji) and v2(x,jr) is

obtained from the previous interval. For now, ‘r is a fixed positive

number which we call the frequency of updating. If u~(x ,t) is

measured at j r  for j  = 0,1,2,... and we have an initial guess

g(x) for u2
(x,t) ,  then v(x,t) can be approximated by finite

difference methods in the obvious way: while proceeding with the

numerical integration, replace the computed v1(x,t) by u1(x,t)

at the t imes when u1 has been measured.

Let t1 = j r  for some j . Let
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g0(x) = v2(x,t1) - u2(x,t1)

(6.13) g1(x) v2(x,t1 + r~ - u2 (x, t1 +
• 

f1(x) = v1(x , t 1 + ~) - u1(x, t1 + T)

Then (f1(x), g1( x ) ) ’  is the solution at t = t1 + ~ of (3.1) with

initial data u1(x,t1) = 0 and u2 (x,t1) = g~(x) , so by Lemma 3.5,

- (6 .114) Ir1(~) I  = sin (~~~d)

Now, it is easy to show that for’ solutions u of (3.1),

I~1(~,t) + ~ 2(~,t) I is independent of t for each 
~~~. So for

each ~,

- 
- (6.15) Ig0(

~)I 2 
= Ir1(~)I 2 

+

Combining (6.13), (6.114), (6.15), and Parseval’s relation, we obtain

- 

Ig1(
~)I I~~~~) I 2 (l  - ~� sin 2 (ir~t~)) 

2
(6.16) I~v2(t1 

+ T)  - u
2(t1 

+ T) Og = E Ig (g)~2(l - ~~~~~~~ sin~6r~id)

- Note that 14b2 < d2, with equality if a = c. Since v1 is reset to

- u1 at t1 + ~, (6.16) reflects the total error in v as an approxi-

station to u at t1 
+ ‘r. The effect of intermittent updating is to

decrease each Fourier coefficient of the error v2 - u~ by a factor
V 
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of (1 - (14b2/d2) sin2(Tr~td))V2 per iteration as we advance in time.
This factor is always at most 1. Note that it depends on ~~~

.

In particular, the ~ = 0 Fourier coefficient of the error v2 - u2
remains the same. Thus g(O) should be u2(0,0) if we want

- u2 110 -.~o as t —

A perhaps unexpected result of this is that making t smaller

(i.e. using more information about u1) does not necessarily make

v2 approach u2 faster as t increases; it may make things worse.

If t is close to 0, the decrease factor will be close to 1 for small

~~ which is not desirable. Thus in intermittent updating , it is not

always best to “throw in~’ any and all measured data--even if it is

accurate. The way the process works requires enough time between up-

dates of v1 for some of the energy of the error to pass from the

second to the first component, and then out of the system when v1 is

updated. We remark that the problem is not that we have too much data ,

but that the updat ing process does not use the data to its best
V 

advantage. However, since the updating process is not as costly as

• methods for least squares, it still may turn out to be the most

efficient method, provided that we can find modifications to prevent

slow convergence due to decree.re factors close to 1.

We applied this method to equat ion (6. 1) in two test cases.

In the first, the initial data of the exact solution is u1(x ,0) = 0

and u2 (x ,O) = 1 - cos(2n-x)j only ~ = 0 end ~ = 1 occur. We used

g(x) 1 as our initial guess for’ u2(x,0), note that the necessary

condition g(0) = u2 (0 ,0) is satisfied. The numerical. integration

was performed using the Lax-Wendroff methodt
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(6.17) u(x , t + k)

= u(x,t) + 
~ j A(u(x + h,t) - u(x-h,t))

S

c 2
I + —

~~~~~ A~(u(x + h,t) - 2u(x ,t) + u (x-h,t))
2h -

See Kreiss and Oliger (1973) for a discussion of this difference scheme.

- We use a one-step method to avoid the difficulties involved in trying

to update a multi-step method. In the following, the observed decrease

factor (which we label d.f.) in the ~2 norm of the error v2 - u2

is given for the first two iterations. The initial error is ~/~/2 = .7;

T is the first time for which the error is at most .1.

-r h k d.f. (i - sin2(lO7rVr))1/2 T

th ~ th .9686, .9683 .9686 .14.88

th .3090, .3009 .3090 .08

.9921, .9921 .9921 *

- 
V 

.

~~~~~ ~~ 
. 8090, .8086 . 8086 .20

- The asterisk indicates that at t = .5, the error is still .262 .

It is interesting to note that (.9921)125 . ~/~/2 .262, 80 the

error is as expected. Observe that far better’ results were obtained

- with a coarser mesh, but with a better choice for r.

• 

- In the second test case, the initial data of the exact

solution is u1(x ,O) = 0 and u2 (x ,0) given by (6.1.2); ~ = 0,1,2,

1~~~
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and .3 occur . We used g(x) 1 as our initial guess for u2 (x ,0);

again, this gives the correct ~ = 0 Fourier coefficient. We used

the Lax-Wendroff method (6.17 ) with h = 1/140 and k =1/250. The

t. 
- 

initial L2 error of v2 is ~/7 = 2 .65.

The theoretical decrease factor (1 - sin2(lO7r~5r))lhh’2 for

= 1,2, and 3 and various values of r are:

14k 6k 8k 10k 1.2k

= 1 .9686 .8763 .7290 .5358 .3090 .0628

2 .8763 .5358 .0628 .14258 .8090 .9921

= 3 .7290 .0628 .63714 .9921 .8090 .18714

Note that this factor is very good for ~ = 1 and r = 12k, for

= 2 and t = 6k, and for ~ = 3 and -r = 14k. This factor is very

poor for ~ = 2 and r = 12k and for ~ = 3 and T = 8k.
2The ~, error in v2 for various values of -r and t are :

= 2k 14k 6k 8k 10k 12k

t = .240 .8151 .2935 .09314 .72014 .14265 1.3814

t .1480 .3109 .0401 .0237 .7621 .1275 1.3881.

t .720 .1189 .0133 .0211 .7551 .0567 1e1400l

t = .960 .o1484 .0117 .0168 .6401. .0523 1.3853

(Note: for’ t = 8k, the values of t are .256 , .1448, .704, and .960.)

If~ r is 2k, 14k, 6k, or 10k, the method works well for this test case.

For t = 8k, the ~ = 3 Fourier component is difficult to recover;

for r = 12k, the ~ 2 Fourier’ coefficient is difficult to recover .
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We see that for equation (3.1), there are two possible reasons

that would cause the error in v2 to approach a nonzero asymptotic value.

The first is if the initial guess g(x) for u2(x,0) has the wrong ~ = 0

Fourier coefficient. The second is if the frequency of updating r

happens to yield a decrease factor which is very close to 1 for sane ~

f such that g(~)~~-~~(~,O). The second of these problems might be

eliminated if, instead of restrix~ting ourselves to one fixed frequency

of updating, we use several different frequencies ‘r]~ _ .,  r~ together,

we update v1 at

t = t l

+

T + T  +~~• .+ - r  + - r1 2 m 1

r + T  +““-4- + + . . . +1 2 nt 1 m

and continue to repeat this cycle. The gain we make by doing this

is analogous to the gain we make by measuring u1 at t = ~~~~~~~~~

instead of just at t = 0 and t1 in the p~evious section. If one

value of T yields a poor decrease factor for a particular ~, then

hopefully some other value of t in the set r ,~,. . m will yield

a good decrease factor for this ~~. Repeating the cycle ensures that

if even one of the r j  ‘a yields a reasonably good decrease factor

t08
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for this ~, then eventually the ~-tb Fourier coefficient of the error

in v2 will be small.

Temperton (1973) suggested that using different frequencies of

updating may be beneficial, but he rejected this idea because his test

results did not substantiate it. In the experiment he performed, he

used r~ 12k, T
2 

ilk, = 10k, ... = 3k, and he stopped after

the tenth iteration and did not repeat the cycle. We suggest that it

may be better to keep m relatively small, choose T
j

’8 which are sub-

stantially different, and to repeat the cycle.

We ran some experiments for our second test case using these

ideas, and the following are the results for the ~2 errors in

r1 = 2 k

-r 1 = 2 k  -r2 = 4 k

T
1

2k r
2

= 1 4k  t3 = 6 k  T
1

= L lk

t3 = 6k T 4 = 8 k  r2 = 8 k

t — .240 .4125 .1935 .0840 .0551

t = .480 .0788 .02714 .01431 .0347

t = .720 .0189 .0232 .0452 .0377

t = .960 .0121 .01914 .0385 .03314

Notice that we have convergence of v2 to u2 without difficulty in

each of these four cases, substantiating our suggestion for the sample

equation (3.1).
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