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FOREWORD

The Educational Concepts and Evaluation Work Unit Area of the Army
Research Institute for the Behavioral and Social Sciences (ARI) performs
research and development in areas of educational technology with applica-
bility to military training. Of special interest is research in the area
of computer-based training systems. The development and implementation
of such systems is seen as a means of reducing training time and costs by
providing more highly individualized training than would be otherwise
possible.

This report summarizes the research conducted in the development of
one computer-based training system, the Adaptive Computerized Training
System (ACTS). In order to accomplish this research, ARI's resources
were augmented by contract with Perceptronics, Inc., an organization
selected as having unique capabilities for research and development in
this area.

The entire research work unit was initiated in FY 1974 in response
to the requirements of RDT&E Project 2QI61102B74B, "Basic Research in
the Behavioral and Social Sciences." The success of the initial effort
resulted in a continuation of the research in response to the require-
ments of RDT&E Project 2Q762717A764, "Educational and Training Technology,"
and also in response to the special requirements of the Product Manager,
Computerized Training Systems, as expressed in Human Resources Needs
76-213 (Research Support for Computerized Training Systems) and 77-173
(R&D Support for Computerized Training Systems).
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DEVELOPMENT AND EVALUATION OF AN ADAPTIVE COMPUTERIZED TRAINING SYSTEM (ACTS)

INTRODUCTION

In 1974 the Army Research Institute for the Behavioral and Social
Sciences (ARI) initiated a program to develop an Adaptive Computerized
Training System (ACTS). Since that time, the program has produced three
technical reports, three papers, computer software, and one systems
user's manual.1 However, no single report provides a comprehensive,
up-to-date summary of progress, or is directed primarily toward a non-
technical audience. Neither is there a report which places the program
in the context of the military training problems which it is intended to
solve. This report has been written to fill those needs. Therefore,
the specific objectives of this report are:

(a) To explain the rationale behind the ACTS research and
development program;

(b) To explain, in relatively non-technical terms, what the ACTS
is supposed to accomplish and how it operates;

(c) To provide a summary of the data evaluating ACTS effectiveness;
and

(d) To describe proposed future directions in ACTS research and
development.

The overall objective of the ACTS program has been to develop and
evaluate a new method for providing computer-based troubleshooting
training.

There are a number of reasons for pursuing this objective, among
which are the need for: cost-effective individualized training; sim-
plified procedures for the preparation of computer-based training
materials; evaluation of the applicability of advanced techniques from
"artificial intelligence" research to Army training; and improved methods
of training troubleshooting procedures. These areas will be examined in
turn.

The Need for Individualized Training

The concept that training can be conducted more efficiently or
effectively if adapted to characteristics (such as ability) or performance
of the individual student is not a new one. Methods for providing such

1A complete list of all publications produced as part of this effort is

included as Appendix A, "Bibliography of ACTS Publications."
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individualization were developed as early as the 1920's (Pressey, 1926)
although not widely used. Not until the 1950's did individualization of
training and education become a popular topic (Cronbach, 1957). The
first approach to individualization to receive mass acceptance was
Skinner's (1954) "teaching machine," and a variant, the linear programmed
text. These methods permitted each student to proceed at his own pace,
but instructional content remained the same for all students. The
teaching machine varied the instructional sequence by requiring students
to repeat segments to which they had previously responded incorrectly.
In general, even this limited amount of individualization was not pro-
vided by the programmed text.

Crowder (1960) developed both a teaching machine and a text format
which permitted branching (variation in instructional content and
sequencing as a function of student responses) in addition to individual
control of pacing. Both the linear and branching approaches, under the
general term Programmed Instruction (PI) have been widely adopted by the
military and the civilian educational community. Many of the "new"
advances in Army training, such as self-paced instruction and the Train-
ing Extension Course (TEC) audio-visual lessons, are applications of the
principles of PI to non-paper-and-pencil media.

Both types of PI have been relatively successful. A branching PI
text provides greater capability for individualization than does a
linear one. However, the commonly used textbook format places practical
limitations on the amount of individualization possible. The more
branches included, the more cumbersome and difficult for the student to
use the text.

The advent of real-time computers introduced the capability to
provide greater individualization than is possible with a branching pro-
grammed text. Computer-Assisted Instruction (CAI), the use of the com-
puter to provide instruction directly to the student, had its beginnings
in 1959 (Rath, Anderson & Brainerd, 1959). CAI did not come into wide-
spread use until the mid-1960's. Despite its tremendous potential to
provide individualized instruction, CAI frequently has been a disappoint-
ment. Research evidence indicates that CAI is an effective, but not
necessarily a practical, *method for training and education.

The Problem of Preparing Computer-Based Training Materials

CAI systems frequently are referred to by observers as "automatic
page turners." The appellation reflects the fact that the computer
appears to do little more than present a new segment (page) of text
after the student has made a response. While this is an oversimplifica-
tion of the computer's function in many training applications, there is
a grain of truth in it. Generally, capabilities of the computer for
providing individualized training are underutilized. Several reasons
would appear for this. A few reasons for this underutilization will be
examined here.

2



The first reason is historical. As described above, CAI has been
viewed primarily as a better method of presenting P1. Thus the practice
of presenting instruction in small segments has been transferred directly
from PI to CAI. While its proponeits claim that CAI is a flexible
instructional medium, providing the capability for the use of a variety
of instructional strategies, it has in fact been used extensively with
only two of those strategies, drill and practice and tutorial, the
latter being conceptually identical to the PI strategy.

A second reason is the difficulty, time, and cost required to
prepare highly individualized CAI materials. As compared with the
preparation of a PI text, the CAI author has the additional task of
prganizing (and often coding) the materials for machine execution.
Moreover, the more options or branches within a lesson, the more complex
the authoring process becomes. Increased complexity leads to increased
preparation time, which in turn leads to increased cost of the lesson
materials. When CAI is introduced in an operational setting, such as an
Army school, the authors rarely have the luxury of providing individual-
ization to the extent desirable. Lessons must be prepared within a
fixed, and often very limited period of time. Individualization is
often sacrificed for efficiency of production.

There are several possible ways to help the author in this situation.
One is the development of on-line and off-line aids to assist the author
in preparing lesson materials by performing the more tedious and time-
consuming tasks. Another is through development of generalized instruc-
tional logic routines independent of instructional content. The author's
task is then to insert the lesson content into a pre-existing framework.
Unfortunately, the framework may not necessarily be the best one for any
particular set of materials. Ideally, the instructional content, rather
than the generalized logic, should determine the instructional sequence.

A third method for providing individualized lessons is the development
of computer software systems which can themselves generate individualized
training sequences through the use of an internal expert. This expert
must be able to analyze student responses to determine the student's
learning difficulties, and present the appropriate instruction to correct
those difficulties. This last approach requires the use of "artificial
intelligence" techniques.

The Promise of "Artificial Intelligence" Techniques

Artificial Intelligence (AI) techniques are algorithms (rules)

which enable computers to exhibit "intelligent" behavior. Examples of

intelligent behavior are understanding written English, playing chess,

and learning (changing behavior as a result of experience). The field
of Al developed in the 1960's as a tool for the study of human behavior.
It was assumed that better understanding of complex human behavior could
be obtained if the rules which enabled computers to produce the same
behavior could be determined. By the 1970's it had become apparent that

3



the same techniques could be used to enhance CAI. C.rbonell's SCHOLAR
system (1970) was the first to use an intelligent computer-based tutor,
one that could both ask questions of the student and respond to unantic-
ipated questions posed by the student.

The advantage of AI techniques is that they can provide highly
individualized and flexible instruction without the necessity for pro-
gramming the instructional logic separately for each lesson. The pri-
mary disadvantage is the extensive computer resources required to support
CAI systems which use AI techniques. In the past, this has prevented
the use of such systems outside a research environment. Fortunately,
technological advances in computer hardware (particularly miniaturization)
have resulted in a substantial reduction in the space requirements and
initial cost previously associated with the computer capability necessary

to support sophisticated AI.

Improving Troubleshooting Training Procedures

The Army's current approach to troubleshooting training is primarily
hands-on and equipment specific. The student first is taught the sequential
step-by-step procedures necessary to locate a malfunction in a particular
item of equipment. Then he practices and is tested on the actual
equipment itself. This approach has several advantages. It insures
that the student has mastered certain prerequisite skills, such as the

use of test equipment. This approach also teaches the student the
physical layout of the equipment and the correspondence between the
equipment and the circuit schematic diagram. Finally, it gives the
student practice in disassembling and reassembling the equipment.

There are also several disadvantages. Since the training content
is equipment specific procedures, rather than troubleshooting logic,

there is little transfer of the skills acquired to similar or modified
items of equipment. Also, a substantial amount of equipment, which
otherwise could be used operationally, is required for training purposes.
Instructors must spend large portions of their time inserting malfunctions
into the equipment, rather than actually conducting training. Moreover,
much student time is spent assembling, disassembling, and soldering the
equipment, thus reducing the number of different equipment faults that

they can experience during their training. The use of "intelligent"

computer simulation offers one means of improving existing training

procedures.

Objectives

When the ACTS program was initiated it was viewed as a solution to
the problems described above. In summary, the overall objectives of the

program have been:

4
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(a) To improve the individualization of training in CAI systems

through the use of AI techniques:

(b) To minimize the effort required by the lesson author;

(c) To use relatively "basic" AI techniques which can be implemented
on small-scale computer systems;

(d) To evaluate the training and cost effectiveness of the system
for electronic troubleshooting training.

ACTS DESCRIPTION1

The ACTS program was initiated as a basic research effort in 1974.
Work accomplished through January 1977 was performed by Perceptronics,
Inc., under contract to and with guidance provided by ARI. The current
version of the ACTS evolved gradually throughout this period. Previous
reports (see Appendix A) described the ACTS as it existed when those
reports were written, and, while historically accurate, do not always
accurately reflect the current state of ACTS development. For example,
the ACTS has been called the Computerized Diagnostic and Decision Train-
ing (CDDT) system and the Computerized Decision Training (CDT) system,
as well as the ACTS, in different reports. This section describes the
current version of the ACTS.

A brief overview of the ACTS will provide the background for the
system description. The student's task in the ACTS training setting is
to troubleshoot a complex electronic circuit by making various test
measurements, replacing the malfunctioning part, and making final verifi-
cation measurements. The entire process is simulated by the ACTS.
Neither the actual circuit nor test equipment is required. The heart of
the system is an adaptive computer program which "learns" the relative
preference of the student for the various test measurements, compares
this to those of an expert, and when complete, will provide feedback and
adapt the instructional sequence to eliminate discrepancies between the
student and the expert.

The ACTS is not being proposed as a complete troubleshooting training
method. It has not been designed to train the student to use test
equipment, assemble or disassemble the equipment, or provide him

2 with

background information about the operation of the circuit. It is designed

1A Glossary explaining the technical terms used in this section is included.

Terms included in the Glossary are underlined when they first appear in the
text.

2Both male and female personnel receive electronic troubleshooting training

in the Army. The masculine gender in reference to those students is used
only to avoid the awkward structure imposed by "his/her" wording.
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to train the student in the decision-making aspect of the troubleshooting
process.

ACTS Components

The ACTS consists of four major components: (a) the task model;
(b) the expert model; (c) the student model; and (d) the instructional

model.

Task Model. The task model is a simulation of the E 3,LM (in this
case an electronir rirc.ijt) on 7hich t.1, ELJdent is to je trained. The
circuit currently bein. used is a 1wodular rei~ssin of the ileatlkit IP :8
Power Supply.1 A simplified schematic diagram of this circuit is shown
in Figure 1. The power supply, when functioning properly, converts a
117-volt alternating current input (shown at the left) into a stable,

low-voltage, low-amperage ,direct current output (shown at the right).
As the diagram shows, the circuit consists of ten modulec. Since tlze
output of the circuit must be stable, even with variations in the input,
there are a number of corrective feedback loops in the circuit which
make the troubleshooting process more difficult.

Expert model. The second major component of the ACTS is a model of
an expert troubleshooter. This is an Expected Utility (EU) model which
predicts the expert's measurement choices as he troubleshoots the circuit.
It ir dev.loped through on-line observation of the expert's L, dbleshoccing
behavior

Student model. The student model, like the expert model, is an EU

decision model which predicts the student's measurement choices. It is
developed through on-line observation of the student's behavior as he
solves troubleshooting problems on the ACTS.

Instructional model. The last major component is the instructional
model. The function of the instructional model is to compare the expert
and student models, determine discrepancies between the two, and to

modify the instructional feedback and problem presentation sequence in
order to reduce those discrepancies. Currently the instructional model
can provide some adaptive feedback, but cannot modify the instructional
sequence.

The Expected Utility Model

The uniqueness (and promise) of the ACTS lies in the use of the
expert and student models. Since they are so important to ACTS

1Commercial designations are used only for precision of description. Their
use does not constitute endorsement by Department of the Army or the Army
Research Institute.
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operation, they will be examined in greater detail. While the two
models serve different functions and use different data, their operation
is identical.

Consider an expert troubleshooter who is given a defective IP-28
power supply and simply told "It doesn't work. Fix it." If he chooses
to repair it, there are a limited number of actions that he can take.
The troubleshooter can use the switches and meters on the front panel of
the power supply to check any of the four outputs. He can take any of
the 25 possible internal test measurements. Or this expert can replace
any of the 10 circuit modules.

Each of these possible actions has associated with it a set of
possible outcomes. For example, measuring the output voltage with the
voltage setting in the high state could produce outcomes of normal, low,
very low, or zero.1 Module E, the current source, could be good or bad.
If good, replacing module E would not correct the circuit malfunction.
If bad, replacing the current source would correct the malfunction.

2

Each possible outcome has three properties. The first is the conditional
probability of the occurrence of that outcome given that the appropriate
action is selected and given the previous measurement outcomes. For
example, given the previous measurement results, what is the probability
that measuring the output voltage with the voltage setting in the high
state will result in an outcome of zero? The second property is the
utility of the outcome to the troubleshooter, i.e., what he gains or

loses as a result of that outcome. Utility is subjective, but it should
be related to the cost (in time or money) of taking that action. The

third property is the gain in information that the outcome provides
about the location of the fault. Information gain is a function of the
number of faults in the circuit that would be eliminated if a particular

result were obtained.

The expert and student models combine these three properties to
obtain an "expected utility" for each possible action. The higher the
expected utility of an action, the more desirable that action becomes.
The properties are combined as follows:

n
EUj = E~ij Pij Uij (1)

1

iWhen using the actual equipment, of course, the outcome would be a
numeric value. The troubleshooter next would have to determine whether
this value was high, medium, low, etc.

2Again, this is a simplification. The current source could be "bad" in a
number of ways.

8
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where

EU the expected utility of action A

Pij = the probability that outcome i, of a set of n

outcomes will occur if action Aj is selected

Uij - the utility of outcome i of action Aj

a -J - the information gain resulting from the occurrence of outcome
i of action Aj.

In other words, the expected utility of any action is the sum, across all
possible outcomes of that action, of the product of the probability,
utility, and information gain of that outcome.

1

While it is assumed that human troubleshooters combine the properties
in this fashion, and choose the action with the highest expected utility,
this is not a necessary condition for ACTS operation. It is sufficient
that the model predicts the actions of the human troubleshooter accurately.

An example of the operation of the expected utility model is shown
at Appendix B.

Developing ACTS Training Materials

While the basic ACTS model is applicable to any diagnostic task,
task-specific information must be provided before training can begin.
The first step in obtaining this information is to prepare a table
similar to Table 1. This table, developed for the IP-28 power supply,
shows the outcome for each of the measurements for each of the possible
circuit faults. This information forms the basis for the task model
(circuit simulator) and is necessary for the development of the expert
and student models.

The second step is to determine the probability of occurrence of
each possible fault. The simplest procedure is to assume that all
faults are equally likely to occur. This method is especially appropriate
for new circuits for which no information about failure rates of the
components is available. A more accurate representation of the on-the-

job situation can be obtained by using pnobabilities which reflect the
frequency of occurrence of each fault in the actual equipment. This
information could be obtained from examination of maintenance records.

lit should be noted that the ACTS EU model differs from the basic EU model

described in the Glossary. Information, normally a component of utility,
is treated separately in the ACTS.

9
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Table 1

Measurement Outcomes Associated with Circuit
Faults in the Heathkit IP-28 Power Supply

(Blank spaces are Normal outcomes)(From Crooks, Kuppin, & Freedy, 1978)

MODULES MEASUREMENTS
_ _ P Q R S 1 2 3 4 5 6 7 8 9 10 11 12 13 I 15 16 17 18 19 20 21 22 23 24 25

NORMAL 0 1
I L H L H F F F Z Z Z Z Z F F ZZ Z Z Z Z Z F Z F Z Z

2 X L L L V V V V V Z 2 V Z

G. TRANSFORMER 3 X L L L V V V Z

4 X L V V V V

5 Z F V V Z V
B. DC POWER 6 L H L H F Z 7 Z Z Z F F Z Z z Z Z V V Z Z

SOURCE 7 z L V V Z

8 Z H Z Z Z Z Z F F Z Z z Z Z Z V V Z z

E. CURRENT 9 z L V V V V V V V V V V V
SOURCE 10 Z L V % V V V V V V v .V V V V V V V

I 1 V V V V Z V V

12 L H L H VVVV F F Z Z Z V Z v v Z
C SERIES 13 Z v v v v V V V v v Z

REGULATOR 14 Z L V V V V V V V V v V V V V V V V

15 Z L H V V V V V V V V Z Z Z Z V V V V
0. CURRENT 16 L V V V V V V V V

SENSESENSE 17 Z V V V

F CURRENT 18 L V V V V V V Z Z
LIMITER 19 X 7 L H V V V V V V V V zzV Vv V V V V V

K REFERENCF 20 X V V V V V
DC SOURCE 21 Z V V Z V F V

L VOLTAGE 22 Z V V V V F F F V V V
REFERENCE 23 Z V V V F Z

H. VOLTAGE 24 Z V V V V V V Z Z
LIMITER 25 L H L H z Z Z F F Z Z z Z Z V V V V V

J. OUTPUT 26 L H L H V V V V V V V V V V Z Z V V Z z
STAGE 27 X V V V V V V V V V Z V v V

10



If the records are not available, estimates of the frequency of fault
occurrence could be obtained from experts.

Given the table of faults and measurements and the probability of
occurrence of each fault, the ACTS can calculate the conditional proba-
bility of occurrence and information gain of each outcome as shown in
equation 1. When modules can contain more than one possible fault, the
ACTS also can calculate the probability that particular module is bad.
Equations for these calculations are shown in May, Crooks, and Freedy
(1978).

Next the costs for each measurement and module replacement must be
determined. In general, measurement costs should reflect the amount of
time required to take that measurement when using the actual equipment.
The cost of replacing a module should reflect amount of time for replace-
ment and cost of the new module. The costs are presented to the student
in dollar amounts.

Programming the computer to display the circuit diagram is the last
task before the expert model can be trained. This training process
results in the 'itilities for the measurement outcomes as shown in equation
1. Referring once again to this equation, it can be seen that there are
now two sets of unknowns remaining: the expected utilities for each
possible action, and the utilities for each possible outcome. These
unknowns are estimated by "tracking" an expert's troubleshooting behavior
as he completes a series of problems on the ACTS. As he does this, he
is presented with the updated probabilities of measurement outcomes.
The values of the known model parameters (probability and information)
are entered into the expert model before the expert starts, with the
utilities set at some common arbitrary value (usually 100). The expert
model chooses the action which has the highest expected utility. If the
expert then chooses the same action, no changes in the model are made.
However, if the action selected by the expert model differs from the
action selected by the expert, the model utilities associated with the
model choice are punished (decreased) and those associated with the
expert choice are rewarded (increased). This process continues until
the estimated utilities become stable. This will occur when the expert
model is able to predict the choices of the expert accurately.

At this point, the expert is no longer needed. The expert model,
having been "trained," replaces the human expert. Now the system is
ready to begin training the student.1 As did the expert, the student

begins to troubleshoot. As he does this, he has access to the probabili-
ties produced by the expert model.

1Note that no mention has been made of techniques for modifying the
instructional sequence or for providing feedback to the student. The
methods for accomplishing this have yet to be determined, as will be
discussed in a later section of this report.
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As the student solves a series of problems, the student model,
which functions in the same manner as does the expert model, learns the
student's utilities. When the estimated student utilities begin to
stabilize, feedback can be provided to the student.

Student Interactions

The student display, as it appears at the start of a problem, is
shown in Figure 2. It has four areas: (a) the circuit area; (b) the
main message area; (c) the considerations area; and (d) the legend/
error-message area. The circuit area contains a diagram of the circuit,
along with the measurements that the student can take, and the cost for
each measurement. After a measurement has been made, the outcome is
displayed instead of the cost. The considerations area is used to
present the outcome probabilities to the student. The main message area
informs the student of his options, and also provides instructions and

assistance. The legend/error-message area provides a legend interpreting
the codes by which the probabilities are displayed, and is also used to
inform the student when he has taken an "illegal" action. All student
inputs are accomplished through the use of a trackball and cursor.

Figure 3 presents a flow diagram of the student interactions with
the ACTS during the training process. At the start of a problem, the
student is told only that the circuit has a malfunction which he is to
correct. Initially, the student can select one of five options. The
first is to ask for HELP. As shown in Figure 3, this option is available
to the student whenever he must select some action. HELP provides the
student with two types of information from the expert model: (a) a list
of the circuit modules that Gould be bad; and (b) the action that the
expert would take next.

The second option that the student can select is to enter his

choice of symptoms for consideration. Symptoms, which are measurements
made on the final output of the circuit, are distinguished from the
internal measurements. After the student chooses a symptom for considera-
tion, the expert model's probabilities for the possible outcomes of a

check of that symptom are shown. The student may choose to consider

additional symptoms, select one of the symptoms considered, or choose
none of the symptoms and return to the action selection choice point.

HELP is also available. Selecting a symptom causes the outcome to be

displayed, and then returns the student to the action selection choice

point.

The third option that the student can select is to enter his choice

of (internal) measurements for consideration. The sequence of interactions

for this option is the same as for the previous option, entering a
choice of symptoms for consideration.

12
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The fourth option is to enter a choice of modules to be considered
for replacement. After the student chooses a module for consideration,
the expert model's probability that that module is defective is shown to
the student. The student may consider additional modules, choose to
replace a specific module, or return to the action selection choice
point. Again, HELP is available. If the student chooses to replace a
module, the replacement is simulated and the student is returned to
action selection choice point.

The student's final option is to declare the circuit OK. If the
student is incorrect, he is given feedback to this effect and returned
to the action selection choice point. If correct, the student is
informed that he has corrected the circuit malfunction. At this point
the utilities in the student model are updated and a performance summary
is printed for the experimenter. If a block of problems has been com-
pleted, the student may be provided with feedback based on the student
model utilities. Otherwise, a new problem is initiated.

EVALUATION

A one-year effort was required to develop the basic concepts for
ACTS development and to produce the basic software to test those concepts.
Since the basic software was completed at the beginning of 1975, the
ACTS has undergone concurrent development and evaluation. Major items
awaiting development are the utility-based feedback and the modification
of the problem presentation sequence on the basis of student utilities.
However, since evaluations have been conducted concurrently with the
development process, there are sufficient data to show that the major
requirements for successful ACTS operation have been met.

The most basic requirement is that the utility estimation algorithms
(which estimate the expert and student utilities) operate correctly.
This applies to both the expert model and the student model. Several
tests of these algorithms have been conducted.

The first were conducted using pairs of selected measurements. An
arbitrary set of utilities was chosen for the normal and abnormal out-
comes of the two measurements under consideration.

A troubleshooting problem was initiated and an expert used the
arbitrary utilities to calculate the expected utilities of those two
measurements, according to the EU model described previously. The
expert consistently chose the measurement with the greater expected
utility. This process was repeated for several problems using different
measurements. Figure 4 shows the change in the ACTS-derived utilities
for the two outcomes (normal and abnormal) of two selected measurements.
In this case, one of the utilities had an imposed value of two and the
other three had an imposed value of one. This figure shows rapid stabili-
zation (the utilities did not change after the second decision), and a
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Figure 4. Estimated Relative Utilities For Normal and Abnormal Outcomes
of Two Measurements (6 and 9) as a Function of the Number of Decisions
(from May, Crooks, & Freedy, 1978).
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rank ordering similar to that of the imposed values. These tests
indicated that the utility training algorithm was operating correctly
for pairs of isolated measurements.

A subsequent test was made by an expert who used a consistent
overall decision strategy. Most of the available measurements were
used. Following 14 problems (70 measurement-selection decisions),
the utilities that had been adjusted by the ACTS stabilized at levels
which corresponded to their ranking in the decision strategy used by the
expert.

The same utilities were also inserted in a "simulated student"
program to provide an additional test of the utility adjustment algorithm.
Conditions were such that the student utilities were "known" and the
decision-maker was completely consistent. The simulated student is a
routine which troubleshoots the circuit using any set of utilities with
which it may have been programmed. It always chooses the action with
the highest expected utility. The resulting utilities produced by the
utility estimation algorithm were in a similar rank order to the simulated
student's utilities.

Since the expert model and the student model are, in essence,
identical, it can be assumed that if the expert model functions properly,
so does the student model. Nevertheless, this assumption was checked by
conducting a test of the adaptive student model similar to that pre-
viously described for the expert model. The success of the student
model in predicting the actions selected by the simulated student is
shown in Figure 5. Accuracy increased rapidly during the first 80
decisions (approximately 18 problems), and perfect success was achieved
after 210 decisions (45 problems).

The tests described above indicated that the adaptive utility-
estimation algorithms operated correctly when the students or experts
made decisions consistently. The next series of tests was condicted to
determine how those algorithms performed when the decisionmakers were
less than perfectly consistent.

The first test with a person not following a predetermined troubleshooting
strategy used an expert electronics technician. He solved 30 troubleshooting
problems using the ACTS while the utilities of the adaptive model were
adjusted. In a post-session interview, the technician was asked why he
selected specific measurements and his estimates of the importance of
those measurements. Those indicated as critically important in trouble-
shooting were identified as the key measurements. Figure 6 shows the
adjustments to and stabilization of this expert's utilities for normal
measurement outcomes of these key measurements. Their rank order is the
same as his verbal ranking of their importance.

A subsequent study was conducted to examine the performance of
experienced electronic technicians. Eight students who scored high on a
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written electronics knowledge test were given 4 1/2 hours of experience
on the ACTS, divided into three sessions. During the second of these
sessions, they used the expert's estimates of action outcome probabilities
as an aid in their selection of troubleshooting actions. During the
first and third sessions, the probabilities were not provided to the
students.

The students improved their decisionmaking speed throughout the
three sessions. The mean and range of decision time performance are
presented in Figure 7. Figure 8 shows student decision efficiency
measured in decisions per problem. The figure also shows the students'
dependence on the outcome probabilities provided by the expert. When
the probabilities were withdrawn in the third session, the students'
decision efficiency decreased.

The mean predictive success of the adaptive student model was also
assessed during this test, as shown in Figure 9. During the second ses-
sion, when the outcome probabilities were presented, the model predicted
75% of the students' choices correctly.

At this point in the evaluation process, the following conclusions
can be made. First, the adaptive utility estimation algorithm can
predict, after practice, the performance of a consistent decisionmaker.
Second, the adaptive utility estimation algorithm accurately rank-orders
the utilities of an expert technician. Third, the presentation of
outcome probabilities improves both student performance and the predictive
power of the student model. Finally, student performance improves with
practice on the system in the absence of any feedback regarding utilities.

ADAPTING TRAINING

The ACTS is still not complete. The major difficulty has been the
development of the mechanism (or mechanisms) by which the training is to
be adapted to individual performance. Ideally such mechanisms should
affect both the feedback that the student receives and the sequence in
which problems are presented, and should be based on the student's
utilities. This has turned out to be more complex than anticipated.
One reason is the sheer volume of information provided by the utilities.
There is one utility for each measurement outcome, and one for the
replacement of each module. In the case of the IP-28 power supply,
there are 96 different utilities. Table 2 shows a sample set of student

utilities.

Thus far two methods of providing feedback to the student, one
using student utilities, have been developed. Neither method alters the
problem presentation sequence. The first, and simplest, method presents
the expert model's action choice to the student after the student has
made his selection and obtained the result. Student utilities do not
play a part in this feedback sequence, but the expert model is required

20
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to make it practical. Determination of the "best" action at any point
in the troubleshooting sequence must account for the previous actions
taken and results obtained by the student. Between 4 and 12 sequential
actions (decisions) are required to repair the circuit, and initially
the student can choose from among 39 possible actions. To program all
of the best choices using a logical branching technique would be, at
best, a rather complex task.

The second method of providing feedback is based on comparisons
among "key" student utilities. The key utilities are those for measure-
ments identified by an expert, as being of critical importance in the
4fault isolation process. For the IP-28 power supply, the utilities for
the outcomes for six measurements were considered to be key. Based on
the relationships among these utilities, a set of six decision rules and
feedback statements were developed. Samples are shown in Table 3. The
decision rule for the first feedback statement should be read as follows:
If any of the utilities for measurement 3 are less than any of the
utilities for measurement 19, or if any of the utilities for measurement
3 are less than any of the utilities for measurement 11, present this
feedback statement to the student.

The appropriate feedback statements initially are presented to the
student after completing the 15th problem, with updated statements
presented every 15 problems thereafter. The student can review them at
any time.

FUTURE DIRECTIONS

At some point in the development and evaluation of any training
system, the developers are faced with a dilemma: should continued
efforts be made to improve the system, or should further development be
stopped and the system evaluated in its current state? The first alterna-
tive offers a potentially better end product, but delays evaluation, and
consequently, implementation. The second alternative offers a potentially
less-than-optimal end product, but earlier evaluation and implementation.

Such is the dilemma currently facing the ACTS. On one hand, there
are a number of questions remaining to be resolved and improvements to
be made, particularly with regard to providing feedback to the student
and altering the problem presentation sequence. On the other hand, the

ACTS appears to have the potential, as it currently exists, to improve
Army troubleshooting training. For these reasons, future ACTS research

and deve'opment will follow two initially divergent, but converging,

paths.

One path will be directed toward evaluating the training and cost
effectiveness of the ACTS in an ongoing course of instruction at an Army
school. As a prerequisite to this, laboratory evaluations will be con-
ducted to determine: (a) the transfer of ACTS training to the actual
equipment; (b) the relative proportions or training with the ACTS and
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Table 3

Sample Decision Rules and Feedback Statements

Rule Feedback

3<19 Although measurement 3 is located at a good point to isolate
or the power input modules, it is expensive. Use this measurement
3<11 after you have eliminated most other possibilities. Measure-

ment 3 should be used when the probability of a normal outcome
is rather high but not certain (a range of 60% to 80%).

2<11 A good first step in checking the operation of current and
or voltage feedback loops is to check the output of the series
3<11 regulator. This should be done with the circuit operating at
or full output since this fully exercises the circuit functions.
4<11 Therefore, measurement 9 or 11 should be used even if there is

a low probability of a normal outcome. Use measurement 11
since it is much cheaper than 9.
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training with the actual equipment required for optimal training effec-
tiveness; and (c) the effects of variations in the problem presentation
sequence on student performance. Changes made in ACTS software will, in
general, be limited to those required to install the system at an Army
school. Guidelines for the use of the ACTS will also be prepared.
Finally, an evaluation will be conducted at the school.

Concurrently, research will be conducted as a basis for the development
of a second-generation ACTS. Research topics will include the extent to
which expert utilities agree, the use of student utilities as a criterion
for stopping training and evaluating student performance, and the develop-
ment of diagnostic measures based on student utilities.
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APPENDIX B: AN EXAMPLE OF THE OPERATION OF THE EXPECTED UTILITY (EU) MODEL

There is a very simple circuit which can fail in only one of four
possible ways. These possible faults are labeled A, B, C, and D. There
are also only four possible test measurements that can be taken. These
measurements are identified by the numbers 1, 2, 3, and 4, and have
costs associated with them of $1, $2, $3, and $4, respectively. Each
measurement can have one of three possible outcomes, Normal (N), Low
(L), or High (H). The following table shows the relationships between
the faults and the possible measurement outcomes.

Measurement

Faults 1 2 3 4

OK N N N N

A L L H H

B L N H L

C N N H L

D H H H H

All faults are equally likely to occur. When the troubleshooter is
given the circuit for diagnosis, he knows that the circuit is not "OK."
Before any measurements are taken, the probability of occurrence of each
of the measurement outcomes is as follows:

Outcome

Measurement L N H

1 .50 .25 .25

2 .25 .50 .25

3 .00 .00 1.00

4 .50 .00 .50
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The amount of information resulting from each outcome is:

Outcome

Measurement L N H

1 .50 .50 .50

2 .50 .50 .50

3 .00 .00 .00

4 .50 .00 .50

Assume that the utilities for all possible outcomes (L, N, and H) of any
measurement are the same, and that that value is equal to the reciprocal
of the cost of taking that measurement. The utilities for the measure-
ment outcomes are then:

Outcome

Measurement L N H

1 1.00 1.00 1.00

2 .50 .50 .50

3 .33 .33 .33

4 .25 .25 .25

The expected utility for each measurement is calculated as the product
of the probability, utility, and information for each outcome, summed
across all outcomes for any measurement.

Outcome Expected

Measurement L N H Utility

1 .25 ..125 .125 .50

2 .0625 .125 .0625 .25

3 .00 .00 .00 .00

4 .0625 .00 .0625 .125
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Measurement 1 would be chosen by the EU model because it has the highest
expected utility.

Now assume that measurement 1 is taken and an outcome of L is
obtained. This eliminates faults C and D from consideration. The table
showing the relationships between faults and outcomes can be reduced to
the following:

Measurement

Fault 2 3 4

A L H H

B N H L

The probabilities of measurement outcomes are now:

Outcome

Measurement L N H

2 .50 .50 .00

3 .00 .00 1.00

4 .50 .00 .50

The information resulting from each outcome is:

Outcome

Measurement L N H

2 .50 .50 .00

3 .00 .00 .00

4 .50 .00 .50
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The utilities for each outcome remain unchanged. The expected utilities
for each measurement then become:

Outcome Expected

Measurement N H Utility

2 .125 .125 .00 .25

3 .00 .00 .00 .00

4 .0625 .00 .0625 .125

The expected utility model in this case would choose measurement 2.
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GLOSSARY

This glossary contains an alphabetical list of 11 technical terms
used in this report. In parentheses immediately following the term
itself is a list of other terms, also in the glossary, with which the
reader should be familiar before reading that definition.

ALGORITHM -- A rule for performing a computation or solving a problem.
For example: "To find the sum of a set of consecutive numbers, one
through N, multiply the largest number (N) by one plus the largest
number (N + 1) and divide the result by two."

CONDITIONAL PROBABILITY (PROBABILITY) -- The probability that a particular
outcome (A) will be obtained if some other outcome (B) has previously
been obtained, or, in other words, the probability of outcome A conditional
upon B. Some outcomes are independent: the occurrence of outcome B has
no effect on the probability of outcome A. For example, the outcome
obtained on one throw of a die has no effect on the probability of
obtaining a particular outcome on another throw of the same die. Con-
ditional probability is relevant only to non-independent events. Assume
that two consecutive throws of a die are to be made, and that the
favorable outcome is a total of six on the two throws. Before the first
throw is made, there are 36 possible outcomes, five of which (1-5, 2-4,
3-3, 4-2, and 5-1) will produce a total of six. The probability of
obtaining a total of six is therefore 5/36, or approximately 0.14. Now
assume that the first throw is made and a four is obtained. There are
now six possible totals that could be obtained (5, 6, 7, 8, 9, and 10),
only one of which is six. The conditional probability of obtaining a
total of six given that the outcome of the first toss was a four is
therefore 1/6, or approximately 0.17.

COST (VALUE) -- Negative value.

DIAGNOSTIC TASK -- Any task which requires an individual to determine
the cause or nature of a problem or situation. Electronic troubleshooting,
mechanic maintenance, anti medical diagnosis are common types of diagnostic

tasks.

EXPECTED UTILITY (EU) (PROBABILITY, VALUE, COST, UTILITY) -- A numerical

expression of the anticipated subjective worth to an individual of

taking an action, when the outcome that will result from taking that
action is uncertain. Mathematically, if there are N possible outcomes,
each having a probability of occurrence PN, and a utility UN, then
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EU = 1 + P2U2 + P3U 3 + ... + PNUN

or

N
EU - Z PiUi

i=l

As an illustration, consider the following situation. You have just
arrived in a distant city for an important meeting the following day.
Iij your hasty departure, you forgot to pack your raincoat. Weather
reports indicate a probability of 0.50 that it will be fair tomorrow, a
probability of .25 that there will be light rain, and a probability of
0.25 that there will be very heavy rain. You definitely will be exposed
to the weather, and it is very important to you that you arrive at your
meeting in a dry condition. You enter a clothing store which offers two
types of raincoats: inexpensive, which will protect you against a light
rain, but offers little protection against a heavy rain; and expensive,
which will protect you against light or heavy rain. You cannot wait
until tomorrow to decide what to do. You carefully consider your three
possible actions (buy nothing, buy the inexpensive raincoat, and buy the
expensive raincoat) and the three possible weather conditions (fair,
light rain, and heavy rain), and determine your utility for each action
under each weather condition. The results are as follows:

WEATHER CONDITION

ACTION fair light rain heavy rain
(P=.50) (P=.25) (P=.25)

buy
nothing 0 -30 -100

buy inexpensive
raincoat -15 0 - 30

buy expensive
raincoat -75 -65 0

If you buy the appropriate raincoat for the weather, you "break even."
Buying too little protection is unfavorable because your appearance will
be degraded and your olothing will be damaged. Buying too much pro-
tection is unfavorable because you will have spent money unnecessarily.
Which action has the highest expected utility? Using the formula shown
above:
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EU (buy nothing) = (0.50) (0) + (0.25)(-30) + (0.25)(-100)

= -32.00

EU (buy inexpensive raincoat) = (0.50)(-15) + (0.25)(0)

+ (0.25) (-30)

= -8.25

EU (buy expensive raincoat) = (0.50)(-75) + (0.25)(-65)

+ (0.25)(0)

= -53.75

Buying the inexpensive raincoat is the action which has the highest
expected utility.

EXPECTED UTILITY MODEL (VALUE, COST, UTILITY, PROBABILITY, EXPECTED
UTILITY) -- A model of human decisionmaking which assumes that, when
individuals must select one of a number of alternative actions, they
select the action with the highest expected utility.

INFORMATION (PROBABILITY) -- Information can be loosely defined as
anything that reduces uncertainty about an outcome. Information is
measured in binary digits, or bits. One bit is the amount of information
that will eliminate one-half of the alternative outcomes, assuming that
all outcomes are equally likely. Being told that the outcome of a coin
toss was a head, or that the outcome of a roll of a die was either one,
two, or three each convey one bit of information. Knowing which of four
equally likely outcomes has occurred provides two bits of information,
and which of eight, three bits. If the alternatives are not equally
likely, the amount of information in an N-alternative situation is

Pl log2 
1 /Pl + P2 log 2 I/P2 + P3 log2 l/P3 + PN log 2 I/PN
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or

N
1 Pi log2 i/pi

i=1

where Pi is the probability of occurrence of outcome i.

PARAMETER -- A variable term in a mathematical function which determines
the specific form of the function, but does not affect its general
nature. For example, the function

y = ax + b

describes a straight line. The parameters a and b determine the slope
and intercept, respectively, of that line. The function remains that
for a straight line no matter what specific values may be substituted
for a and b.

PROBABILITY -- A numerical expression of the likelihood of obtaining a
particular outcome, usually called the "favorable" outcome. The numerical
value of a probability can range from zero (the favorable outcome
certainly will not be obtained) to one (the favorable outcome certainly
will be obtained). Probabilities may be either objective, based on
accepted rules for their calculation, or subjective, based on an individual's
opinion or belief. Objective probabilities can be calculated in several
ways. If it can be assumed that all possible outcomes are equally
likely, the probability of occurrence of the favorable outcome is the
number of possible favorable outcomes divided by the total number of
possible outcomes. For example, the probability of obtaining the outcome
"head" when a coin is tossed is 1/2, or 0.5; the probability of obtaining
the outcome "3" when a die is rolled is 1/6, or approximately 0.17; the
probability of obtaining the outcome "queen of hearts" when drawing a
single card from a deck of playing cards is 1/52, or approximately 0.02;
and the probability of obtaining the outcome "any heart" when drawing a
single card from a deck of playing cards is 13/52, or 0.25. The probability
of occurrence of the favorable outcome can also be defined as the relative
frequency of occurrence of that outcome that has been observed in the

past. For example, assume that a jar contains a very large (infinite)
number of marbles. One hundred marbles have been drawn from this jar.
Of these, 50 were red, 25 were blue, and 25 were white. The probability
of drawing a red marble on the next draw is 50/100, or 0.50; that of
drawing a blue marble 25/100, or 0.25; and that of drawing a white

marble 25/100, or 0.25. Subjective probabilities may be obtained for

outcomes for which objective probabilities cannot be obtained (for
example, the probability that the Tampa Bay Buccaneers will win Super
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Bowl XX), as well as outcomes for which objective probabilities can be

obtained. In the latter case, subjective and objective probabilities
for the same outcome will not necessarily be identical. In both cases,
subjective probabilities for the same outcome may vary from individual
to individual.

UTILITY (VALUE, COST) -- A numerical expression of the subjective worth

of an outcome to an individual. Utility is positive if the outcome is

favorable, negative if the outcome is unfavorable, and zero if the
outcome is neither favorable nor unfavorable. Utilities for the same
outcome can vary from individual to individual, even for outcomes such
as monetary gains or losses.

VALUE -- A numerical expression of the objective worth of an outcome.
The value of a $1.00 bet on a football game is +$1.00 if the outcome is

favorable (you win) and -$1.00 if the outcome is unfavorable (you lose).

The term cost is frequently used for negative value.
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