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1.0 INTRODUCTION

This is the second volume of the final report on contract
No. N00123-75-C-1294. The effort on this contract has encompassed
combined experimental and computer modeling studies of forward
wave, crossed-field amplifiers. An instrumented version of the SFD-
261 CFA is being used as a vehicle in these studies. The overall
objectives of the effort and the experimental studies were described
in Volume I of this report. This second volume describes the computer
modeling studies which were conducted in parallel with the experi-
mental effort. The results of correlation studies between the
computer model and an instrumented CFA are also described in this
volume.

The computer model is of the two dimensional, single
traveling wavelength variety. A program of this type was originally

xd An updated version of

developed by Yu, Kooyers and Buneman.
this program was obtained from G.P. Kooyers of Universal Computer
Applications and modified by Varian--particularly in the area of data
presentation procedures. Mr. Kooyers, operating under a subcontract
from Varian to Universal Computer Applications (UCA), then assisted
us in applying the program to the SFD-261 CFA and in installing

the program on a Navy 1BM 360/65 computer at the Naval Ocean Systems
Center (NOSC), San Diego, California. After completion of the UCA
subcontract, Varian further modified the program, most significantly

in the areas of emission and taper procedures. The successive

program modifications were installed on the Navy IBM 360/65 and
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subsequently the Navy Univac 1110 computer at NOSC. Most of the E
results presented in this report were obtained using the Navy faci-

lity. Mr. H. Sorem of NOSC assisted us in submitting these runs

and in transmitting results to Varian. Additional results were
obtained by Varian using a commercial computer service in the
Boston area.

The computer model is described in Section 2 of this
report. The various assumptions involved in the use of this type
of model are also discussed. The two dimensional, single wavelength
model contains a number of simplifying assumptions, the use of
which appears justified--at least for uniform interaction geometries
operated in a space charge limited regime--by our ability to obtain
a satisfactory correlation (within +10%) between computer model
and instrumented CFA results. These correlation studies are dis-
cussed in Section 3 of this report.

When computations were conducted in an emission-limited
regime or when the interaction geometry was not uniform around
the circumference of the CFA, the correlations betwe~n computer
model results and CFA results were not satisfactory. The problem
with emission-limited calculations lies partly in a numerical
instability in the program and partly in the validity of the secondary
emission data supplied to the program. We believe the program problem
has been corrected, but have not had the opportunity to verify the
correction under this contract. The problem of what secondary
emission data to use remains a significant one because the yield

“a




obtained in an operating CFA environment frequently appears to *;

differ from results obtained urder ideal conditions in secondary
emission testers. Recently, the Naval Research Laboratory (NRL)
has obtained secondary emission data for beryllium which is used

3 These data

as the cathode secondary emitter in the SFD-261 CFA.
show an initial lower yield for a clean cathode than we used in our
computations. In addition, the NRL data show the possibility of

further yield reduction by poisomning. Fortunately, the calculations

do not appear sensitive to the exact secondary emission yield in the

space charge-limited regime. The problems with identifying the
proper yield and making the simulation run correctly in the emission-
limited regime must, however, be resolved before the computer pro-
gram can be used to predict the maximum available currents from a
postulated design.

The problem with tapered geometries may lie either in
the computer model or in the secondary emission data. A study of
our uniform geometry results suggests that the tapered geometries
studied may be entering the emission-limited regime over part of
the circumference. A further study of these problems is contem-
plated.

The ability to obtain a satisfactory correlation between
the computer model and instrumented CFA in the space charge-limited
regime is an important result. The existence of such a correlation
has permitted us to use the model to further examine the mechanisms

of amplification in a CFA. The results of such studies are presented

in Section 4 of this report. These studies are leading us to
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revise our understanding of forward wave CFA amplification in a

number of respects. One of these revisions lies in the nature

of the interaction between weak RF input signals and the space charge
hub. The model suggests that weak signals cannot draw charge from

the hub and that consequently there is no small signal regime of ampli-
fication under normal operating conditions. Instead, for gain levels
above 10 to 13 dB, the input signal appears to interact first with
recirculating charge above the hub level. The computer model

suggests that much of the tapering of interaction space geometries
that we do is for the purpose of optimizing the interaction with

such recirculating charge. Another revision to our thinking lies

in the view of steady state conditions. The computer model suggests
that the reentrant CFA may not really have a steady state in the sense
that the output power settles to a fixed value. Some preliminary
correlations between noise output and fluctuations in the computed
output have been obtained. It begins to appear as if the model
includes some rough modeling of certain noise related phenomenon.

This was not expected when we started on this effort.

The computer model, while not yet completely satisfactory
for certain tapered geometries, has started to be a useful design
tool. It can be used to study uniform interaction space designs
which may be the basis for a design. The model also provides
enough information for tapered geometries to suggest roughly a uniform
design should be modified to improve its performance. Some preliminary
results on modeling of improved CFA designs are presented in Section 5.
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Results on both reentrant and non-reentrant designs are presented.
The latter are found to have surprisingly high gain under the pro-
per conditions and may merit reconsideration. The designs in
Section 5 are not intended to represent suggestions for specific
CFA developments. Rather they are intended as being illustrative
of how the computer model may be usefully employed in the design
process.

Some information in this report was acquired prior to
the period of this contract. In particular, much of the computer
program described in Section 2 existed prior to our effort. A
description of the complete modified program is presented in Section
2 for the convenience of future users and as documentation of
the approach in obtaining the results presented in subsequent
sections. In addition, computer modeling results obtained on

>~ are quoted at several

two Air Force-sponsored study programs
points to complete the descriptions of CFA performance in Section
4 and add to sample designs in Section 5. The computer model developed
on this program was used in these studies. Information taken from }
these other contracts is so identified when it is presented.

There have been two former semi-annual reports issued on

L The discussion of the computer model in the first

this contract.
of these reports is supplanted by the discussion in this final report.
The second semi-annual report, however, contains information which

is scill applicable and will not be repeated in this report.

Specifically, the second semi-annual report contains a detailed

-
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discussion of the numerical instabilities encountered early in
the effort and shows examples of these instabilities. It also
contains a discussion of third dimensional effects and how they

can be minimized by proper end space design.




2.0 DESCRIPTION OF THE COMPUTER MODEL
2.1 General Approach

The computer model of the CFA follows a single RF wave-
length, as shown in Figure 1, chrough the CFA. The wavelength
"interaction box" is advanced along the CFA circuit in small time
steps (1/8 to 1/10 of a cyclotron period--about 1/10 to 1/40 of an
RF wavelength depending on the frequency). The motion of the
electrons, the growth of the RF wave, and the dissipation on the
anode and the cathode are computed for each of the time steps.

The model is two-dimensional. An interaction width (perpendicular
to the paper in Figure 1) is assumed, but no motion of electrons
or variation of the RF field in the third dimension is permitted.

The space charge in the interaction box of Figure 1 is
represented by finite rods which are assigned variabhle amounts of
charge. (They are rods because the model is two-dimensional.) Up
to 4000 rods in a single wavelength may be employed, though closer
to 2000 rods have been used in many of the simulations discussed
in this report. The anode circuit is represented by a smooth sur-
face supporting a single simusoidal RF wave which is allowed to
grow as the wave progresses through the CFA. The potentials in
the interaction space due to the d.c. field, the RF circuit field,
and the space charge are simultaneously computed from Poisson's
equation using a finite array with 48 vertical points and 96 horizon-

tal points. The charge of the rods in the interaction space is

P




ONE WAVELENGTH —>>

48 x 96 POTENTIAL ARRAY

§——— FAVORABLE PHASE ———P»

ANODE

CATHODE

RF FIELDS
(SINGLE SPACE HARMONIC)

2000-4000 RODS OF VARIABLE CHARG

FIGURE 1

ONE WAVELENGTH OF THE RF WAVE AS FOLLOWED THROUGH THE CFA
BY THE COMPUTER SIMULATION. The model represents a linear format
CFA and is two dimensional.
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assigned to the points in this array, and then Poisson's equation

is solved numerically to determine the potential at all points in
the interaction box. The RF and d.c. potentials at the anode sur-
face enter into the solution as a boundary condition at the anode
surface. From the potentials at the array points, the fields
with which the charge rods interact may be determined. The cathode
in Figure 1 is represented as a smooth surface having both
thermionic and secondary emission capabilities which are deter-
mined from the input data.

Figure 2 shows a simplified block diagram of the computer
program. First the input data is read and normalized for use in
the computation and the program constants are calculated. The pro-
gram then enters a loop in which the major program procedures are
repeated for each time step. The first of these procedures is the
Poission equation solution from which the potentials in the interaction
box are determined. This is followed by the trajectory procedure which
calculates the motion of each charge rod and the in-phase and quadrature-
phase components of the RF current induced on the anode. If any rods
are collected on the anode or cathode, the dissipated energies are com-
puted, and in the case of cathode collection, the number of secondary
electrons to be emitted on a subsequent time step is computed. The
next procedure in Figure 2 increments the circuit wave by adding the
induced currents to the wave current algebraically. The phase shift
of the circuit wave as a result of the induced current is also calcu-

lated at this time and the position of all the rods corrected in

-9-




INITIALIZATION PROCEDURE
READ DATA, NORMALIZE,
CALCULATE CONSTANTS

LOOP OVER ALL

TIME STEPS

EQISSON PROCEDURE

INCLUDING RF, DC, AND SPACE CHARGE

SOLVE POISSON'S EQUATION FOR POTENTIALS

JRAJECTORY PROCEDURE

PUTE INDUCED CURRENTS, COMPUTE
FOR COLLECTED RODS

COMPUTE TRAJECTORY INCREMENTS, COM-
DISSIPATION AND SECONDARY EMISSION

INCREMENT CIRCUIT WAVE

ADD INDUCED CURRENTS. CALCULATE
ATTENUATION, CALCULATE PHASE SHIFT

EMISSION PROCEDURE

EMIT NEW RODS TO REPRESENT BOTH
PRIMARY AND SECONDARY EMISSION

WRITE OUTPLUT DATA FOR CURRENT STEP

IAPER PROCEDURE
IF INTERACTION SPACE IS TAPERED,
REVISE PARAMETERS FOR NEXT STEP

SEVER PROCEDURE

CHECK FOR START OR END OF SEVER AND
ADJUST PARAMETERS ACCORDINGLY

v

END REACHED? NO

YES

EXIT PROCEDURE

E1Gure 2

BLock DiacraM oF THE CoMPUTER PROGRAM
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accordance with the phase shift of the interaction box. The emission »
procedure now emits new rods from the cathode in accordance with
the assumed thermionic emission and secondary emission properties
of the cathode. The output data for the current time step is 1
then written. Finally, the sever and taper procedures revise the
interaction space geometry if the start or end of a circuit sever
or attenuator is encountered on the current time step or if the

interaction space is tapered.

In the case of a reentrant, emitting sole CFA, the compu- B

tation described above must be repeated for a number of passes of

i the RF wave through the CFA. If the CFA uses secondary emission only, |

a small thermionic current is assumed for a few time steps in the
first pass calculation to get the charge build up started. The
thermionic emission is then "turned off" and the charge allowed

to build up using secondary emission alone. The charge distribution

at the end of the first pass calculation is then stored on a disk

file. This charge distribution is used as part of the input to a

R —

second pass calculation. This procedure is usually repeated for
four to six passes. This chaining of passes is shown schematically
in Figure 3.

The computer model contains a number of assumptions
which depart from physical reality, but which are necessary if
a CFA is to be modeled with a reasonable amount of computer resources.
Validation of the model by comparing results with those obtained on
actual CFA's is, therefore, essential. Such comparisons are pre-

sented later in this report. The principle assumptions used in the

| =LL=
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computer modeling are:

1. Granularity Assumption--The assumption that the gran-
ularity used in the computation is adequate to represent the physical
situation. The three components of the granularity assumptions
are:

a. use of finite time steps of about

1/10 cyclotron period.

b. wuse of 2000-4000 rods of charge in
place of the essentially continuous

charge distribution.

c. use of a 48 x 96 finite point array
to represent the potential distribu-

tion in the interaction space.

2. Single RF Wavelength Assumption--When computing the

potentials in the wavelength interaction box, the computer model
assumes that the wavelengths adjacent to the one being computed are

the same; i.e., the model assumes that on any given time step the
potentials are periodic with a one wavelength periodicity. This is
obviously not the case for a growing wave. This assumption is believed
not to cause serious error if the gain per wavelength is relatively
small. The potential computation procedure also results in what might
be called discontinuity errors at the ends of the circuit or at points
where a sever occurs or there is a change in geometry. The model
assumes that the change takes place suddenly on one time step and

occurs simultaneously over a full wavelength. Thus, for example, at

i

|



the input the RF is applied suddenly over a full wavelength rather }

than gradually as the RF wavelength passes the input port. The

~ point of application of the RF wave corresponds to the time when
the center of the interaction box passes the input. The same type |
of discontinuity problem occurs at the output. As the interaction |
box passes the input or output, half of the rods are subjected to

an RF field for half a cycle too long and half of the rods for half

a cycle too little. Again, this is not believed to be a serious

source of error.

3. Single RF Wave and Smooth Anode Assumption--The model

considers only the fundamental component of the RF wave. Space
harmonics, time harmonics, and backward waves are all neglected.
The neglect of space harmonics means that we are not considering
the finite geometry of the vane tips. The use of a smooth anode
surface (which corresponds to the neglect of space harmonics) also
means that penetration of the electron trajectories between the
vane tips is being neglected.

4. Two-Dimensional Assumption--The model represents the

CFA in only two dimensions. Variations in RF field, d.c. electric
field, and magnetic field in the direction parallel to the magnetic
field are not included and electron motion parallel to the magnetic
field is not permitted.

The degree of variation in the axial direction in the
SFD-261 was discussed in the second semi-annual report on this

contract.8 The discussion on these suggests that the effects

14~




of axial variations will be second order. A method of designing
the end space regions to further minimize the effects of axial
variations (usually believed to be deletions) was also discussed
in the second semi-annual report and will not be repeated in
this report.

5. Linear Geometry Assumption--The model represents a

CFA in a linear format only and does not include the effects of
curvature. For many circular format, forward wave CFA's, the
dimensions of the interaction space are such that curvature effects
are minimal and the use of a linear format model does not greatly
effect the results. To use the linear format model for CFA's with
small curvature, a first order correction is made to the magnetic
flux density before it is supplied to the model. This correction

is commonly about 57%.

6. Slow Wave Assumption~-The model assumes that the RF

circuit wave has a velocity which is slow compared to the velocity
of light. This means that the RF magnetic field can be neglected
throughout the calculations and the electric fields expressed as
the gradient of a potential.
It is believed that the essential features of CFA

interaction are reasonably well modeled by the computer in spite

of the above assumptions. The discussion in Section 3 will show
that the results of the computer modeling are correlating well with

experimental CFA results for a CFA with a uniform interaction space.
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In the following subsections each of the major program
procedures will be described in further detail. The procedures

will be taken up in the order they appear in the block diagram

in Figure 2.
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2.2 Initialization Procedure--Input Data

The initialization procedure reads the input data (normally

from punched cards) and the input rod population data (if required)
saved on a disk file by a previous pass calculation. The input
data is then normalized and all the necessary program constants
are calculated. The input data, normalized input data, and key
program constants are printed in the output. The normalizations
used will be presented as part of the discussion in the subsequent ?
subsections.
The required input data describing the CFA is listed in
Table I. The table shows that provision is made for up to two severs
or circuit attenuators. Tables describing the secondary emission
ratio as a function of incident energy of the electrons are part of
the input. Provision is made for up to four such tables--each of
which applies over a different portion of the length of the calcula-
ticn. Tables describing any tapering of the interaction space as
a function of distance are also supplied. Provisions are made for
simultaneously tapering anode-cathode spacing, circuit phase velocity,
circuit interaction impedance and magnetic flux density.
In addition to the data describing the CFA, additional
parameters describing the computation must be provided as part of
the input data. These program parameters are listed in Table II.
They include the time step size, number of rods to be emitted per
time step, and certain smoothing parameters used in the emission

process. (The use of these parameters will be described in Section 2.6.)

=17~




The detailed procedure for setting up the input data is

not included in this report, but is described in a separate User's

Manual. (6)




TABLE 1 .

INPUT DATA REQUIKRED BY THE COMPUTER MODEL

SLOW WAVE CIRCUIT DESCRIPTION

Circuit pitch.

Circuit width-parallel to magnetic field. |
Frequency of RF input signal for this run. 1
Phase shift per section at above frequency.

RF interaction impedance at above frequency.

Attenuation in dB per inch at above frequency.

Length of circuit.

Location of up to two severs or attenuators plus attenuation
values for the attenuators.

INTERACTION SPACE DESCRIPTION

1. Anode-cathode spacing.

2. Magnetic flux density.

3. Cathode voltage.

4. RF input power.

CATHODE DESCRIPTION %

1. Primary emission current density (if any). .

2. Length of cathode for which primary emission occurs.

3. Location along cathode of up to four different types of secondary ;
emitters. 1

4., Secondary emission tables consisting of pairs of bombardment

energy and secondary yield for each of the above secondary
emission regions.

(continued)
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TABLE I--INPUT DATA REQUIRED
BY THE COMPUTER MODEL

INTERACTION SPACE TAPER DESCRIPTION {

Value of tapered parameters relative to their value at the
input. Data supplied as a table of distances and values of

following four parameters relative to their value at input:

1. Anode-cathode spacing.

2. Circuit phase velocity (represents either pitch or phase
shift per section taper).

3. Interaction impedance.

4. Magnetic flux density.

Dy




TABLE II

PROGRAM PARAMETERS REQUIRED BY COMPUTER MODEL

MAJOR PARAMETERS

1. Time step size--fraction of a cyclotron period. T

% 2. Rods emitted per time step--alternately decision to let
model establish this value.

MINOR PARAMETERS WITH BUILT IN DEFAULT VALUES

1. Charge adjustment factor to correct for granularity of Poisson
solution in determination of cathode field. (See Section 2.3)
Default is 1.0.

2. Adjustment to Child's law constant. (See Section 2.6) Default
iz 1.0.

3. Smoothing parameter for charge applied before Poisson solution.
(See Section 2.3) Default is no smoothing.

4., Factors to determine number of rods emitted per time step
when program decides this value. See Section 2.6 for defaults.

5. Minimum normalized charge which may be assigned to a rod. See
Section 2.6 for default.

6. Spacing smoothing parameter for secondary emission. See
Section 2.6. Default is no smoothing.

7. Time smoothing parameter for secondary emission. See Section
2.6. Default is no smoothing.

8. Size of normalized charge unit. Default is 10,000 units to
f111 interaction box to Brillouin density.

9. Frequency of Poisson equation solution. Default is every
time step.

OTHER CONTROL VARIABLES 3

1. Frequency of outputs to each of the files described in Section 2.10.

2. Presence or absence of input rod population data.

3. Presence or absence of data to restart an interrupted calculation.




2.3 Poisson Equation Procedure

The first step in the main loop of the program is the
solution of Poisson's equation to yield the potentials at all

points in the potential array. Poisson's equation is:

2 2
g_‘2,+§_%=:£_ 2.3=1
9x ay €

which must be solved subject to the boundary conditions:

V (o,y) =0 at cathode
V (a,y) = Va at anode
V (x,0) =V (x,A)
at left and right boundaries
Axi0) = 57 (1)

Here x is the vertical coordinate and y the horizontal coordinate.
Normalized values of these coordinates (x' and y') are used in the
computation as shown in Figure 4.
Here also, a is the anode-cathode spacing
A is the slow wave wavelength
Va is the potential at the anode
The potential V includes the rf potential which varies along the

anode surface in the interaction box and which is computed from

the rf power and the interaction impedance by:

_|/ 2TX
Vrf =1/ 2PK sin e 2.3-2
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is the rf voltage

rf
P is the rf power

K is the interaction impedance (an input variable)
x is the distance from the start of the interaction
box in the moving reference frame
The potential Va also includes a part of the d.c. potential--that
part which differs from the potential necessary to yield space
charge-free average electron velocity (E/B drift velocity) equal to

the circuit wave velocity. This d.c. potential is given by:

vV =V._ =V = Vak - vsBa 2.3-3

where

Vm is the d.c part of the potential used in the Poisson
solution

Vak is the anode-cathode voltage (an input variable)
Vs is the anode-cathode voltage for snychronism
Vg is the synchronous velocity

B is the magnetic flux density

a is the anode-cathode spacing

The phase velocity, Vgs 1s in turn given in terms of input variables
by:

b "t ) 2.3-4




where *
w is the radian frequency
d is the slow wave circuit pitch

0 is the slow wave circuit phase shift per circuit section

The reason for including only a portion of the d.c. poten-
tial in the anode potential will become clear in the next section.
It will be seen there that the portion of the d.c. potential corres-

ponding to the synchronous potential (VS = vsBa) drops out of the

e oA —— -

equations of motion when they are converted to a frame of reference

moving in synchronism with the circuit wave. The remaining portion,

Vm’ is the d.c. field in the moving reference frame.
The potential at the anode in the Poisson solution is
the sum of the rf potential and the moving frame d.c. potential.
Va = Vm + Vrf 2.3-5
The boundary conditions listed above also express the
fact that the potential is zero at the cathode and the assumption

that the potential is periodic with a one wavelength periodicity.

Expressing Poisson's equation in finite difference form

gives:

V(I + 1,J) - 2v (1,J) + V(I - 1,J)

+ % EI, J+ 1) - 2V(L,J) + V(I, J - 1ﬂ

_ -p(1,J) (sz)
- €, 2.3-6
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where I is the index corresponding to the x direction and J is the
index corresponding to the y direction, and V(I,J) is the potential
at the Ith row and Jth column. (See Figure 4.) The factor is is
the ratio of the cell size in the x direction to the size in the

y direction.

The computer program utilizes normalized variables in
the computation. All potentials are normalized by dividing by
the Hull cut-off voltage. Thus, the normalized anode-cathode
d.c. voltage is:

2
2nVak

P ” ) )2 2.3-7
. aw,
where
n ie the charge to mass ratio for electrons
Vak is the unnormalized cathode-to-anode voltage

a is the anode-cathode spacing

w, is the cyclotron radian frequency which is given by:

N nB 2.3-8

where

B is the magnetic flux density
The normalized rf voltage is:

2nV

_ rf
P ¢

= 2.3-9
(aup)’

-26-
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where Vrf is the voltage gien by:

Vg = 2PK 2.3-10

where P is the circuit power and K is the interaction impedance.

The normalized synchronous potential is:

2n

¢S =.27;_;5 (vsBa) 2.3-11
e
using
__.w_ = w —
Sl o A 2.3-12

where A is the slow wave wavelength, the normalized synchronous
potential becomes:
=2 (wy A
¢S =5 c) (Za) 2.3-13
The quantity w/wc is used throughout the program for normalized
frequency. The quantity 2a/A which we will designate by r is the
ratio of the vertical to horizontal dimension of a cell of the
potential array. The quantity occurs repeatedly in the computer
program.
The normalized moving refernce frame d.c. potential

is oak - ¢s and the total normalized potential applied to the




e —_—

.

interaction box is ¢ak - ¢s + ¢rf'

A further set of normalized potentials is defined in the
computer program. These potentials (¢') are obtained by multiplying
the above normalized potentials by 576r. This normalization is used
in supplying the rf potential and the d.c. potential above the syn-
chronous potential to the Poisson procedure. This is done so that
the normalized fields used in the trajectory procedures may be
obtained directly from differences in the normalized potentials.

Multiplying both sides of the finite Poisson's equation
by the two normalizing factors--i.e. by:

P w25 cags 2.3-14

(awc)2

yields the normalized potentials (¢') in place of the unnormalized
potentials (V) on the left side. The right side may be further

manipulated using for Ax in 2.3-6:
Ax = a/48 2.3-15

and further by defining N, as the number of negatively charged

b
rods of unit normalized charge required to fill the interaction
box to the Brillouin density. The charge per unit normalized
charge then becomes:

g - -(axh) (ncoBz) 2.3-16
Ny

“) e




where h is the interaction width and the remaining variables have i
been previously defined.

The charge density corresponding to one normalized charge

unit assigned to one point in the 48 x 96 charge array then becomes:

p(1,J) = z};;%z:;; = - (48)(96) 2.3-17
48’ (96

or using the expression for q' from 2.3-16:

- (neoBz)

p(L,J) = (48) (96) 2.3~18

N,
For N normalized charge units assigned to a point in the charge
array the charge density is N times this value.
Inserting this value for p and using 2.3-14 and 2.3-15
above, the expression for the right hand side of the normalized

Poisson equation becomes:

2
“Ex 2.3-19
b

RHS = N(I1,J)
where N(I,J) is the number of normalized charge units assigned
to the point (I,J). (The complete right hand side is referre-
to as L(I,J) in prior descriptions of this procedure.l'z) Here

r = 2a/X as defined previously.

=30
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The Poisson procedure first evaluates the N(I,J) values
at each point in the array. This is done by summing the contributions
of all the rods with the charge of each rod assigned to the four
surrounding matrix points as shown in Figure 5. The charge contri-
butions to each of the surrounding points is weighted by the distance
to the corresponding point as shown in the figure.

Once the N(I,J)'s have been evaluated, we are left with
47 (vertical) by 96 (horizontal) points with known charge, but unknown
potential. This yields 47 x 96 = 4512 equations in as many unknowns
which must be solved simultaneously. These equations could be
directly inverted using standard numerical techniques. Instead,
however, a much more rapid technique due to Hockney which takes
advantage of the periodic nature of the potentials is employed.(l’z)
This procedure is described in the references cited and will not
be repeated here.

Once the @'(I,J)'s have been determined by the Hockney
technique, they are stored by the program in the same array as
was used by the N(I,J)'s. These values of @' may subsequently
be used by the trajectory procedure to determine the force on a
charge rod.

Because of the limited number of cells in the potential
array across the width of the space charge hub, there is a numerical
error in the computation of the fields from the potential array.

The magnitude of this error has been found by setting up a charge

distribution equivalent to an ideal Brillouin hub and then solving

-30-
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for the field at the cathode using the program's Poisson procedure.

Ideally, this field should be zero. In most cases, we have found

that it departs from zero. It can be reduced to near zero by

reducing the
value to use
found values

includes the

right hand side in equation 19 by about 5%. The exact
appears to depend on the case being studied--we have
|

of 4 to 6% over the cases investigated. The program

capability for making this correction to the constant

in equation 19 with the value of the correction factor being an

input variable. While we have used this correction in our

calculations, omitting it appears to have only a minor effect on

the computed

results.

-




HALF CELL OFFSET x-y .
COORDINATE SYSTEM
|

| | | oy
& S N .
! ! |
— _l—L = I J S
. y .
1 & 4
[ —» "T
o Tl_ | oy SO R D
' T "'% I o ey
- | |
| | |
l | |
Y I l

J=1 J y'+1  J+1 J+2

§x = (x" - 0.5) - I
Sy = (y' - 0.5) - J

Q(I,J) = Q(1 - 8x)(1 - 8y)
Q(I+1, J) = Q(8x) (1 - §y)
Q(I, J+1) = Q(1 - 8x) (8y)
Q(I+1, J+1) = Q(éx) (Sy)

FIGURE 5

METHOD OF ASSIGNING CHARGE OF A ROD TO THE POINTS IN THE POTENIAL
ARRAY.




2.5 Trajectory Procedure

The trajectory procedure consists of a program loop over
all of the rods as shown in Figure 6. The procedure advances the
rod trajectories, collects rods which have intercepted on the elec-
trodes and calculates their dissipation and calcualtes the induced

RF currents.

-33-
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241 Trajectory Equations

The equations of motion for the negatively charged rods

in a fixed frame reference are:

X = - nEx - nBy 2.4-1

S e
]

- nEy + nBx 2.4-2

where the x and y coordinates are as defined in Figure 4 and the
dots indicate differentiation with respect to time. Also,

Ex’ E_ are the x and y components of

Y
electric field (dc + rf) and

n is the charge to mass ratio for

and electron.

In the computer model it is desired to follow the motion
of the charged rods in the interaction box which is traveling at a
velocity synchronous with the rf circuit wave velocity. Therefore,
the equations of motion are transformed into a moving reference
frame at the synchronous velocity. This means that we define a

new y coordinate in the moving frame of reference defined by:




T s bl i A oo AR L B 35 i

where ) is the y coordinate in the moving frame and ¥ is the
reference frame (circuit wave) velocity in the presence of the inter-~
action.

The integral is used in place of vgt because the synchron-
ous velocity in the presence of the interaction may differ from the
cold circuit velocity and may change slightly as a function of dis-
tance. Substituting the above transformation into the equations of
motion and using

o £
¥y ™ 8 2.4-4

“

we obtain the following transformed equations of motion:

X = -n(Ex - VSB) - nBylm 2.4-5
5 v
y =-n(E += =) & nBx 2.4-6
m Yy n at

Now define a quantity Exm by

E_ =E_- yp =B ~=5-B 2.4-7

This is just the x directed rf field plus the effective d.c. field

as seen by an observer in the moving frame. This value Exm is given

by

Exm = Vm/a '+ Erfx 2.4-8
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where Vo is the moving frame d.c. potential defined in the last

section and

a is the anode-cathode spacing

E i is the x directed rf field

rf

v
The term %”__i is a y directed d.c. field which arises out of the

ot
transformation when the reference frame velocity is not constant.
This field may be visualized as trying to speed up (or retard)
electrons to reposition them in a frame of reference which is
changing its velocity. This term arises in practice because the
phase pushing of the space charge causes a small shift in the cir-
cuit wave phase which is equivalent to a small velocity change.
Normally this is a very small term. In the past it has been
included in the transformed equations of motion. Experience with
such equations has shown them somewhat unstable. The phase of
the circuit wave tends to oscillate about an equilibrium. A
numerical instability apparently occurs with the phase changes
(and hence velocity changes) giving a significant oscillating
%-%%? term which when applied to the space charge sets up oscilla-
tions in the trajectories which reinforce the cyclic phase variationms.

This numerical instability has seemed to cause hunting of the solu-

tion about the proper value.

o




v
In reality the term %-75? should be quite small. Thus

in the present computer model, the term is neglected in the force

equations and the shift of the wave relative to the space charge

is taken into account separately by repositioning the rods relative
to the wave on each time step after the wave phase shift is calcu-
lated. This procedure is discussed in the next section. This
approach to the trajectory equations has also been previously
used in computer programs for injected beam CFA's.

With the elimination of the term in dv_/dt and with the
definition of Exm given above, the moving frame equations of

motion become:
X = - nExm ~ nBym 2.4-9
Y. = - nEy + nBx 2.4-10

These equations look like the original equations of motion in the
fixed frame (equations 2.4-1 and 2.4-2) but with the moving frame
coordinate . replacing the fixed frame coordinate y and the

modified d.c. field B replacing the original field Ex' The value

of Exm and Ey may be determined from the potential array computed
using Vrf and Vm as defined in the last section as boundary conditions
at the anode.

The above equations may be combined into a single equation

which then may be solved directly by introducing:

-38~




z = x + iy 2.4-11
m

E = Ex + JEy 2.4-12
After substitution, the combined equation of motion becomes:
z - jwcé = -nE 2.4-13

where o nB has also been introduced. This equation will be
repeatedly applied to each charge rod on each time step to calculate
small trajectory increments. During the calculation for a particular
time step it will be assumed that E is constant over the trajectory
increment. This implies constancy of E in both space and time
over the trajectory increment. This is one of the granularity assump-
tions inherent in the computer model.

For E constant 2.4-13 has a solution of the form:

UYL STT T 2.4-14
Jw

where A and B are constants which may be determined from the initial

conditions:

when t

[
T




Using these conditions to evaluate A and B we find:

gva do (@ BB g A8 e o
o Juw, I 2
c
where 0 = wc(t - to). 2.4-16

This gives the new position z in terms of an old position z, and

the angle 6 which is a time increment. For 8 negative the old posi-
tion is given in terms of the new position by a similar equation
with the positions of z and z, interchanged and the sign of 8
reversed. These two equations may then be decomposed by sub-
stituting z = x + jy to obtain four equations--one pair relating

x and y to Xor Yoo X

. and 90 and another pair relating %X and y

to (x - xo) and (y - yo). (A1l y's in moving frame.)
In the computer program the equations are normalized as

follows:

% 48x
- 8 normalized
position 2 NEL
' —96ym ) 48rym
Y‘A‘a
T = mct normalized time

where x' and y' are the normalized coordinates corresponding to the

real coordinates x and : and

40~
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a is the anode-cathode spacing
A is the slow wave wavelength

r = 2a/A

w

c nB

The normalized velocities are given by:

s oodx! o 48%
) dT i w. a
c
g 967 48ry_
v! = —y-— e (=
¥ =4t w_A wa
c c

In place of these velocities, the program uses finite differ
quantities.
v'=x"'"8
X
v'!=y'
y e
where
w
P .
g g
and g is the number of time steps per cyclotron period

The program also uses normalized field variables given by:

r

96
Gx a wB Exm
c
96 1
Gy a ch Ey

aljl=

2.4-18

ence

2.4-19

2.4-20




These normalizations make the normalized x dimension
of the interaction box equal to 48.0 and the normalized y dimension
equal to 96.0. The interaction box used has the cathode position
arbitrarily set at x = 2.5 and the anode at 50.5. The left side
of the box is placed at y = 2.5, and the right side at 98.5. These
definitions make available rows of the potential array outside of
the interaction box for use in matching boundary conditions and
determining fields at the electrodes (see Figure 4).

Substituting the above normalizations into the four
equations obtained by decomposing the z equations above, we
obtain the normalized trajectory equations:

' '
1 Klvx + K2vy o K3Gx1

[}

i 3
Ax X + KAGy1

-
-
L}

(e = ! ' e
Ay Yy Y1 KSVX + K v '+ K7Gx1 + 1\8Gy1

6y
| ' '
vX2 K9(Ax ) + KlO (Ay') + Klle2 + Klsz2
A = \l \J
V&z K13 (Ax') + K14 (4y') + KlSze + K16Gy2

In these equations the subscript 1 refers to the start of a trajectory
increment and the subscript 2 to the end of the increment.

' normalized variables are now

The Ax', Ay', and vx', vy
both expressed in terms of normalized position differences which occur
in one time step--i.e., they are in matrix units in Figure 4 per time

step. As shown in Figure 7, the Ax', Ay' variables are actual

wli =

2.4~21




position differences whereas the vx'. vy variables are slopes

of the trajectories.

The normalized potentials have previously been defined s
so that the normalized fields (G's) may be obtained directly from
the differences in normalized potential at points in the potential
array. Thus for a rod located as shown in Figure 8, the values of
the G's are given in terms of differences in the normalized poten-
tials (@') by:

AG AG

s X X
Gy = Gpo + (gzD) @+ (D) b

where a and b are defined in Figure 7 and

Cn ™ @' (L +1,J) - ¢ (1-1,J)

AG
(Z§¥' =2 @' 1=1,J) -2@¢'(1,3)+0¢ (I-1,3)
AG
(A—;‘)=1/2E' (E+4, 3+1)=P(T =1, T41)%

' (1 -1, 3 -1) - ¢ (1+1,J-£’

and
AG AG
- ] 1
Gy * Gyo + (—-‘1A ) 8x —) &y
with

Gyo=¢' (I, T+ 1) = @"(L, & =1)

wly 3
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FIGURE 7

POSITION AND VELOCITY VARIABLES FOR A TRAJECTORY SEGMENT.

When rod reaches Point 2, the values of x2', vz', and Ax'l2

and Ay'12 are saved.

The velocities are calculated as part

of the trajectory procedure, but are not saved.
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§x' = (x' - 0.5) -1

§y' = (y' - 0.5) - J

FIGURE 8

LOCATION OF ROD IN POTENTIAL ARRAY SHOWING QUANTITIES EMPLOYED

IN FIELD DETERMINATION EQUATIONS.
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AG AG 2.4-22

= (X
G = G
AG
(K;%) =2 (@'(1,J=1)-2¢" (1,J) +¢" (I, J - 1)

With the G's so defined, the values of the constants in the traj-

ectory equations become:

Kl = sin 6/0
K2 = -(1 - cos 0)/r8
K3 = (1 - cos 8)/r
K4 = (8 sin 0)
K5 =1 (1 - cos)/8
K6 = Kl
Ky = Ky
K8 = r(1l - cos 8)
Kg = 6 sin 8/2(1 - cos 8)
KlO = -9/2r
o né
Kll = 0°/2r
K12 = -9 (} - 8 sin 6/2 (1 - cos Oi)
K13 = r8/2
K14 = K9
Bis = "M
6 “ M

2.4-23
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The manner in which these equations are applied is

shown in Figure 9. Arrays in the program contain the last calcu-
lated values of x' and y' and Ax' and Ay'. The values of vx' and

v_' are not saved. On each time step the values of vx' and vy' are

¥
first calculated using the Ax' and Ay' values from the last time

step and the field at the rod location which corresponds to posi-

1

- and

tion 2 of the last trajectory increment. Using the x', y', v

v._ ' values and the fields at this position which also corresponds

y
to position 1 of the present trajectory increment, the new values
of Ax' and Ay' are calculated and the trajectory is advanced.

A source of error in trajectory calculations is the
fact that the field over a trajectory increment calculated on a
given time step is not constant, but varies from one end of the
increment to the other. This is in violation of the condition
assumed when equation 2.4-14 was solved. Reference to Figure 9
shows that the velocities at the end of a given trajectory incre-
ment are calculated from the field at a point ahead of the midpoint
of the increment while the position increments are calculated from
the field at a point behind the midpoint of the increment. This
apparently causes a first order correction to the errors which occur
because of a spacial variation in electric field over a trajectory
increment.

The trajectory equations have been checked by determining
that they cause rods to properly trace theoretical cycloids in space
charge-free fields. They have also been checked by releasing rods

into a linearly varying field with a charge density somewhat less

alyf =




Step N--Rod goes from Point 1 to Point 2

= ' '
Axy5 F1 (El’ V12 Vy 1)

= '
byys = By (Bys ¥u'ys %' y)

Step N+1--Rod goes from Point 2 to Point 3

L F3(E2, Ax12’ Aylz)

y 2

. v = FA(EZ’ Ax12‘ AylZ)

= ' ]
8xy3 = Fy(Eys vy '9s Vg'y)

= ' '
8Yg3 = Fy(Eys vy'gs V')

FIGURE 9

FUNCTIONAL FORM OF TRAJECTORY EQUATIONS. Position increment
from Point 1 to Point 2 is calculated from field and velocities

at Point 1. However, velocities at Point 2 are calculated
from field at Point 2 rather than at Point 1.
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than that in a Brillouin hub--see Figure 10. We have not solved

for the theoretical trajectory shape in this field configuration.
but we do know that the rods sould return to their starting point.
This they do within good accuracy. Using a time step of 1/10
cycloid, rods released with an initial energy of four volts returned
and struck the cathode with an energy of about two volts after

having reached an energy of over 3000 volts at the top of the

trajectory.
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FIGURE 10

TRAJECTORY EQUATION TEST. Trajectory is traced through electric
field having a gradient about two-thirds that in a Brillouin
hub as shown at right. Trajectory should return to its starting

point.
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2.4.2 Collection of Rods on Cathode or Anode

If a trajectory intercepts the anode or the cathode it
becomes necessary to calculate the energy dissipated. This can
be done from a knowledge of the charge of the rod and the velocity
at the point of interception. There is, however, a problem in
knowing the correct velocity. This problem is particularly impor-
tant for rods returning to the cathode because they are rapidly
loosing kinetic energy as they move against the d.c. field while
approaching the cathode. As shown by Figure 11, taking the velocity
at the end of the last trajectory increment before striking gives
much too high an energy when we use a typical time step value of
one-tenth of a cyclotron period. Similarly taking the velocity
at the end of the increment which is actually below the cathode
surface gives to low a value of bombardment energy. To obtain an
accurate value for the cathode bombardment energy it is necessary
to take very small trajectory increments as the trajectory approaches
the cathode. To use such small increments over the full trajectory
would be uneconomical of computer time. Thus, a procedure for s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>