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20. Abstract - Continued

A performance analysis resulted in a set of composite performance require-
ments. Signal processing functions were defined which would satisfy the perfor-
mance requirements. With the performance requirements and signal processing
functions several architectures were analyzed and partitioning of the modem
function was undertaken.

The final configuration of the modem was directly dependent upon the physi-
cal packaging technique adapted. The Navy SHP approach was compared to the
Air Force ATR standard , specifically the 1/2 AIR standard and was discarded
because of several deficiencies.

a. The bas ic module is phys ically too small to allow complex signal
process ing functions

b. Module dimensions restrict signal Input/output such that digital
function in LSI form could not be accommodated

c. SHP modules do not accommodate RF circui ts
d. Thermal design was inferior to the Air Force standard.

The final architecture selected was digital in nature, with a programable
microprocessor as Its core. The signal was digitized as soon as It was ampli-
f ied, and filtered. The microprocessor performed the post correlation digital
signal processing — acquisition , tracking , demodulation, bit synchronization,
and the modem control functions. The other Standard Avionic Modules fabricated
and tested were: the IF amplifier (IFA), the frequency generator, (FGN), and
the modulator (MOD).

Several conclusions were reached:

a. Application of the SAM concept to JTIDS, GPS, and the PN PSK modem
is feasible and offers potential cost savings

b. The final digital architecture is superior to an analog based
design for several reasons:

1. Easily and cost-effectively adapted to Individual waveforms
without major hardware changes e.g., plug-in filters, pro-
graninable frequencies, programmable fi’rni~are

2. Digital circuits are more stable and therefore require less
maintenance

3. Digital circuits are more amenable to microminiaturization,
i.e., IS! and therefore could cost much less.

c. The Air Force AIR packaging standard is superior to the Navy SlIP approach
for tactical aircraft Integrated CNI systems.
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SECTION I
INTRODUCTION

This report describes the work performed under AFAL Contract
F33615-76-C-1307, Standard Avionics Modules for Existing Modems. The work
was performed by El ectronic Systems Division of the TRW Defense System and
Space Group during the period from July 1976 to December 1977. SectIon 1.0
of this report outl ines the objectives and accomplishments of the project
and presents conclusions resulting from the study and recommendations for
future work based on this effort. Technical details are presented in
subsequent sections.

1.1 BACKGROUND

Recent experience with the rising cost of avionics has prompted DOD to
investigate more cost effective methods and approaches of providing air-
craft avionics. Not only have the acquisition costs increased, but so have
th~~operational and support costs. The future trend is that unless pro-
curement practices and technical approaches are changed, these costs will
continue to escalate. Acquisition costs escalation is mainly caused by
general economic inflation and growing complexity of the equipment.
Operational and support costs escalation is mainly caused by increased
complexity (more difficult to maintain) of equipment and lower skilled
personnel . Additionally, modification costs associated with the introduc-
tion of a new equipment are comprising a larger share of the life cycle
cost. The reason Is that today’s aircraft are al ready loaded with so much
equipment and space is at such a premium , that introduction of any new
equipment creates major cabl ing and tooling modifications.

Some of the approaches considered by DOD agencies have been aimed at
reducing acquisition costs, minimizing modification costs, and providing
for equipment growth or modification to accommodate new requirements
without having to scrap complete equipment. One approach that has been

considered and offered as a partial solution to the proliferation of
equipment Is that of time sharing of common assemblies In multifunction
terminals. In this concept, a multifunction terminal would be a configu-
ration of common and special modules for performing a select number of
communication or navigation functions. Depending upon the operational
scenario these common modules would be either switched electronically

1

L --

~~~~~ 

-.
~~~~~~~ ~~~~~~~ 

. •;~~~~~~~~~~~~

-

~~~~~

-

~~~ 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



or manually to accomplish the needed functions. If electronic switching
r Is employed, time sharing of the common processing functions can be

accomplished on a micro-time basis, I.e., every few mill iseconds, as
opposed to a macro-time basis of every few seconds or minutes .

Another approach to more cost-effective avionics is the Standard
Avionics Module concept. This is the approach that was adopted for this
project. Under this concept, standard modules capable of performing

selected processing functions are developed and used repeatedly for differ-
ent equipment applications. For example, employing this concept, a single

IF amplifier which can be set to the appropriate gain and bandwidth could
be designed for JTIDS, GPS, and TACAN . The benefits would be one non-

recurring engineering cost as opposed to three, and lower production cost
because of one large build quantity instead of three small build quanti-

ties. Under present procurement practices, littl e if any benefit is
transferred from one project to another, e.g., JTIDS to GPS or vice versa.

1.2 SUMMAR Y

The work was performed in accordance with the four task items in the
Statement of Work. The technical task items were as follows: - .

Task 1 - Basic System Design: develop a basic conceptual system
design to the level sufficient to identify trade-offs, analysis and
initial partitioning for standardization .

Task 2 - Functional Partitioning and Form Factor Selection: determine
functional partitioning of the subsystem considering modulari ty,
flexibl e interconnections, and multi-purpose utilization.

Task 3 - Fabrication of Subsystem in SAM Format: fabricate the
selected SAM functions to form operating portions of the partial
s~ibsystem terminal .

Task 4 - Test, Analysis , Summary and Recommendations: perform func-
tional module tests and analyze the test results. Summarize and
document the results of the effort.

During Task 1, a review and analysis was conducted of two specific

L-Band spread spectrum terminal s - GPS and JTIDS. This included perform-
ance characteristics and data or signal processing requirements. To

encompass a broad range of applications , a generic PSK waveform using
direct sequence PN was also defined. Digital signal processing, using as a

~~~ 
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core element programmable digital processors , was selected as the basis for
modular mul ti-function elements wi thin the systems analyzed. Critical
trade studies performed include analog-to-digital quantization and dither-
ing, carrier acquisition and tracking loops, and phase tracking loop

compari sons. An initial terminal functional partitioning was sel ected
based on factors such as processing requirements, waveform performance and
timing , and available technology.

The module partitioning was evaluated during Task 2 as part of a
detailed analysis of the terminal block diagrams. Standardization at a
function level and packaging constraints were traded with processing
performance requirements and capabilities. The standard modul e boundaries

with the necessary iterations were then selected. The one-half ATR card
with 144 input/output pins is the digital card type selected as the SAM

concept for all modules. The RF modul es used a similar form factor. The
Navy SHP modules was di scarded for the following reasons:

a) the basic module is physically too small to al low complex signal
processing functions. The SHP 2A module is approximately 2” x 4”
and about one half the area of a 1/2 AIR card.

b) module dimensions restrict signal input/output such that digital
functions in LSI form could not be accommodated. SHP 2A modules
are limited to 80 pins versus 144 pins for the 1/2 ATR card.

c) SHP modules do not accommodate RF circuits.

d) SHP thermal design was inferior to the Air Force standard. The
SHP is designed for convection cool ing versus conduction cooling
for the 1/2 AIR card.

The fabrication phase, Task 3, involved only the basic Standard
Avionic Modules that offered the highest potential for multl-applicat’ion

utilization . The SAM ’s developed include the micro-signal-processor (MSP),
the modulator (MOD), the 70 MHz IF amplifier (IFA) and the frequency

generator (FGN). The MSP performs all post—correlation digital signal
processing - acquisition , tracking , demodulation and bit synchronization -
using a 25 mega—instructlon per second parallel pipeline microprocessor.
The MOD accommodates BPSK, QPSK, MSK , FSK and AM wi th an output at 10 MHz.
The IFA incorporates a selectable bandpass filter, amplification (+80 db)
and automatic gain control. The FGN provides all the frequencies for the

3
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terminal modules using a prograninable voltage controlled oscillator. The
MSP was fabricated using one-half ATR “universal pins” digital cards In the
stitch-wire configuration. Ten cards were used with the special carousel
test fixture. The three RF modules were machined housings In a one—hal f
ATR form factor and standard printed circuit boards. Seven other modules
(including two other SAN’s) were designed to detailed circuit/logic levels
using the card type selected but were not fabricated.

Module functional tests were conducted on all the completed hardware
SAM’s. Speci fic parameters of each were verified such as gain , processing
throughput, spectral purity and hardware or firmware programmability. No
integrated tests, such as the MOD driving the IFA, were done as other
modules were necessary for a complete link. An eval uation of the completed
SAM ’s does indicate the viability of the module boundaries , the associated
input/output signal selection and the modul e substitution capability of
technol ogy transparency.

The complete module descriptions for the demodulator and modulator for
the GPS and generic PSK waveforms are summarized In Table 1. Twelve
modules exist - nine modules for the demodulator and three modules for the
modul ator. Six standard avionic modules can be used interchangeably among
the different L-Band terminals. The other modules are specialized func-

tions that cannot be adapted from one waveform to another. The progranuna-
ble SAM’s include the IF amplifier , A to D converter , digita l correlator,.

frequency generator , modulator and the micro—signal—processor. Tha func-
tional versatility of the SAM ’s results from selectable bandpass filter
modules in the IF amplifier and A to D converter, a counter programmable
VCO in the frequency generator, high-speed LSI correlator chip wi th a
digi tal output in the correlator, and the firmware programmable general-
purpose parallel pipel ine micro-signal-processor. These modules formed the
building blocks such that a terminal , such as GPS , can be organized as a
composite of the SAM ’s and the special-purpose modules.
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Each module is characteri zed by a number of 1/2 AIR cards requi red as
a form factor. The 1/2 ATR card was selected as an optimum compromise
between existi ng equipment retro-fit, RF and digital functional partition-
ing , and signal input/outputs , power dissipation handl i ng and component
densities. This is also summarized in Table 1.

A detailed SAM modem (modulator/demodulator) block di agram is depicted
in Figure 1. The upper hal f is the demodulator starting wi th the modulated
70 MHz IF frequency i nput on the l eft side into the IF ampl i fier where the
signal is filtered and amplified. The signal is then digiti zed and down

converted by the A to D converter. The quanti zed signals are next pro-
cessed by the correlator performing a matched filter operation on the PN
data. The special-purpose processor translates and buffers the high rate
data for the micro-signal-processor input. The micro-signal-processor
impl ements, through fi rmware, the acquisition , tracking and demodulation
algori thms as well as modem mode control functions. The supporting func-

tions include the code generator that provides a PN data reference for
auto—correlation in the digital correlators. The doppler wi pe-off modul e
is a conunandable digital frequency synthesizer functioning as a local
oscillator for the down conversi~ri In the A to D converter. The controller

provides afl the special ized gated clock and timing signal s within the
modem while the frequency generator is the basic stable frequency source.

The modulator provides quadra-phase modulation of the 70 MHz IF with
inphase and quadrature digital data inputs. A clock source is provided In

the module - the same demodulator frequency generator - and another PN
generator for exclusive-original PN data onto the output digital data.

A complete module tabulation of the estimated vol ume, component counts
and power dissipation is given in Table la. All of the modem modules

together with a 400 Hz power supply can be enclosed by a 1/2 ATR long (19”)
chassis.

Many signal processing functions , historically done in the analog
domain as fixed configuration hardware, are allocated to the micro-signal-
processor (MSP). The MSP is maximally utilized when operating on mul tiple
signal processing algorithms simultaneously. The same hardware is time-
shared among all algori thms. Therefore a major requirement is high data
throughput and the MSP parallel pipel ine architecture provides this capabll—

ity. The MSP parallel pipeline replaces up to five different signal
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I
processors and allows adaptive operation such as switching from a frequency
lock loop to a phase lock loop duri ng acquisition . Firmware programmabil-
ity also allows di fferent demodulation algorithms to be evaluated in real
time with filter coefficients and configurations being iterated. The MSP

algorithms being impl emented are summari zed in Figure lb. Initially as an
example, data is processed by the selected GPS acquisition algorithm. Upon
acquiring , the phase lock and frequency lock loops are activated for coarse
and fine carrier tracking. The code tracking loop, an early—late gate

configuration , provides the phase error signal s to the digital correlators.
The bit sync generates the clock signals for the in-phase/quad-phase data
or , In  the GPS case , the Manchester data is decoded. All the algorithms
are summarized In Table lb wi th an indication of use wi th GPS or the
generic PSK waveforms.

About 200 MSP firmware instructions were required for the algorithms,

the executive and input/output routines. 256 instructions was the
given capacity. There was significant processing margin based on an
analysis of available processing time versus instruction/operation execu-

tions. GPS required about 40 microseconds versus 125 microseconds limit.
The generic PSK used about 17 microseconds of 26 microseconds allowed.

1.3 CONCLUSIONS

Based on the results of the work performed, the feasibility and cost
effectiveness of applyi ng the SAM concept to communication/navigation ECCM

modems was demonstrated. The fundamental SAM architecture was chosen to be
compatible wi th a general class of waveforms; as such it was not tailored

to any specific waveform structure or parameter. The generic PSK (rates up
to 38.4 K bps), GPS and JTIDS waveforms were considered representative of

the general class of spread-spectrum waveforms, either of the direct
sequence or frequency hopped/PN type, that will be deployed during the next
decade.

The SAM concept is based on functional modules that are a common

thread throughout the selected terminals. The common modules would tend to
lower design and development costs as well as total life cycle costs.

Required spaces would be reduced. These modules are segmented into the

11
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standard avionic modules (SAM ’s) and special ized modules. Terminal parti—
• tioning was based on major functions such as amplifiers , PN generators ,

corre lators , modulators and microprocessors. Specialized modules are
dedicated and unique to the particular waveform.

The SAM concept offers flexibility as a result of the higher level

partition ing. Generic functions can now be substituted by different
technologies that are within the form factor and packaging requirements.
This allows technology improvements to be easily accommodated - technology
transparency. Al so module second sourcing is facilitated.

Terminal module adaptability is achieved by the use of mul tiple
plug -in submodules as in bandpass filters and VCO ’s, and firmware program-

mability. The latter is imbedded in the microprocessor used for signal
processing - the micro—signal—processor. The firmware allows different

algori thms to be chained together in adaptive modes and al lows real-time
filter coefficient evaluation. Algori thm substitution is simply done by

control memory (read-only memories) replacements.

Two major system considerations were instrumental in meeting the
project objectives. The first Is the use of a digital signal processing
architecture and the second is the appl ication of the one-hal f ATR card
packaging approach.

The digital signal processing approach has the advantages of being
more stable and reliable than analog techniques, thus el iminating adjust—

ments and precision components, and hardware compression techniques can
easily be appl ied. The latter applies both to the use of large scale

V 

I integration (IS!) and high-performance microprocessors/microcomputers.
Digi tal logic is more amendable to IS! with much research and technology
investigation being conducted to improve densities, yields, and speeds

p while lowering power dissipation. The LSI production learning curve falls
rapidly thus making IS! attractive cost—wise.

The high-performance microprocessor using a general purpose parallel

pipel ined architecture is quite capable of processing mul tiple algori thms
on an interleaved time-shared basis. A single function can now replace up

to five separate signal processors. The selected micro-signal-processor

14



(MSP) is a core element in the SAM concept permitting hardware reduction,
151 applicability and programmability combined in a simpl e module.

The other major system consideration is the selection of the one-hal f
AIR card approach. A review of the existing and proposed packaging stan-
dards indicated that the AIR approach and the one-hal f AIR size specific-
ally had the advantage of:

- allowi ng greater component densities even in low cost dual-in-line
(DIP) integrated circuits. This in turn facilitated the definition
of optimum module boundaries. For example, the modul ator is a
single one-hal f AIR card and the micro-signal-processor consists of
8 cards divided into memory, central processor, control ler, address
generators , input/output and mul tipliers.

- higher signal input/output pins necessary for digital parallel data
paths where data is transferred bit-parallel (e.g., 16 bits per
word). Historical data indicates that up to 144 pins are required
for digital impl ementations.

- higher power dissipation capabilities of up to 15 watts per card.
This permits a broad range of digital bipolar and RF technologies
applicati ons. A variety of technologies can be used consistent
with technology transparency.

The composite effect of the digital signal processing and the one hal f AIR
packaging produced a realizable SAM concept.

Al though the major program objectives were met, further work is
reconmiended In the following areas:

- the basic structure should be extended to a more general class of
terminal s such as the inclusion of narrow band systems such as HF,
VHF and UHF.

- application of digital signal processing to a multi-purpose termin-
al where two or more waveforms are simultaneously processed. This
constitutes an interleaved time-shared configuration taking
advantage of the duty cycle of selected waveforms. When one is
inactive , probabilistically, the other waveform can be accommo-
dated. V 

V 

V

- completion of the SAM modules , both hardware and verification and
validation of the algorithm firmware. An end-to-end modem test and
eval uation , combined wi th real-time microprocessor throughput
performance tests , woul d completely determine the feasibility of
the SAM concept.

15
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SECTION II
GENERAL SYSTEM DESCRIPTION

2.1 Waveform Descriptions

In configuring the SAM terminal , two specific waveform types and a
third generic class of waveforms were considered for the terminal demon-
stration. These are the Navstar GPS waveform , the 1JTIDS waveform and a
generic class of bi-phase and quad-phase PSK waveforms. Each of these are
spread-spectrum waveforms either of the direct-sequence type or the fre-
quency hop/PN type. In order to understand the terminal processing, it is
important to understand the waveform structures. Accordingly, a brief
description of each waveform is presented in the following sections. Since
the GPS and JTIDS programs are in a development phase , the wavefo rm parame-
ters are subject to change. Similar comments apply to performance
requirements.

2.1.1 Navstar GPS

The GPS is designed to provide worldwide three-dimensional navigation
to users based upon signal time-of-arr ival measurements from transmi tters
of known location. There are two GPS waveform s, the Clear ( C/A) signal and
the Protected (P) signal . The C/A signal is designed for ease of acquisi-
tion and can be used for reduced precision navigation by low complexity
users. The signal is a direct-sequence bi—phase PN waveform h~uring a chip
rate of 1.023 Mchips/sec. The C/A code is 1023 chips long so the code
epoch rate is 1000 Hz. The data carried by the C/A code is identical to
the data carried by the P code and is at a rate of 50 bits per second.

The P code is designed to provide high precision navigation and
improved anti jam protection. Like the C/A code, the waveform Is direct
sequence bi-phase PN at a chip rate of 10.23 Mchips/sec. The P code is
essentially nonrepetitive, being at least 7 days long when not control led
by the TRANSEC device. Acquisition is available only to those users who
possess the means to reduce the code state uncertainty to a reasona ble
interval. The data rate is 50 bits/sec as in the C/A signal . Table 1
summarizes these characteristics. Figure ic shows the timing relationships
between the C/A code epoch and the data.
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TABLE 2. GPS WAVEFORM PARAMETERS

C/A SIGNAL

WAVEFORM CLASS DIRECT SEQUENCE BI-PHASE PN

CHIP RATE 1.023 MCHIPS/SEC

CODE EPOCH RATE 1000 Hz V

DATA RATE 50 BPS

P SIGNAL

WAVEFORM CLASS DIRECT SEQUENCE BI PHASE PN
CHIP RATE 10.23 MCHIPS/SEC

CODE EPOCH RATE ESSENTIALLY NON-REPETITIVE
DATA RATE 50 BPS

1023 1023 1023 1023 1023 1023 1023 1023 1023 1023 1
~ 

CHIPS CHIPS CHIPS CHIPS CHIPS CHIPS CHIPS CHIPS CHIPS CHIPS—..-J 1 MSEC F— 1023 BIT CODE AT 1.023 MCHIPS/5Ec

V 
L f  f t

CODE EPOCHS AT 1 KHz

1~ 

- — •r
-

_ ~~~~~~~~~~~ 

__ _
—20 MSEC— DATA AT 60 BPS

Figure lc. C/A Signal Timing
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2.1.2 Generic PSK Waveforms

In order to demonstrate the validity of the standard module concept,
the terminal design was conf igured to accommodate a fam ily of PSK waveforms
of the direct sequence bi-phase or quad-phase PH type. The waveform
varies in chip rate from 76.8 Kchip/sec up to 9.8304 Mchips/sec. The data
rate varies from 75 bi ts/sec up to 38.4 Kbits/sec and takes the form of
bi-phase or quad-phase data modulation. The PN code to be used wi th this
family of waveforms is assumed to be non-repeti tive. Table 3 summarizes
these features.

TABLE 3. GENERIC PSK WAVEFORMS

WAVEFORM CLASS DIRECT SEQUENCE BI-PHASE/QUAD-PHASE PN

CHIP RATE 76.8 KCHIPS&SEC - 9.8304 MCHIPS/SEC

CODE EPOCH RATE ESSENTIALLY NON-REPETITIVE

DATA RATE 75 BPS ‘- 38.4 KBPS

DATA MODULATION BI-PHASE/QUAD PHASE

Table 4 shows the various combinations of PH rate and data rate which
will be within the capabilities of the terminal . The first eight columns
and first ten rows correspond to the generic class of PSK waveforms . The
table entries show the ratio of PH rate to data rate. For exampl e, for a

PH rate of 76.8 Kchips/sec at a data rate of 75 bits/sec. there are
16 x 64 PN chips/bit. The ratio are broken down to mul tiples of 16 because
the data correlation is to be performed in a 32-bit digital correlator with
the data being sampled at twice the PH rate. Therefore in this exampl e, 64
correlations must be combined to form a data bit.

The ninth and tenth col umns and last row correspond to the GPS C/A and
P signal cases, respectively. Note that the PH rate to dita rate ratio is
not an exact multiple of 16. Therefore, in combining correlator outputs to
form data bits, one of the correlations is adjusted to accommodate this.

18
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The last column indicates the situation for conventional data which is
not PH coded. The table entries show that the data is over-sampl ed (32
samples per bit) which al lows use of the correlators as matched fil ters.
The entries in parentheses show the requi red sample rate.

2.1.3 JTIDS Waveform

The JTIDS waveform is another exampl e of a spread-spectrum waveform
which could be processed in the SAM modules. It is a time hopped , fre-

quency hopped , direct sequence PN waveform. The PH rate is 5 Mchip/sec and
the modulation is minimal-shift-ke ying (MSK). This is somewhat different
from PSK and its processing requires a different configuration of the input
circuit to the correlators. The data modulation is 32-ary cyclic code

shift keying. That is, data is encoded in 5 bit words into cyclic shifts
of a fixed 32 bit code. Error correction encoding is a (31,15) Reed-

Solomon code. These characteristics are summarized in Table 5.

Figure 2 shows the two types of JTID waveforms. Both are based on a

26 usec “event.” In the 2B waveform, each event consists of one PN burst
of 32 chips and duration 6.4 psec followed by 19.6 usec of deadtime. In

the 3B waveform, each event consists of two identical (except for PH code)
PN bursts of 32 chips each followed by 6.6 usec of deadtime. The deadtime
in both cases is utilized to perform the M-ary decoding of the previous
pul se. It is al so used for hopping the frequency synthesizer.

2.2 Signal ProcessIng Functions/Requirements

The followi ng summarizes the processing capabilities required of the

terminal for each of the waveform classes. In addition , performance
requirements are given for the GPS and generic class of waveforms.

2.2.1 GPS Processing Functions

The GPS functions are those related to frequency and code acquisition
and tracking, and data demodulation. In the normal mode, the receiver must
search a range uncertainty equal to 1023 chips and a frequency uncertainty
as great as 3.6 kHz (4.5~). Both frequency and code are acquired to coarse
resolution first. Following initial acquisition , the frequency, phase and

code tracking loops are activated to reduce the errors to an acceptable
level and provide tracking of signal dynamics. The frequency locked loop
is used to provide fast frequency acquisition while the phase-locked loop

f _______ 
__________________________ 
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TABLE 5. JTIDS WAVEFORM PARAMETERS

WAVEFORM CLASS TH/FH/PN

NETWORK ORGANIZATION TDMA

EVENT DURATION 26 pSEC

PULSE DURATION 6.4 pSEC

PN RATE 5 MHz

PN MODULATION MSK

DATA MODULATION 32-ARY CSK

CODING (31. 15) REED-SOLOMON

26pSEC -I

5 MHz CHIP RATE
32 CHIPS&PULSE

- 
WAVEFORM 2B

6.4 pSEC 19.6 pSEC

2S pSEC ‘I

1 I 1 WAVEFORM 38

64ga SEC 6.6 pSEC 6.4 pSEC 66pSEC

Figure 2. JTIDS Waveform 28/38
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provides improved tracking once the signal frequency is within the loop

bandwi dth. -

For direct mode acquisition of the P code, a frequency uncertainty of

up to 800 Hz and a range uncertainty equival ent to 1500 PH chips must be
searched. As in the normal mode case, the initial acquisition results in a

coarse estimate of code phase and frequency. The frequency locked loop,
phase-locked loop and delay lock loop refine the initial estimate.

Data demodulation for both the C/A and P code is coherent bi-phase
PSK. The phase-locked loop provides the coherent reference for the demod-

ulator. Table 6 summarizes the processing functions to be performed by the
terminal on the GPS waveform.

TABLE 6. GPS PROCESSING FUNCTIONS

NORMAL MODE ACQUISITION (C/A CODE)

• SEARCH R AND A UNCERTAINTY
• FREQUENCY LOCK LOOP ACQUIRE/Tr~ACK
• PHASE LOCK LOOP ACQUIRE/TRAC K -

• DELA Y LOCK LOOP ACQUIRE/TRACK
• BIT SYNC ACQUIRE

DIRECT MODE ACQUISITION (P CODE)
• SEARCH R AND A UNCERTAINTY
• FREQUENCY LOCK LOOP ACQUIRE/TRACK 

! 
-

• PHASE LOCK LOOP ACQUIRE/T RACK
• DELAY LOCK LOOp ACQUIRE/TRACK

DATA DEMODULATION (C/A AND P CODE) V
• COHERENT BI-PHASE PSK

22
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2.2.2 GPS Performance Requirements

Tables 7, 8, and 9 contain some of the key GPS requirements as they

re1ate to signal processing capability. The acquisition requirements are

given in terms of a time—to—fi rst-fix and probability of acquisition . The
position uncertainties and frequency uncertainties determine the search
ranges for the acquisiti on algori thms. The significance of the code dop-
pler rate is that it sets on upper limi t to the integration time for acqui-
sition . If the integration time is such that code doppler causes the
signal PH code to shift relative to the local code by more than 1/2 a chip,
then decorrelation (loss in output signal to noise ratio) could occur.

The range and range rate accuracy requirements have bearing on the
code tracking resolution of the receiver and the doppler measurement cri-

terion. The minimum range error requirement corresponds to a code tracking
accuracy of 1/12 of a PH chip (lo). This implies that the receiver timi ng
must have resolution of at least 3/10 of a chip. The actual receiver
timing resolution must be better than this since the effects of noise must
also be taken into account.

2.2.3 Generic PSK Waveform Processing Functi ons

For the gener ic family of waveforms , no frequency or code acqu isition
capability is pl anned since acquisition requirements are normally specific
for each applicati on. Instead, It will be assumed that code and frequency

estimates are available and that the receiver must provide phase and code
tracking of signal dynamics In addi tion to bi-phase or quad-phase data
demodulation (see Table 10).

2.2.4 Generic PSK Wavefo rm Processing Requirements

The processing requirements for the generic PSI( waveforms are given in
Table 11. They Infl uence the terminal design in various ways. The
requirement to track doppler rate necessitates the use of a third-order
phase-locked loop, or equivalent. The extended frequency track range sets

requ i rements on the tracking loop tunable oscillator. In a digital
receiver, the frequency resolution requirement is met by providing suff 1-
cient tuning resolution In the digital YCO. The code timing resol ution
corresponds to 1/4 chIp at the highest chip rate and Is accommodated by
using an internal clock rate which Is eight times the PH rate.
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TABLE 8. GPS DEMODULATION REQUIREMENTS

P CODE C/A CODE

MIN ULT MIN ULT

CARRIER TRACK 40 43 30 33

CODE TRACK 42 49 32 39
(HOLD-ON) 

V

BIT ERROR RATE (iO~~) 42 47 32 39

J/S MARGINS (dB)

TABLE 9. GPS PSEUDO RANGE/RANGE RATE
MEASUREMENT ACCURACY

P CODE 
_ _ _ _  

C/A CODE
ERROR (lu LEVEL) - 

MIN ULT MIN ULT

RANGE (METERS) 5 1.5 25 15

(NSEC) 16.7 5.0 83.3 50

RANGE RATE (M/SEC) 0.02 0.006 0.02 0.006

(Hz) 0.1 0.03 0.1 0.03

.1/S (dB) 40 50 
V 

30 40

C/N0 (dB-Hz) 
- 

34.5 34.5 345 V 34~5
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TABLE 10. GENERIC PSIC WAVEFORM PROCESSING FUNCTIONS

• PHASE LOCK LOOP ACQUIRE/TRACK

• DELAY LOCK LOOP ACQUIRE/TRACK

• BI-PHASE/QUAD-PHASE DATA DEMODULATION

TABLE 11. GENERIC PSI( WAVEFORM PROCESSING REQUIREMENTS

PARAMETER REQUIREMENT

DOPPLER RATE 100 Hz/SEC MAXI MUM

DOPPLER ACCELERATION 50 Hz/SEC2 MAX IMUM

FREQUENCY TRACK RANGE ± 15 K Hz MAXI MUM

FREQUENCY RESOLUTION 1.0 Hz

CODE DOPPLER RATE 3 PARTS IN 1o6

CODE OFFSET RANGE 2 PARTS IN 10~
CODE TIMING R ESOLUTI ON 25 NSEC

V~~ 
V V .~~~•V .V
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2.2.5 JTIDS Waveform Processing Functions

Al though it was not intended that the terminal demonstrate the
processing of JTIDS waveforms, the modules were designed such that they
could be configured with that capability (see Table 12).

The JTIDS receiver functions Include the capability for detecting a
mul tiple pul se preamble. ThIs is provided for by utilizing a sufficient
number of correl ator modules and a CJTIDS preprocessor circuit for post-
detection processing. 32—ary CSK demodulation is readily accommodated in
the correl ator module design by providing for reference code recirculation.
Error correction decoding would require a dedicated SAM microprocessor
programmed to perform the (31,15) Reed-Sol omon decodi ng algori thm.

For treatment, the ability to generate a 32-ary CSK signal with MSK PH
modulation Is required and is provided for in the design of the program-
mable modul ator.

2.3 General Common Module System Architecture -

The following describes the SAM terminal in functional tenis and indi-
cates how the waveform processing. requirements addressed In the previous
secti on infl uence the design of the various modules .

The archi tecture of the SAM terminal Is designed for flexibility in
accommodating a variety of waveform processing requi rements. As such, a
key feature is the degree to which digital processing is utilized. Digital
processing offers the distinct advantage of being reprogranmiable to handle

V 
dIfferent wavefo rm formats and data rates through changes in the timing and
control function. A second feature is the use of a high speed mic ro-signal
processor (MSP ) to perform many of the signal processing algori thms. The
MSP offers the advantage of versatility and ease of modificatIon, being

software controlled. It can also assume some of the timing and control
functions for the terminal . A third feature of the SAM terminal is the
architecture itsel f and the module parti tioning. The architecture was
chosen to be compatible with a general class of wavefo rms. The interface
is at a standard 70 MHz IF wi th a quadrature downconversion to baseband.

A 

The architecture is not tailored to any particular waveform structure or
parameter. The parti tioning of the terminal into modules was based on a
functional rather than a physical basis. That is, the modules defined here
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TABLE 12. JTIDS WAVEFORM PROCESSING FUNCTIONS

RECEIVE

• MULTIPLE PULSE FREQUENCY HOP PREAMBLE DETECTION

• 32-ARY CSK DEMODULATION

• DELAY LOCK LOOP CODE TRACK ING

• ERROR CORRECTION DECODING

TRANSMIT -

• MESSAGE ENCODING
- • 32-ARY CSK MODULATION

• MSK PN MODULATION

each encompasses a complete signa l processing function and are capable of
use in a variety of situations. The parti tioning involved a tradeoff
between smaller functions, which allow greater flexibility but require more
design time to apply, and larger functions, which mi nimize design time but
are less flexible. The parti tioning shown here is felt to be a good
compromi se.

2.3.1 SAM Terminal Description

Figure 3 is a diagram of the SAM terminal parti tioned Into modules. A
generic configuration is shown. The actual complement of modules required
varies wi th the application.

The transmi tted signal is generated at a 70 MHz IF frequency at lowS 
level (0 dBm) in the Modulator module based on data received from the
Micro-Signal Processor. The received 70 MHz signal Is fi rst processed in
the IF amplifier which provides gain, gain control and bandlimi ting of the
signal . The signal Is mixed down to in-phase and quadrature baseband
components In the Quad ADC module. The downconverslon L.O. is a tunable
digital frequency synthesizer which allows frequency pretunlng and/or
frequency and phase tracking. It is controlled by the MSP which generates
tune control signal s based upon software tracki ng algori thms. The quad-
rature signal s are sampled and quantIzed to two bits each In the Quad ADC
module.

~~
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Figure 3. SAM Modem Functional Block Diagram

The quantized signals are then processed in the Correlator module,
which operates as a matched filter. The number of Correlator modules
requi red depends on the specific application. Switching is provided which
allows the modules to be configured to fit the application. The modules
utilize an LSI digital correl ator chip which is 32 bits long and has a
digital output. The correl ators can be cascaded to form longer
correlators.

The Special Purpose Processor module provides the interface between
the Correlator and MSP. Its funct ion is to correct the output data from
the Correlator module into a form suitable for the MSP. Thi s may Involve
processes such as accumulation, threshold detection and comparison, etc .
In general , the Special Purpose Processor reduces the data rate to a point

where it can be efficientl y handl ed by the lISP. It is not a SAIl module and
may be di fferent for each application.
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VS~ t The MSP i s the core of the SAM terminal . By performing many of the
signal processing functions in fi rmware, a standard hardware design can be
programmed for a variety of tasks that conventionally would require special
purpose hardware. Al though it is true that the firmware Is different for
each application, the microprocessor still retains most of the advantageous
features of a standard module.

Functionally, the MSP mechanizes the acquisition, tracki ng and demod-
ulatlon algori thms and performs some of the control functions for the
terminal . It also provides the interface with the control and displ ay
functions.

2.3.2 SIgnal Processing Flows -

The followi ng describes how different waveforms are processed in the
SAM terminal and what functions each of the modules performs. Three cases
are considered, GPS , generic PSIC, and JTIDS. Al though it Is not intended
that JTIDS processing be demonstrated in the SAIl terminal , the description
will show how the modules can be adapted to such a function.

2.3.2.1 GPS Receiver Processing

The RF signal is first processed in the IF ampl ifier where it is
filtered and gain controlled. The filter bandwidth is selected to be 1 MHz
(for the C/A signal ) or 10 MHz (for the P signal).

The 70 MHz IF signal is downconverted and quantized in A/D converter.
Two-bit quantization is used and the sampling rate is 20.46 MHz (twice the
chip rate) for the P sIgnal and 2.046 MHz for the C/A signal .

The digitized quadrature components of the GPS Signal are correlated
against the reference PH code (generated in the PH code generator) in the
digital correl ator. Al though the digital correlator device is a parallel

• correlator , it is used in a serial mode for GPS. That is, the correl ators
are used to compute partial correlation sums wi th higher level accumulation
being performed in the microprocessor. The correlators are time shared to
perform the punctual , early, and late correlations for code tracklng. The
PH code is shi fted direc tl y into the reference regi ster of the correlator
although at a slightly higher rate than the signal samples to accomplish
the time sharing operation.

The correlator outputs are processed in the GPS special purpose
processor which performs higher level accumulation of the corre lato r

Vi

. 

outputs. 
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The processed GPS signal is then transferred to the lISP. Table 13

lists the receive and cOntrol processing functions performed In the MSP.
They include acquisition control , frequency tracking, dat~a demodulation,
code tracking, and parity check decoding.

TABLE 13. MICROPROCESSOR FUNCTIONS FOR GPS

• Receive processing functions

C/A and P code acquisi tion al gori tM
Frequency tracking
Phase tracki ng
Code tracking
Bit synchronization
Data demodulation (PSK)
Range determination
Range rate determination

• Control functions

Code generator initialization and control
Mode control
Module progranimabi e el einent control -

Termi nal display

2.3.2.2 Generic P5K Processing

The generic PSK modulated waveforms are generated in the Modulator
module using data supplied through the lISP. Depending upon the selected 

V

data rate and PH rate, the Modulator generates a continuous 70 MHz bi--phase
or quad— -phase modulated signal .

The 10 MHz signal is amplified, filtered and gain control led in the IF
amplifIer. It is then downconverted to In-phase and quadrature baseband
components and quantized to two bits per channel in the quadrature A/D
converter. The signal Is sampled at twice the PH rate to keep the time
offset loss at an acceptable level . Also, any a priori known frequency

S 
offset in the signal can be removed by pretuning the Doppler Wipeoff I
module. Unknown frequency offsets are removed by the frequency locked ~~~ V

or phase-locked loop mechanized In the lISP. A

The quantized signals are next processed in the Correl ator module. As
in the GPS case, the correlators are used in a serial correlation mode for

V 
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data demodulation, providi ng partial integration results to the Special
Purpose Processor for fUrther integration. The correlators are al so time-
shared to generate the early/ late correlation magnitudes for code tracking.
Thi s is accomplished by sliding the incoming signal samples past a fixed
reference code in 1/2 chip steps. The correl ator output is then sampled
not only at the estimated time of coincidence, but al so at 1/2 chip earl ier
and 1/2 chip later .

The partial correlation results are processed further In the Special
Purpose Processor , which combines these resul ts into an integration over a
full bit interval . The level of integration required depends upon the
ratio between PH rate and data rate (see Table 4).

Data from the Special Purpose Processor is then transferred to the
MSP. Table 14 lists the functions performed by the MSP. Note that signal
tracking functions are provided, but no acquisition function is indicated.
This is because it was fel t that the acquisition parameters would be unique
to each application, making it difficul t to arrive at a generic scenario.
In addition, the ability of the SAM terminal to perform an acquisition
function will be demonstrated for GPS.

TABLE 14. MICROPROCESSOR FUNCTIONS FOR GENERIC PSK

• Transmit processing fu nctions

Data generation

• Receiver processing functions .
~ 

V

Phase tracking
Code tracking
Data demodulation

• Control functions 
S

Code generator initialization and control
Mode control
Module programmable element control
Terminal displ ay
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2.3.2.3 JTIDS Processing

The following descripti on is included to illustrate the use of the SAM
modules in processing the JTIDS signal . The 70 MHz IF signal , which has
al ready been dehopped, is ampl ified, filtered and gain controlled in the IF
ampl ifier. It is then downconverted to in-phase and quadrature baseband
channels and quantized to two bits per channel In the A/D Converter module.
In this case , the sampli ng rate Is equal to the PH rate rather then twice

the PH rate because the JTIDS MSK modulation has a correl ation functi on
which is wider than for PSK modulation. Therefore, the spacing between
samples can be- -greater with minimal effect on the time offset loss.

The quantized JTIDS signals drive the Correlator module. For preamble
acqui sition, the PH codes are loaded directly Into the reference register
of the correlators , which then perform as passive matched filters. For
data demodulation, the cyclic code shift keyed (CCSK ) pattern is loaded
into the córrelator reference register. The PH code is stri pped off the
incoming signal prior to loading the signal into the correl ator. Once the
full Signal pul se is loaded into the correl ator (32 samples), the reference
pattern Is recirculated and all 32 possibl e shifts of the cyclic code are
correlated against the signal . This is the demodulation process for CCSK.
One correl ator is provided for each channel for preamble acquisition.

- 

Three correl ator modules are required for the data channel . They are
necessary for the early/late gate code tracki ng function. One correlator
is used as the punctual correlator. That is, its associated PH code timing
is matched to the estimated timing of the received signal . The ottv~r two V

correlators use PH code references which are shifted one chip earl ier and
one chip later than the punctual code and yield estimates of the degree of
signal correlation with the early and late PH codes. The three correl ators
in the data channel are obtained by swi tching two of the correlators from
the acquisition channels to the data channel .

To complete the JTIDS processing a JTIDS Special Purpose Processor is
necessary to integrate the terminal hardware efficiently wi th the micro-
processor finnware. The 32-ary CCSK demodulation would be completed in the
preprocessor. The 32 correlator outputs for each signal pul se are proces—
sed by the preprocessor and the envelope val ue is computed and the largest
output Is identi f led. In addition the early and late correl ator outputs

1 
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correspondIng to the largest practical output are retained. The largest
output is compared to a threshol d for erasure detection. For preamble
acquisition, the Special Purpose Processor compares each of the correlator
outputs to a predetermined threshold. Initial acquisition Is declared if
an M out of N cri terion is satisfied ( for example, two or more threshold
crossi ngs out of four). The latter criterion Is implemented as a RON
lookup table.

The JTIDS receive process ing is completed in the micro—signal -
processor (MSP). The lISP impl ements the JTIDS transmit/receive and control
functions is listed in Table 15. Included are tracking, acquisition and
decoding functions.

Data transfers from the special purpose processor would be through the
use of a parallel 16 bits/time slot TDM bus. This centrally control led
demand assigned bus provides a mul tiprocessor access capability with all
the channels. It facilitates high rate digital input/output data handl ing
using a common interconnection at 5M words/sec .

Two MSPs are required, one is dedicated to performing the (31,15)
Reed-Solomon encoding/decoding (RSED) function while the other MSP is
shared among the other tasks.

TABLE 15. MICRO-SIGNAL-PROCESSOR FUNCTIONS FOR JTIDS

• Receive processing function

Network entry and sync acquisition
Deinterleaving
Reed-Sol omon (31,15) decoding
Parity check decoding
Message header decoding
PH code tracking (early/late gate tracking)
Network time synchronization
Message time of arrival computation

• Transmit processing functions

Pari ty check encoding
Reed-Solomon (31,15) encoding
Interleaving
32-ary CCSK modulation j
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TABLE 15. - MICRO-SIGNAL-PROCESSOR FUNCTIONS FOR JTIDS (Continued)

• Control functions

Code/clock generator ini tial ization with time-of-day estimate V

Code generator preset
Realtime/terminal time clock correction
Threshold setting
Module progranmiabl e element control
Transmit/ receive control
Mode control (1,2,3 and 4)
Terminal displ ay

2.3.2.4 JTIDS Transmi t Processi~~
The microprocessor performs the encoding and interleaving of the JTIDS

message. In addi tion , It performs the 32-ary cyclic encoding of the data.
This consists of converting data tn 5-bi t groups into a cyclic sh i f t  of a

fixed predetermined 32-bit code . The code word woul d subsequently be
processed in a transmit digital signal generator. In this module , the
baseband data is mixed wi th the PH code and the resulti ng data Is minimum
shift keyed (MSK) modulated. The modulator would be implemented as a RON,
which generates a digital sample representation of the quadrature MSK
components. The RON outputs are c-onverted to anal og form In a D/A con-
verter and lowpass filtered. This method of modulati on is very flexible In
that it can be readily adapted to different forms of modul ation if
required. By changing the val ues stored in the waveform ROM, different
modulation formats can be generated.

The baseband quadrature components are modulated onto quadrature 70
MHz carriers and combined in the Modulator module.

2.4 Signal Processing Algori thms

The signal processing algori thms to be implemented in the MSP are
presented here In the form of flow diagrams. The processing rates are also
given to indicate the operating speed required of the various processing
elements. A loading analysis for the MSP is presented showing the frac-
tional utilization of the capacity of the machine.

These algori thms are of a standard type in some cases , such as the
Costas loop and the early/ late loop, or they are the resul t of design
studies , such as the GPS acquisition algorithm. The Intent here is not to
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derive “optImum~ processing algori thms, but to present representative
examples of algorithms which may be used in modems to demonstrate the
feasibility of the SAIl concept. -

Figure 4 shows the relationship of the processing algori thms, which
reside in the lISP, and the rest of the SAM terminal hardware. As shown,
the primary interfaces are wi th the Special Purpose Processor for received
data, the Doppler Wipeoff module for frequency control and the Code Gener-
ator for PN code control . The al gori thms wi thin the MSP i nd ude the GPS
frequency and code acquisi tion algori thm, a frequency-locked loop, phase-
locked loop, code tracki ng loop , bit sync loop and a Manchester/bit sync
algori thm for GPS. In addi tion, a gain control algorithm is included which
functions as a r~ormal izer to preserve the dynamic range of the processor.

The algorithm outputs Include bi-phase or quad-phase data , a pseudo-
range estimate from the code tracking ioop, a range rate estimate from the
phase-locked loop and clock control signal s from the bit sync loops. The
control for the Doppler Wipeoff modul e comes from the phase-lock/frequency
lock loop in the form of digi tal tuning commands. The code tracking loop
provides a control signal to the timing circuit of the code generator to
mechanize timi ng shifts. Other outputs include an initial sync marker for
GPS code acquisiti on and a Manchester/bit sync marker for GPS.

2.4.1 GPS Al gorithm Flow (P Code)

The sequencing of algori thms for GPS P code processing Is shown in
Figure 5. The first algorithm to be activated is the acquisition 

V

algori thm, which provides a coarse estimate of signal frequency and PH code
state. The algori thm runs continuously until coarse acquisition is
decl ared, at which point the acquisiti on verification algorithm is initla-
ted. The verification algorithm is of fixed duration at the end of which
an indication will be given as to whether the coarse acquisiti on estimate
was val id or not. If not, then the terminal reverts back to the acquisi-
tion algori thm. . If acquisition is veri fied, then the frequency locked loop
and code locked loop algori thms are Initiated simultaneously.

The frequency locked loop algori thm has two modes of operation, a
wideband and a narrowband mode. In the wideband mode, if the lock detector
indicates an out-of-load condition, the terminal reverts to the acquisi tion
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algorithm. In the narrowband mode, an out-of-lock indication causes the
terminal to revert back to the wi deband mode. Once frequency lock is
obtained, the phase-locked loop algorithm is activated. If phase-lock Is
l ost , then the narrowband mode of the frequency locked loop Is activated.

The code tracking loop al so utilizes a lock indicator to trigger a
limi ted coarse acquisition search if loss of code lock is indicated.

2.4.2 GPS Al gorithm Flow (C/A Code)

The algorithm sequencing for the C/A code Figure 6 is slightly dif-
ferent than that for the P code because of the Manchester sync and bit sync
requirement. Manchester sync must be acquired before the transition can be
made from mode 1 of the frequency-locked loop and code tracking loop to
mode 2. Similarly, bit sync must be acquired to transition to mode 3. In
the frequency-locked loop, the di fferent modes correspond to different
di scriminator bandwidths. In the code tracking loop, they correspond to
increased integration times.

2.4.3 GPS Code/Frequency Acquisiti on

Coarse estimates of signal frequency and code timing are made simul-
ataneously in the GPS acquisition algorithm. Figure 7 is a functional
representation of the algori thm and al so shows the data rates at several

V S points for the normal mode (C/A code) and direct mode (P code). The
algori thm is basically a fixed sampl e size test in which multiple hypo-
theses are tested simul taneously. The suggested approach tests 16 time
hypotheses and four frequency hypotheses simul taneously, utilizing the
capabilities of the parallel digital correlator and the ability of the MSP
of perform a 4-point discrete Fourier transform.

Input data is sampled at twice the PN rate and input to the correlator
modules. The correlator reference code remains fixed as the input signal
is shi fted in for 16 samples. The correlator outputs for the 16 samples
are added to the existi ng 16 val ues in the accumulator. After 16 samples
are taken, the correlator reference code is advanced by 16 clocks which
resul ts in the reference code having the same timing relationship relative
to the Incoming signal as at the start of the previous 16 correlation
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samples. As a result , the val ues stored in each of the 16 words of the
accumulator corresponds to one of 16 time hypotheses. Note that in-phase
and quadrature val ues are accumulated independently, resul ting in a coher-
ent integration. The correlator output is sampled 16 times for every 32
i nput clocks , so the sample rate is 16 tImes the input rate divided by 32.
Thi s results in a correlator output rate of 16 x 64000 per second for the
C/A code or 16 x 640000 for the P code. These are average rates. The
correlator outputs actually occur in 16 word bursts where 16 consecutive
outputs occur at twice the average rate followed by a dead time of equal
duration during which the reference code Is the correlators being advanced.

The degree of part correlation accumulation is selected based upon the
desi red processing bandwidth.. For the C/A code, each of the 16 tIme hypo-
theses variables Is accumulated independently and for each hypothesis, 16
consecutive samples are accumulated. This results in an average rate out
of the accumulator of 16 x 4000 per second and corresponds to a processing
bandwidth of 4000 Hz. Thi s bandwidth incompasses the full residual fre-
quency uncertainty for the GPS C/A code. For the P code , 800 samples are
accumul ated resulting in an output rate of 16 x 800 and a bandwidth of 800
Hz.

The accumul ator outputs are multiplied by a gain control Input to
maintain the dynamic range of the digital processi ng. The result is then
processed in a 4 point DFT. Each OFT output corresponds to a filter having
bandwidth and filter spacing equal to 1/4 the input bandwI dth. Each OFT
output occurs at a rate of 16 x 1000 for the C/A code or 16 x 200 for the P
code. The magnitude (12 

+ Q2 ) of each output is computed and the resul ts
are accumulated further in four accumulator banks of 16 words each. Note V -

that this is a noncoherent accumulation of samples so that the bandwidth
remains constant. For the C/A code, 50 accumulations are performed and for
the P code, 10 accumulations are performed.

The accumulator outputs consti tute a 16 x 4 matrix corresponding to
one of 16 time hypotheses and one of 4 frequency hypotheses. The presence
of a signal Is determined by comparing each of these accumulator outputs to
a threshold. Any threshold exceedance will cause the sync verification
mode to be ent~red, in which the hypothesis in question Is examined again
for three additional times, using the same processing bandwidths and inte-
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gratlon times as before. If the threshold is exceeded two out of these
three tests, the modem is declared to have acquired Initial sync. If not,
the acquisition search is resumed.

2.4.4 Freqeuncy-Locked Loop

The frequency-locked loop tracks doppler rate with no steady-
state error and jerk with finite steady-state error. It features variable
di scriminator bandwidth allowing the bandwidth to be optimized for each
operating mode. Wider bandwidths are used for initial pull -In and narrower
bandwidths are used for fine tracking. The combinati on of the frequency
locked loop algorithm and Doppler Wipeoff module provides a freqeuncy
resolution of 0.6 Hz and a tracking range of ±19.7 KHz. This is sufficient
to meet all requirements for the SAM terminal .

The algorithm is shown in Figure 8. The correlator and first accumu-
lator operate at the same rates as in the acquisi tion algori thm. The dif-
ference is that only one channel Is required, rather than 16. The second
acc umulator determines the dIscriminator bandwidth. Depending on the
degree of accumul ati on , bandwidths ranging from 4 KHz down to 200 Hz for

• the GPS normal mode, and 800 Hz down to 200 Hz for the direct mode are
provided. Utilization of the lower bandwidths In the normal mode requires

that the Manchester code be removed prior to accumulation. The accumulator
outputs are processed In a 4 point DFT in which only the central two points
are computed. The DFT output rates range from 1 KHz down to 50 Hz. The
magni tudes of the outp~its are calculated and subtracted. Thi s forms the
di scriminator characteristic which is based upon differencing the outputs
of two filters, one offset higher and one lower than center frequency. The
discriminator output is then filtered in a second-order filter and the
result drives the numerically control led oscillator in the Doppler Wipeoff V

module.

2.4.5 Phase— Locked Loop

The phase-locked loop is a third-order loop which is capabl e of track-
Ing a frequency jerk with finite steady-state error. It is a decision-
feedback confi guration which offers Improved performance over a Costas loop
at high signal to noi se ratios and is easier to Implement for quad-phase V

data. The combination of this algori thm wi th the Doppler Wi peoff module

provides a phase tracking resolution of 0.35’.
V 

43

V. ~ 
~~~~~~~~~~~~~~~ ~~

- --
~~

- - -



8
H ~~ - ®  —~~~~~~

V 0 0  

1 
_ _ _  

_ _ _ _

4

I- I- UJ
0 ..~ 

_ _ _ _ _ _  a,

I I ~~
: -

~~~~~
1~ ~~~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ S

— 

~~~~ - _______

:11111
X X X X*

4 
_ _  _ _

_ e * 1 c 4 r 4~~~~
‘N P )
U J W W ~~~~~N

~~~~~~~~U U

0 
_ _  ~~oo !~~

H 9 
_ _ _ _ _

44

~~~~~~~~~~~~~~~~~~~~



Figure 9 shows the algorithm. The correlator and accumulator func-
tion in the same manner as for the frequency locked loop. For application
to the generic PSK forms of modulation , the correlator input rate is twice
the PH rate or 64 times the data rate if the signal is not PH coded. The
correlator output rate is then the input rate divided by 32. The accumu-
lators then provide further integration of the correlator outputs with a
resultant output rate equal to the data rate in the PH coded cases, and
twice the data rate in the non-PH coded cases.

Further accumulation is performed which reduces the sample rate to the
data rate for all cases and the result is then threshold. The output of
the threshold comparison is an estimate of the data, and is used to mul ti-
ply the phase error signal generated in the quadrature channel . For
bi-phase operation, only one of the comparators is required. The error
signal s generated in each channel are summed and input to a second-order
filter whose output drives the HCO in the Doppler Wlpeoff module.

2.4.6 Code Tracking Loop

The code tracking loop is a classical early-late configuration in
which timing error signals are generated by di fferencing correlation
measurements taken 1/2 chip early and 1/2 chip late relative to nominal
time. The second-order loop tracks code doppler with zero steady-state
error and is impl emented to provide timing resolution of 1/8 chip.

Figure 10 shows the code tracking algorithm. The hardware correlator
is time shared to generate the early and late correl ation measurements.
The accumulators following the correlator integrate the early and late
val ues independently. These val ues are al so maintained independently
through the fi rmware accumulator stage. The magnitudes of the early cor-
relation and the late correlation are then computed and differenced to
generate the timing error signal . The processing bandwidths vary accordi ng
to the mode of operation as determined by the degree of accumul ation. The
error signal is filtered in a proportional plus integral filter whose
output control s the clock frequency in the timing generator.

2.4.7 GPS Manchester/Bit Sync

In processing the GPS C/A code, it Is necessary to resol ve Manchester
and bit sync prior to demodulation of data. The algori thm shown in Figure
ill s a noncoherent transition detector which performs both these func-
tions. The Inner product of the accumulated data for two successive clock
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Intervals is computed and compared to a threshold. If a transition has
S 

occurred, the Inner product will be negative. If no transition has
occurred, the inner product will be positive. The number of positive and
negative threshold crossings is accumulated over a number of clock Inter-
val s for each of the possible transition locations (5 for Manchester sync
and 4 for bit sync). At the end of the accumulation interval (0.5 second)
the accumulator containing the s allest (most negative) quantity will
correspond to the correct transition point. The algori thm is impl emented
tw ice in success ion, once for Manchester sync and once for bit sync.

2.4.8 Data Transition Tracking Loop

For non-PN coded generic PSK data, it is necessary to track the bit
transition point for efficient demodulation. The data transition tracking
loop shown in Figure 12 performs this function by integrating across a data
bit transition to generate a timi ng error signal and usi ng the transition
detection to determine the di rection of the error.

The output of the hardware accumulator consists of 1/2 bit integra-
tions. These outputs are combined in one case to form an integration
over a full bit and these are compared to a zero threshold. The comparator
outputs are used to determine whether or not a bit transition has occurred.
The 1/2 bIt integrations are al so combined such that the result is an inte-
gration over 1/2 of one bit and 1/2 of the succeeding bit. This resul t is
then delayed by 1/2 bit to align it wi th the transition detector output.
If a transition has occurred, then the mid bit integration results repre-
sent a legitimate error signal and it is gated through to the loop filter.
If a transition has not occurred, the error signal is not valid and is not
gated through to the loop filter. The loop filter is an integral plus
proportional filter which provides the capability to track bit rate doppler
with no steady-state error. Timing resolution to 1/24 bit Is provided.

2.4.9 MSP Data Processing Load 
-

An estimate of the MSP loading for the various algorithms presented 
V

previously was performed and the results are summarized in Table 16. The
number of instructions required for each of the algorithms is given in the
upper left of the table. For GPS, the maximum data rate into the MSP is
4000 sets of 16 words each second. This occurs during acquisition as can
be seen In the table of Figure 7. Thus the allowable processing time for
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5’ each set of 16 words Is 125 msec . For the generic class of PSK waveforms ,
the highest input rate to the MSP is six words per data bit which at the
highest data rate is 230.4 x 10~~ samples per second or equivalently, the

‘ allowable processing time is 26 msec per data bit.

The table shows the processing time required to perform the algorithm
of GPS and for the generic PSK waveforms. In each case the required time
is less than the available time. Note that for all functions, several
algorithms must be performed simul taneously. -

2.5 Performance Analysis

The fol lowi ng analyses were performed to aid In selecti ng design
parameters for the SAM terminal and to provide an estimate of the level of

performance to be expected from the terminal . In most cases , a summary of
the results is presented here and the detaIled analyses are presented

as appendices.

2.5.1 DIgital Modulation Distortion of MSK Signals
V 

The modulator proposed for the SAM terminal is a digital modulator In
which in-phase and quadrature components of the signal are digitally syn-
thesized and subsequently converted to analog form. It is of interest,
therefore, to know what the effect of sample rate and filtering is on the
waveform di stortion, which can be considered transmitted noise. Figure 13a
shows the set-up of the probl em. The MSK waveform, represented by
in-phase and quadrature components, consists of half-sine waves. The -
sampl ed waveform consi sts of a staircase function which approximates the
sine shape. The staircase function is then filtered in a lowpass filter
and the parameter of interest is the error between the fil tered waveform
and the Ideal sine wave. Mean square error was selected as the cri terion
of di stortion. It Is al so possible to define, a signal -to-noise ratio as
shown In Figure 13b.

The mean square error and signal-to-noise ratio were computed for a
var iety of f ilter types and sample rates. The results are summari zed in
Figure 14. The dashed lines Indicate the effect of minimizing the mean
square error through the choice of the parameter t shown In Figure 13a. As
can be seen, a signal-to—noise as high as 27 dB can be obtained by using a
3-pole Butterworth filter at a sample rate of 5 samples per pul se. Al so
shown in Figure 14 for comparison are the results if no filter is used. To
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obtain the same signal to noi se ratio, a sample rate as high as 40 samples
per pulse must be used. ’ The analysis shown here Is presented in detail in
Appendices A and B.

2.5.2 Quantization and Ditheri flg

The SAM terminal is dependent on digital signal processing to provide
the required flexibility to adapt to different waveform processing require-
ments. As such, considerabl e effort was spent on analyzing the effects of
amplitude quantization on the receiver performance. In addition, the
technique of addi ng dither to enhance performance was al so investigated.
Figure 15 summarizes the approach to the problem. We are interested in
comparing the performance of the digItal processor , in particular the
digital correlator, to an ideal analog’ correlator. The cri terion of per-
formance is signal-to-noise ratio; defined as the ratio of the square of
the mean to the mean square val ue at the output of the correlator. Two
situations are of general interest, one In whi ch Gauss ian noi se Is the
predominant form of di sturbance, and the second in which CW interference is
predominant. The effects of dither addition are indicated.

Figure 16 shows the model used for this analysis. It is a non- -

coherent M-ary digital demodulator. The received signal is converted to
in-phase and quadrature channel s and filtered to remove double frequency
terms. The dither waveform Is then added at this point and the signal s are
sampled and quantized. The quantized samples are then correlated against
the reference sequence in a digital correlator , whose output is 9ropor-
tional to the number of agreements between the received sequence and the
reference sequence. The correlator outputs are then squared and added to
form the decision variable. We are Interested in the signal-to-noise ratio
at the output of the correl ators. Parameters of interest are the quantizer
threshold setti ngs relative to the input level , and the number of level s of
quantization.

Two basic types of memoryless quantizers were examined. Figure 17
shows the transfer characteristic for a hardlimiti ng quantizer having an
even number, 26, of output levels. This type of quantizer is characterized
by an output step at the zero level input. Figure 18 shows a deadzone
quantizer which is characterized by zero output for inputs in a deadzone
region around zero. This quantizer has an odd number, 26-1, of levels.
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5. -

• PURPOSE
DETERMINE THE EFFECTS OF AMPLITUDE QUANTIZATION AND
ADDITION OF A DITHER WAVEFORM TO DIGITAL CORRELATION
RECEIVER PERFORMANCE

• METHOD
EVALUATE QUANTIZATION LOSS FACTOR. 1. FOR DIFFERENT
QUANTIZE R CHARACTERISTICS AND INPUT NOISE CONDITIONS

SNR
L~~ 

q -

— 
SNR 0

WHERE SNRq = OUTPUT SNR FOR QUANTIZING RECEIVER
SNR Q = OUTPUT SNR FOR LINEAR MATCHED FILTERING

EVALUATE EFFECTS OF ADDITION OF A DITHER WAVEFORM TO
A/D INPUT - -

• RESULTS PRESENTED
QUANTIZATION EFFECTS WITH WHITE GAUSSIAN NOISE
QUANTIZATION EFFECTS WITH NARROWBAND INTERFERENCE
EFFECTS OF DITHER ADDITION

Figure 15. Quanti zation and Dithering
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Figure 16. Non—Coherent M—ary Digital Processing Demulator
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An analysis was performed to determine the loss In signal to noise
ratio due to quantization as a function of the number of quantization
levels. The resul ts for Gaussian noise are shown In Figure 19. The loss
ranges from approximately 2 dB for a two—level hardlimiti ng quantizer (1
bit) , down to less than- 0.2 dB for a 15 level deadzone quantizer (4 bits).
It was determined from these resul ts that a 4 level quanti zer presented the
best tradeoff of performance (0.7 dB loss) versus complexity.

A general four level quantizer characteristic is shown in Figure 20.
The maximum output val ues are normalized at +1 and the intermediate val ues
are +k. The input thresholds are at +q. It is of interest to know the
optimum va luesifo r k and q. Figure 21 Is a plot of the loss factor L as a
function of the threshol d val ue q for various val ues of k. The optimum
val ue for k appears to be k = 1/3 wi th a corresponding threshold setting of
q = where N is the noise power at the input- to the quantizer. Note,
however , that the curve for k = 1/3 di splays a rather broad maximum , allow-
ing for errors in the threshold setting. These results indicate the neces-
sity for some form of gain control to maintain the threshold level s at the
proper point. The resul ts for k = I correspond to a hardlimi ting two level
quantizer and those for k = 0 correspond to a three level deadzone quanti-

V 

zer. For the deadzone quantizer, as the threshold increases, the loss
Increases since threshold crossings caused by the signal decrease. In
effect, the signal is suppressed. For hardlimlting quantizers, however,
increasing the threshold results in the quantizer degenerating to a two—
level hardl imiti ng quantizer.

The loss factor L was al so computed for CW interference and the
results are shown in Figure 22. The resul ts differ significantly from the
Gaussian noise case. For certain threshold - settings, the digital corre-
lator provides better performance than the analog correlator CL > 1). This
is not inconsistent wi th theory since the anal og correl ator is only optimum
for Gaussian noise interference. The threshold setting, however, is fairly
critical . As can be seen, there is a sharp drop in performance if the
threshold is set higher than the RMS level of the interference. This is
true because at this point the signal (which is assumed to be much smaller
than the interference) can no longer cause a threshold crossing and the 4
level quantizer degenerates to a 2 level quantizer. To allow for gain
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control errors, the threshold can be set at approximately q = 0.8~i~ which
provides reasonabl e performance in Gaussian noise or CW interference.

The reason CW interference is so effecti ve in a digital correlator is
that for small signal - to—noi se ratio and certain choices of interference
amplitude, the sum of signal pl us Interference will with high probability
fall between the threshol ds wi th the quantizer output being independent of
the signal polarity. Thus , the signal is completely suppressed. The
addi tion of ditheri ng to the signal prevents this “capture’1 effect. By
adding noise to the signal , the probability that the sum of signal pl us
interference plus dither will fal l close to a quanti zer threshold such that
the signal polari ty will determine the quantizers output level is
increased. This effect results if the dither ampl itude and di stribution
are sel ected appropriately. Figure 23 shows the effect of adding triangle
dither where the peak-to-peak dither amplitude is equal to the quantizer
step size. It is assumed that the dither frequency is much higher than the
data rate so that sufficient averaging occurs over a data bit interval .
The loss in signal —to—noise ratio relative to an ideal correlation is N
plotted versus the ratio of interference amplitude to quantizer step size.
Aga in , a requirement for some form of gain control is indicated to maintain
the interference ampl itude somewhere between 0.58 and 1.58 for best per-
fonnance (2 bit quantize,). If the interference amplitude falls below
0.5.8, then the quantlzer noise , proportional to ~2, Is large compared to
the j ameer power and hence the SNR is significantly affected. For larger : 

-

values of M, however, the degradation is not significant since~~
2 is small

compared to jamer. As the ratio of AJ to W increases, there is a point at
which performance again degrades because the A/D converter saturates. The
point of saturation is a function of the number of quantization levels. A
significant resul t, however , is that wi th proper AGC, loss in CW inter-
ference is independent of the number of quantization levels.

Figure 24 suimsarizes the resul ts of the A/D analysis. The detailed
analysis is contained in Appendix C.

2.5.3 Carrier Acqui sition and Tracking - Frequency
Locked Loop versus Phase-Locked Loop

A frequency locked loop and phase-locked loop were compared in terms V

4 of frequency acquisition time and RMS frequency tracking error. Figure 25
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• QUANTIZATION AND GAUSSIAN NOISE -

1 BIT QUANTIZER — 1.96dB LOSS
2 BIT QUANTIZER — 0.74 dB LOSS V

3 BIT QUANTIZER —
S 024 dB LOSS - V

• 2 BIT HARDLIMITING (4 LEVEL) QUANTIZER GIVES GOOD PERFORMANCE
IN COMBINED GAUSSIAN NOISE PLUS NARROWBAND INTERFERENCE

• A LOW FREQUENCY DITHER WAVEFORM REDUCES THE PROBABILITY
OF COMPLETE SIGNAL CAPTURE BY A TONE INTERFERER

• A SAWTOOTH DITHER SHOULD BE USED WITH A DITHER PEAK TO
JAMMER PEAK AMPLITUDE RATIO ~ i.4

• AGC IS NECESSARY TO PROPERLY LOA D THE AID. AGC ACCURACY WITHIN
1 dB IS SUFFICIENT

• LOSS IN CW INTERFERENCE WITH DITHERING IS INDEPENDENT OF THE
NUMBER OF LEVELS OF QUANTIZAT ION WITH PROPER AGC

Figure 24. Results
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• COMPARE PERFORMANCE OF FLL AND PLL IN TERMS OF
- ACQUISITION TIME AND RMS FRE QUENCY ERROR

• DETERMINE DESIGN GUIDELINES FOR BOTH SYSTEMS

• METHOD

1. CHOOSE LOOP BANDWIDTH SO AS TO OPTIMIZE TRADEOFF
BETWEEN DYNAMIC TRACKI NG ERROR AND RMS ERROR
DUE TO NOISE

FLL: DYNAMIC FREQ ERROR = 6LP
PLL: DYNAMIC PHASE ERROR = a

0 
— 8LP

2. DETERMINE 
~
1F AT THIS LOOP BANDWIDTH

a DETERMINE ACQUISITION TIMES FOR FREQ STEP INPUT
FLL: TACO ~~TIME FOR At TO DECAY TO Af0
PLL: TACQ ~ DURATION OF CYCLE SLIPPING TO

REDUCE At TO At0

Figure 25. Carrier Acquisition and Tracking Frequency -

Locked Loop vs Phased-Locked Loop

shows the general method used in the analysts. First, the loop bandwidth V

was selected so as to optimize the tradeoff between error due to signal
dynamics and error due to noise. Then the resul ting tracking errors were
compared as a function of carrier-to-noise density ratio. The acquisition
times for a frequency step input were al so computed where acquisiti on time
is defined to be the time required for the frequency error to decay to a
preselected l evel .

Figure 26 shows the configuration of the loops under consideration,
one being a standard Costas phase-locked loop and the other being a fre-
quency locked loop wi th an I-Q discrimi nator. Both loops have nearly
ident ical conf igura tions , the only difference being that the error signal
generated in the I-Q mul tiplier of the Costas loop is proportional to phase
offset and the error signal in the frequency locked loop is proportional to
frequency. The frequency discriminator can take several forms and these
are di scussed and analyzed in Appendix D. As indicated in the earl ier
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Figure 26. Tracking Loop Con figura tions

discussion on al gorithms, the frequency di scriminator will be formed by
differencing the outputs of two filters offset in frequency resul ting from
a DTF processing of the input I-Q values.

A detailed analysis of the two types of loops is given in Appendix E.
The key results are sunmiarized here. Table 17 compares the tracking capa-
bility of the FLL versus the PLL. The steady-state error for the FLL is
frequency error and phase error for the PLL. As the table indicates, for
ideal filters, a PLL wi l l provide the same tracking capability as a FLL
having higher order. For example, a second-order PLL will track doppler
accelera tion , but a third—order FLL is necessary for the same signal
dynamics.

Figure 27 is a pl ot of the hboptimizedN loop bandwidth versus carrier-
to-noise density ratio for the FLL. The cri terion of optimality is the sum
of the error variance due to noi se and the error variance due to signal
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TABLE 17. EFFECTS OF SIGNAL DYNAMICS FLL VS PLL

HIGHEST ORDER LOOP LOOP STEADY STATE
EFFECT FILTER ORDER ERROR

FLL PLL FLL PLL

DOPPLER OFFSET 
• 

S+A 1 1 0 - CONSTANT
S -

DOPPLER OFFSET 
~~~ 

S+A 2 0 - 0
s 

V

DOPPLER-RATE S+A 1 1 CONSTANT INCREASING
S

DOPPLER RATE 
~~~~ 

2 0 CONSTANT
S2 S 

V

DOPPLER ACCELERATION ~~~~ 2 CONSTANT INCREASING
s

DOPPL ER ACCE LERAT ION i~~~. 
S~A 3 0 CONSTANT

s3 s2

- 150 Hz/SEC
SNRL >10 dB -160 Hz/SEC
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BANDWIDTH ,f/ J~— >6 dB V

2B, (Hz) ,, ‘4oBw c
- ~~f >5dB

ow
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: — 160 Hz/SEC

• lOO Hz/SEC
• —

~.
,----

~ 
-50 Hz/SEC

• Bw SOO Hl

0.1 I I I I I I
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(C/NO) dR-Hz

Figure 27. FLL Optimi zed Loop Bandwidth vs C/N0
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dynamics. The noise error variance increases as the loop error variance
increases but the dynamic error variance decreases with increasing loop
bandwIdth. Thus there is an optimum choice of bandwidth. Two families of

‘V 
curves are shown as di stingui shed by different discriminator input band-
widths B

~
. Wi thin each family, the curves are parameterized by doppler

rate 
~~ 

For larger input bandwidths, the loop bandwidths must be smaller
since the di scriminator output signal-to-noise ratio is degraded. As the
carrier— to-noise density ratio increases, the optimum loop bandwidth
increases since noise is reduced. A similar situation holds as the doppler
rate is increased. Note that for both families of curves, the loop signal-
to-noise ratio Is greater than 10 dB.

Figure 28 shows a similar set of curves for the Costas second—order
loop. The same characteristics hold true here as in the previous case. In
genera l , only those portions of the curves to the right of the line indi-
cating the 10 dB loop signal-to-noi se ratio are valid since 1oop behavior
becomes nonl inear at some point below this. Figure 29 shows similar curves
assuming third-order loops except that the curves are parameterized by
doppler acceleration rather than doppler rate.

The RMS frequency errors for the second and third-order Costas loop
and frequency locked loop are shown in Figures 30 and 31 assuming the
optimum bandwidth is used at each point. In general, the FLL output per-
forms the PLL at high carrier-to-noise density ratios. The third order
loop appears to have somewhat better performance than the second-order
loop. An RMS frequency error Of less than 1 Hz is achievable for
C/N0 > 30 dB.

A key reason for considering the FLL is -its improved performance
relative to the Costas loop in acquisiti on time. Figure 32 shows a plot of
acquisition time as a function of loop bandwidth for the FLL and PLL for
different frequency offsets. For the PLL, two cases are considered, one in
which the PLL is swept in frequency, and the other in which the PLL is
al lowed to acquire naturally. In almost all cases, the FLL provides faster
acquisition times for the same loop bandwidth. The di fference becomes
increasingly larger as the loop bandwidth is made much smaller than the
frequency offset.
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Figure 33 lists some general conclusions which can be drawn from this
analysis. At high sIgnal-to- noise ratios , the FLL exhibits superior per-
formance. In general however , the PLL is to be preferred except for acqui-
sition and tracking during extended range jerk conditions. Therefore , it
appears that the FLL should be used for acquisi tion and the PLL for track- -

-I ng. If loss of lock is indicated In the tracking mode, then the FLI
should be reactivated. This operati ng philosophy is indicated in the
signal processing algori thms described earlier. -

2.5.4 Phase Tracking Loop Co.parisor~s

Several configurations for phase tracki ng loops were analyzed and com-
pared In terms of phase tracking performance. There were the Costas loop,

I-Q loop and the decision feedback ioop. Figure 34 shows the Costas loop
and decision feedback loop. The I-Q loop is Identical to the Costas loop
except that the lowpass filters ir~ the quadrature channel s are replaced by
integrate and dump filters. The I—Q loop therefore requires an estimate of
bit timing. The decisi on feedback loop differs from the Costas loop in
that a decision is made on the received data and this decision is used to
determine the polarity of the error signal generated in the quadrature
channel . In the Costas loop, a hard decision is not made, and instead a
ss soft ul estimate of the modulation is used to modulate the error signal .

Figure 35 compares the phase tracking performance of the various loop
as a function of signal-to—noise ratio. The curve marked PLL Is the per-
fo nnance of an ideal phase-locked loop tracking an unmodulated carrier and
therefore represents a lower bound on loop performance. In all cases, loop
bandwidth is normalized at 1/10 the data rate. The family of curves for
the Costas loop is parameterized by the cutoff frequency a-f the lowpass
filters in the quadrature arms, assuming a simple RC configuration. As can
be seen, cutoff frequencies ranging from I to 3 times the data rate result
in approximately equivalent performances.

The curves show that both the decision feedback loop and the I-Q loop
offer better performance than the Costas loop. At higher signal-to-noise
ratios, performance is nearly equal to the ideal PLL. At lower signal-to-

V 

noise ratios the decision feedback loop degrades quickly due to the errors
being made in the modulation estimate . However , over the range of Inter-
eat, the decision feedback loop is the preferred approach, not only because
of performance , but because of ease of implementation. 
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- > 10 (MAXIMUM FREG UNCERTAINTY , Hz) THE FLL

PROVIDES SUPERIOR PERFORMANCE BOTH IN TERMS OF TRACKING
ABILITY AND ACOIHSITION PERFORMANCE

• FOR ~~~~
- <10 (MAXIMUM FREQ UNCERTAINTY, Hz ) THE DUAL

BANDWIDTH PLI IS SUPERIOR

• FOR A COHERENT SYSTEM OPERATING OVER A WIDE RANGE OFS - DOPPLER AND INPUT NOISE CONDITIONS A DUAL BANDWIDTH,
SWEPT VCO PLL PROVIDES BETTER OVERALL PERFORMANCE THAN
A FIL AIDED SYSTEM

• FOR A NONCOHERENT SYSTEM A FIL WOULD BE SUFFICIENT AND
DESIRABLE IN TERMS OF SIMPL.IC~TY

• FOR ACQUISITION DURING EXTENDED RANGE JERK CONDITIONS
A FLL SHOULD BE USED

Figure 33. Conclusions
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‘V The difference between the loop configurations become more apparent
when they are modified to track signal s which are quad—phase modulated.
Figure 36 shows the 4-phase Costas loop. Four downconverters and filters
are required along with a mul tipl ier capable of handl ing four inputs.
Figure 37 shows the 4-phase decision feedback loop. Note that the increase
in complexity over a bi-phase loop is minimal . Basically, an additional
modul ation estimator and bi nary multiplier are required. The modulation
estimator is simply an integrate and dump function followed by a threshold
comparator. The additional downconversions are required. In terms of
performance , the decision feedback loop exhibi ts superior performance over
the other configurations as indicated in Figure 38.

2.5.5 Noncoherent Delay Locked Loop

The noncoherent delay locked loop shown in Figure 39 provides tracking
of the PN code timi ng variations. The error signal is formed by taking
the di fference in magnitude between a 1/2 chip early correlation and a 1/2
chip late correlation. The error signal is filtered in the loop filter and
the result controls the clock which drives the reference code generator.

Selection of the loop bandwidth for the delay locked loop i nvolves
considerations similar to those used in phase-locked loop analysis. The
error due to signal dynamics is inversely proportional to loop bandwidth.
The tracking error due to noise is directly proportional to the square root
of loop bandwidth. An ~‘optimum~ bandwidth can be determined by setting the
dynamic error equal to the RMS error due to noise. The result is shown in
Figure 40 where loop bandwidth is plotted versus carrier-to-noise density
ratio. The curves are parametrized by k, the code doppler. Using these
bandwi dths, the RMS tracki ng error , a, (or dynamic error, € ) can be calcu-
lated and is shown in Figure 41. The error is normalized to the chip
length, A. An acceptable level of performance is achieved when the RMS
error is less than 1/10 of a chip.

2.5.6 Al gorithm Performance Simulati on

The frequency and phase tracking algorithms described previously were
simulated In order to demonstrate their validi ty and assess their perfor-
mance. Some examples of the resul ts obtained are shown in the follow ing
figures.
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Figures 42 and 43 show the frequency and phase tracking capability of
the second-order FLL and Pit at high signal-to-noi se ratio ( C/N0 = 80
dB-Hz). The mode notations at the bottom of the figures refer to the modes
identif led In the description of the algoritlin. In mode 1, the FLL is
operated wi th a wide loop bandwidth for fast acquisition. In mode 2 the
bandwidth is reduced and in mode 3 both the FLL and PLL are operati ng
simul taneously. The Input signal has an initial frequency offset of 500 Hz
wi th a frequency ramp of 100 Hz/sec and a frequency jerk of 50 Hz/sec 2.

Figures 44 and 45 show the simulation resul ts at a lower signal-to—
noise rati o (C /N0 = 30 dB - Hz). Again the identical frequency offset is
500 Hz wi th a frequency ramp of 100 Hz/sec . As expected, the tracking
accuracy is degraded, but the loops are capable of maintaining lock. The
bit error rate was measured during mode 3 and found to be less than 1O 3.

- 

Figures 46 and 47 show the same curves except that the input signal dynam-
ics incl uded a frequency jerk component of 50 Hz/sec2. Agai n the loops

maintained lock and the measured bit error rate was less than 10~~.

The purpose of this simul ation effort was to validate the tracking
algorithns and to examine the feasibility of operati ng the loops wi th
vari able bandwidths. It was al so of Interest to know the effect of oper-
ating both a FLL and PLL simul taneously. The proposed concepts appear

f workab le based on the simul ation resul ts and provide the expected capa-
bility. For example , the second-order PLL was capable of tracki ng a fre-
quency jerk when aided by a FLL. Theoretically, the second-order PLL alone
cannot track a frequency jerk . The loop parameters were not necessarily
optimized for these simulations so that some variations in the actual loop
performance are to be expected. However , the gross capabilities should be
as depicted here.
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SECTION III
SYSTEM DESIGN AND DEVELOPMENT

3.1 Introduction

The architecture of the SAM terminal is designed for flexibility and
functional coninonality in acconinodating a variety of waveform processing
requirements. Modular and connnon functions are emphasized especially in
modem (modulator/demodulator) as RE front-ends are similar and digital

computers at the other side are definitely general purpose. The more
coninon functi ons imbedded in different terminal s, such as GPS and JTIDS,
the lower the acquisition costs through reduced design and development and
a lower life cycle cost should result as fewer spares are necessary.

Inherent flexibility in ,dleeti ng the different terminal requirements is
a function of the degree digi tal processing is used. Digital processing
offers the disti nct advantages of being very stable and capabl e of being
programed, generally through firmware, to handle di fferent waveform
formats and data rates. A major element here is the use of a high-speed
bipolar microprocessor based on the AMD 2901A central processing unit (CPU )
chip. Its function encompasses most of the digital signal processing
algorithms for acquisition , tracking and data demodulation. The
micro~r~cessor or the micro-signal-processor (MSP ) has the advantage of
versatility and ease of modification through fi rmware reprogranini ng. The
MSP is very effective when processing mul tiple algorithms simul taneously as
a central ized unit. Less hardware is required than if each algori thm had a
dedicated processor.

In general , the SAM architecture was chosen to be compatible wi th a
general class of waveforms; as such it was not tailored to any specific
waveform structure or parameter. The generic PSK, GPS and JTIDS waveforms
were considered representative of the general class of spread-spectrum
waveforms, either of the direct-sequence or frequency hop/PN type. The
terminal partitioning, spanni ng the above wave forms, into modules was based
on functional characteristics rather than a physical basis. The modules,
as defined, are a complete signal processing function and are capable of
bei ng used in a variety of different situations. Many modules are
identi f led as being coninon functions within practically all spread-spectrum
modems, thereby enhanci ng their use.

2
88

I



3.2 SAM Modules Detailed Descriptions

The SAM terminal , herein label ed SAM modem, has been partitioned into
eleven modules and a test set. The eleven modules represents six standard

or common modules , and five waveform unique modules. Commonality is
bas ical ly a compromi se between special purpose and general purpose
process ing and, due to constraints such as iterative high data rates or
spec ial ized functions such as PH sequences , unique modules are required.
Refer to Figure 48. All of the modem modul es and the three letter
designators are listed Th Table 18.

The modem interface is at a standard 70 MHz IF. The modul ator (MOD)
performs quadri-phase modulation of the 70 MHz intermediate frequency with
in-phase and quadrature digital data inputs. The digital data is generated
in the modem adapter (MAD). The input data is then combined with a PH code
prior to being mixed with the quadrature frequencies. The PN code is
provided by the transmit PH generator (TPN) which can be synthronized with
the receive PN generator (GPN). A separate frequency generator is provided
for the modulator for test purposes such as P~1 and 70 MHz offsets.

The simulated received 70 MHz IF signal at the demodulator, is first
processed in the IF ampl ifier (IFA) which provides gain , gain control , and
bandlimi ting of the signal . The next function , the quadrature A-to-D
converter (ADC ), downconverters the I and Q baseband components. The signals
are then sampled and quantized to two bits in the ADC. The IFA AGC control
signa l is derived from the signal energy of the I and Q channels. The down-
convers ion local osc illator, the doppler wipe-off (DWO) module , is a coninand-
able digital frequency synthesizer. The synthesizer allows frequency coarse-
tuning or frequency and phase tracking, and is controlled by the micro-signal-
processor (MSP). The MSP generates the control signals (phase error) as an
output from the firmware tracking algorithms .

The quantized signals are then processed by the digital correlator
module (COR ) which operates as a matched filter . The number of correlator
modules required depends on the specific application such as GPS requiring
four modules. The COR module uses a cascadable bipolar LSI 32-bit digita’
correlator chip that has a digital output. The clock rate is in excess of
100 Msps while dissipating 400 to 500 mw and uses a 16-PIN DIP integrated
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TABLE 18. SAM/EM MODULE DESIGNATORS

IF AMPLIFIER IFA*
A TO D CONVERTER ADC*

DOPPLER WIPE-OFF DWO

CORRELATOR COR*

CODE GENERATOR(GPS) GPN

CONTROLLER CTR

FREQUENCY GENERATOR FGN*

SPECIAL PURPOSE PROCESSOR SPP

MICROSIGNAL-PROCESSOR MSP*

MODULATOR MOD*

CODE GENERATOR TPN

MODEM ADA PTER MAD
*STANDARD MODULES
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r
circuit package. External to the LSI chip is input gating to allow I-Q
swi tching for 1JTIDS MSK applicati ons. A code generator provides a PN data
reference for the auto-correlation. This code generator is configured as a
GPS generator (GPN), and is not a standard module as most are customized to
the waveform. The controller (CTR) provides all the specialized -clocks and
timi ng required for the ADC, COR, GPN and the special purpose processor.
Addi~ ional1y , mode changes are al so switched in the CTR, and are generated
by the MSP. A frequency generator (FGN), identical to the modulator FGN,
creates all the clock sources required by the demodulator from a 100 MHz
oscillator. A VCO submodule in the FGN is changed to provide a slightly
different set of demodulator frequencies.

The special purpose processor (SPP) module translates and buffers the
COR output for the MSP input. Its function is to lower the COR output data
rate by accumulati ng and threshold/comparing the data to a rate more
compatible with the MSP processing capabiliti es. The COR outputs are in
the ranges of 10 to 20 14 samples/second. The SPP can al so include
special ized functions such as AGC multiplications and, at times, doppler

wi pe-off where high rate processing is required ( greater than 5 M instruc-
tions per second) and functi ons are iterated such as mul tiply accumulate
continuously. The desired/expected data rate into the MSP is in the range
of 250 K words/seconds to 500 K words/second as a function of the
al gori thms required to be processed simul taneously. The SPP are unique
modules and are anticipated to be different for each application .

The MSP (micro-signal-processor) is a core element in providing max-
imum flexibility and adaptability in the modem. By performing many of the
signal processing functions In firmware, a standard module design can be
programed for a variety of tasks that conventionally would require a lot
of special purpose hardware. Di fferent programs would generally require
only a simple read-only memory CR014) integrated circuit substi tution wi th
no other hardware changes or modifications. The MSP is a bipolar micro-
processor configured as a firmware controll able pipel ine architecture oper-
ating up to 25 14 instructions per second. The MSP mechanizes the acquisi-
tion, tracking and demodulation algori thms as well as some of the control
functions of the modem. The MSP also interfaces with the modem adapter, a

- .- test set.
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The modem adapter (MAD) is the operator s console for the MSP In
additi on to providing a data source for the modulator. As an MSP opera-
tor’s console, the lISP control program containing the microinstructions can
be either manually inserted through switches or loaded through a previously
programed EAROM (electrically-al terable RON). An address and data displ ay
Is also part of the console. The EAROM interface is compatible with most
8-bit MOS microprocessor development systems al though Input/output soft
ware drivers need to be developed.

A pictorial of the modem Is illustrated in Figure 49a. The modul ator
is shown in Figure 49b as card RF enclosures mounted on small rectangular
test fixtures. The high frequency or RF cards In the demodulator also use
the same packaging. Printed circuit cards are part of the RF card
packaging. The rest of the demodulator, SPP, CTR, GPN and CUR, and MSP

each have their own carousel test fixtures. The digital cards are mounted
perpendicul ar to a cylinder test fixture as shown in Figure 49c containing

the inter-card wiring as well as the input/output. The goal was to
min imize inter-card lead lengths and the use of card extenders. At the

frequencies of operation, 20 14Hz to 100 MHz, stray capcitances can have a
major Impact. There was sufficient open area for debugging and probing.

The moaem adapter was a standard wire-wrap card chassis and
panel.

3.3 SAM PACKAGING

The SAIl packaging for a modem began by developing a criteria for
functional partitioning. This is part of the basic task flow which
generated the selected SAM card definition , and is depicted in Figure 50.
The requirements for the modem were rev iewed and an architecture
synthesized. The multi-wave form architecture was then evaluated for
functional modularity. The waveforms considered were GPS, JTIDS and
generic PSK modul ation. Considerations such as adaptability and shared
processing to minimi ze hardware resulted in the selection of digital signal
processing and high-speed microprocessing. The latter not only allowed

processing but is programable within a broad class of applications.
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The system characterization task then took the modem architecture and

— 
determined the associated perfo rmance and hardware/softwa re parameters.
The intent was to defi ne all the pre-determi ned functi ons in terms of
hardware complexity and real-time firmware operation. A basic concern was
matching technology to the required data processing. The AIR enclosure
design placed an upper constraint on total power dissipation and so was
rel ated to technology.

The card design used the system hardware information to select a card
configuration that had high integrated circuit densities and large number

of signal interconnections for digital processors (both special purpose and
microprocessors), and had the capability to accommodate relatively high

power dissipati ons from digital memory and correlator arrays, and
high-speed timi ng and control logic. Modulari ty by card per function was
another requirement. This would enhance hardware flexibility when using
common modules wi thin universal terminal applicati ons where capability
spans minimum to maximum configurations. Other factors in card design
included card producibility such as minimi zing the number of circuit

interconnect layers , and the card economics. The estimated card component
costs through assembly and test, and the card total reliability in terms of
failure rates impacted maintainability and ultimately the deployed costs.
The emphasis herein was primarily in terms of technical feasibility wi th
further analysis required to completely bound the modem life-cycl e costs.

A basis for card design compari son was the proposed AFAL ATR card
standards. A one-half AIR card was selected that met all the requirements
for modulari ty by function and hardware partitioning, and the minimum parts
densi ty necessary for low cost complete cards and low power dissipations.
A comparative card listi ng is shown in Table 19. Major differences between

the proposed AFAL card and the SAM card are in the max imum power

dissipation , only- 15 watts in the SAM card, and the 144 signal pins used in
the SAM card. A thermal analysis based on projected integrated circuits
used, the MIL-E-5400 specification , and the assumed airflow within the
one-half AIR enclosure , showed that 15 watts was the card ’ s thermal design
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TABLE 19. SAM MODEM PACKAGING TRADEOFFS

PROPOSED
AFAL STANDARD TRW SAIlS

ENCLOSURE SIZE 
- 

7.62 X 4.88 7.62 X 4.88

POWER CAPABILITY 30 WATTS MAX 15 WATTS MAX

THERMAL MANAGEMENT AIR COOLED AIR COOLED

PARTS DENSITY 30 DIPS 25 DIPS
14 LEAD 16 LEAD

CONNECTOR TYPE NAFI NAF I

NUMBER TACTICAL PINS 100 MAX 144 MAX

PIN SPACING 0.1” 0.1”

CONTACT KEYING YES YES
TEST CONNECTOR YES YES

NUMBER OF TEST POINTS 50 60

MODULE SPACING 0.50 0.5”

S

I

.
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limit. The 144 pIns, along the long side of the card (7.6 inch side), is
necessary for many digital processors and especially high-performance
parallel and/or pipel ine microprocessors. Internal data buses of 16 bits
parallel or wider, with as many as 8 operating simul taneously (require 128
pins) makes greater than 100 pins a requirement.

Table 20 is a summary of the typical SAM one—half ATR card. Note the

caro densities can be as many as 40 16-pin dual-in-line integrated circuits

and the card design includes both standard printed circuit board and
stitch-wire board construction. The latter is for cost-effective low

volume production such as prototypes. An assembly drawing of the card is
illustrated in Figure 51. A 25-Integrated circuit layout allowing for
di scretes and de-coupling capacitors is shown in Figure 52.

A projected single channel GPS receive! was configured using the
one-half AIR cards and the partitioned functions based on digital
processing. All functions except the RF front end will be described In the
next section. The estimated size is a one-half AIR long enclosure and the
power dissipation Is in the order of 175 watts (Table 21). The micro-
signal-processor is assumed to be capable of handling the navigation
computations. Any command and control displays are external to the ATR
enclosure. Figure 53 is an artist’s conception of the GPS receiver illustrat-
ing the SAM one-half ATR cards with the connector on the long side . The
air plenum chambers on the top and bottom with the motherboard on the
opposite side from the cover plate.
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- TABLE 21. POTENTIAL GPS SINGLE CHANNEL RECEIVER

FUNCTIONS CARDS MODULES

RF FRONT END 2 *

IF AMPLIFIER 1

QUAD A/D CONVERTER 1

CORRELATOR 2

CODE GENERATOR DESPREADER 3 *

CONTROLLER 1

SPECIAL PURPOSE PROCESSOR 4

MICRO-SIGNAL-PROCESSOR 8

FREQUENCY GENERATOR 2

t POWER SUPPLY *
OSCILLATOR 

— 
1 *

20 6

ESTIMATED CHARACTERISTICS

26 CARDS/MODULES

ONE-HALF ATR LONG (19”) ENCLOSURE

NON-MODULE IC COUNT - 485

POWER DISSIPATION - 175 WATTS WITH 75% POWER SUPPLY EFFICIENCY
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3.4 Module Functional Descriptions

3.4.1 IF Amplifier Module

The IF ampl ifier specified in Figure 54a and shown in Figure 54b processes
the 70 MHz input signal and supplies a filtered and normalized signal to the
quadrature A/D converter. The specified input signal to this -module is not only
low level , but also has a large dynamic range (-120 to -50 dBm). Therefore sig-
nificant processing gain is required for signal amplification and a tracking of
automatic gain control (AGC) is also needed to prevent saturation of the ampl i-
fier stages and signal distortion and to provide proper loading for the A/D
converters.

Four amplifier stages are utilized to realize a maximum gain of 80 dB,
and the first three of these are gain controlled by an analog signal sup-
pl ied from the A/D converter. (Refer to Figure 55). This analog signal
is the buffered output of an ampl i tude detector in the A/D conver ter ,
so the gain of the three stages is adjusted to normalize the signal
level at the A/D conver ter. Over 100 dB of gain control range is provided
by the IF ampl ifier to suppress changes in signal level . A plug-in band-
pass filter as shown pictorially in Figure 56 provides selectivity to
signals passing through the module. The bandwidth is selected to match
the signal spectrum. Bandwidths as 1-ow as a few tens of kilokertz (crystal
filters) up to 20 MHz (lumped constant filters) can be accommodated.

3.4.2 Quadrature A/D Converter

The Quadrature A/D Converter (Figure 57) converts the filtered 70 MHz
s ignal from the IF amplifier into baseband in-phase and quadra ture channel s
and digitizes the resulting signals. The 70 MHz signal is power split and

• - - 
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Figure 54b. IF Amplifier Module
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downconverted to baseband using quadrature 70 MHz 1.0.5 which are derived
from the Doppler Wipeoff module. The resulting -tn—phase and quadrature
signals are filtered to remove the double frequency term and buffered to
drive the A/D converters. Each channel contains a soft limiter , wh ich
saturates on large Inputs to prevent the A/D converter from saturating.
The dither signal is added in just prior to the A/D converter. Al so, prior
to the A/D conver ter, a detection of the total signal power -Is made and a
filtered version is fed back to the IF amplifier for gain control.

3.4.3 
- 

Digital Correl ator
The digital correlator module performs matched filtering of the

received PN coded signal for sync acquisition and data demodulation. Eight
LSI correlator chips each 32 bits in length are provided for the MSB and
LSB of the in-phase and quadrature channels. Correlation of code patterns
longer than 64 bits (as for GPS) are performed through post detecti on
accumulation of successive 64-bit correlations.

A diagram of the correlator is shown In Figure 58. The input multi-
plexer allows the I channel to be cross—connected to the Q channel . Thi s
I s of val ue in si tuations where the I and Q channel resources can be time-
shared. It is al so useful in demodulating the MSK fo rm modula tion , which
is used on JTIDS. The Mod-2 adders prior to the correlators allow the PH
code to be stripped of f , if desired, prior to correlation. Again , this is
necessary for JTIDS processing.

The corre l ator chip s compare the refe rence code to the rece ived code
and generates a di gi tal output proportional to the degree of correl ati on.
These outputs are weighted and summed to form the correlated I and Q out-
puts to the Special Purpose Processor. -

3.4.4 Special Purpose Processor

The Special Purpose Processor (Figure 59) is not a SAIl and must be
designed for each specific application. For the SAIl terminal , which is
targeted for demonstration of GPS and generic PSK processing the Special
Purpose Processor functions primarily as a post detection accumulator.
Correl ation val ues from the correlator module are integrated further in the
Special Purpose Processor to effect a longer correlation than is possible
In the correlator alone. Concurrently the data rate into the MSP is
reduced.
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3.4.5 Controller -

The Controller (CTR) is not a SAM in that it provides all the appl i-
cations unique required timing, clock and control signal for the DWO,

GPN, COR, SPP, and the MSP. The Controller consists of mul tiple clock
countdown logic chains and special control signal s derived from the
master oscillator and special comand signals. Refer to the block dia-
gram and specifi cation in Figure 60.

a 054 4(W) SAMPL.E CLOCk IAOC)

P0 CLOCk

I f
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FIgure 60. Cont roller Block Diagram
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The Special Purpose Processor for the SAM terminal consists of a bank
of 16 word accumulators . The 16 word accumulator is necessary for mechan-
izing the GPS code acquisition algorithm, which essentially searches over
16 t Ime hypotheses simu’taneously.

3.4.6 Micro-Signal Processor Module

The Micro-Signal PrQcessor (MSP) performs code and frequency acquisition, code
tracking, frequency and phase tracking and bit sync. It is based on the JTIDS RSED
microprocessor and is referred to as a “pipeline” microprocessor. The “pipel ine”
results from the interrelationship of the central processing unit and the hardware
multi plier and the separation of the mai n memory into an input/output memory (see
Figure 61a). These central processor elements can then -be serially connected in a
time division multipl ex operation, each simultaneously processing a part of an algo-
rithm. Figure 61b shows the micro-signal-processor module.

The central processing unit performs all the computational and logic
operations . The hardware multiplier is interconnected with the CPU through
the data transfer network , allowing data interchanges for add-multiply
operations in a pipeline mode. Other functions include the input and output
random-access memories for temporary data storage and general working
registers, and the programmable ROM for nonvolatile storage. The control
ROM provides the facility to systematically execute the sequences of
mic ro-Instructions.

Microprocessors are a relatively new but rapidly advancing class of
digital elements. A microprocessor can be a very,small computer-like
module where all basic computer functions (data storage, input/output,
computations , and control) are packaged in a single logic plane or printed
circuit board. Microprocessors have inherent flexibility through a read
only memory containing microprograins, data bus interconnection network, and
functional modularity. Microprocessors, presently considered as the next
generation digital system building block , offer lower cost through time
shared multiple program operation using the same hardware, resulting in
parts reduction and shorter design time .

Microprocessors for signal processing or micro-signal-processors
(lISPs) perform all the post-correlation digital signal processing. This
Includes the functions of acquisition , synchronization , tracking , modulation,
demodulation, encoding, decoding , doppler processing, data routing and
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format ting , and data flow control. The lISP also provides the data interface
control and buffering for the control displays and other processors.

The basic microprocessor design philosophy, given the data processing
requirements , has been to use functional modularity for hardware expansion,
microprogrammed control for flexible orderly control logic, s imul taneous
parallel instruction processing, and high execution rates to minimi ze total
firmware development. Alternately, firmware (software) sophistication has
been traded for straightforward hardware implementation.

Digital Signal Processing Req~i rements

Signal processing algorithms generally require: realtime response,
continuous digital input/output data (as opposed to a burst), simultane-
ously processing multiple algorithms especially for multiple functions and
waveforms , many algorithmic sequences with iterative sums—of-products
(recurs ions ) , and fast basic operations such as multiplication, accumulation
and test and branch. -

Sorting through the aforementioned characteristics indicates that a
signal processor must be flexible and modular enough to meet realtime
throughput rates of spread spectrum processors in the range of 50 to 100
kwps using intradependent computational functions (multiply-add), high
speed internal data transfer networks and user data interface exchanges,
microprogrammable control for maximum flexibility with a processor word
size of 12 to 16 bits per word. In addition, the processor must be modular
by elemen t (memory, CPU) and complete unit as an MSP for multiprocessor
configurations , and meet all applicable MIL-E-5400 requirements. The
lISP meets the given requirements and is selected for the candidate design.
The micro-signal-processor application for the SAM modem is shown in

a 
- 

Figure 62. This is a typical spread spectrum digital receiver architecture.
The MSP functions tabulated cover all the post-correlation data/signal
processing. A micro-signal-processor specification is listed in Figure 63.

3.4.7 Modulator Module

The Modulator block diagram is shown in Figure 64a and performs
quadriphase modulation of the 70 MHz carrier with the in-phase and quadra-
ture digital data inputs . The Modulator module is shown in Figure 64b. The
input data is first combined with the PN code prior to being mixed with the
quadrature carriers. The result Is then summed , amplified and filtered to
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remove out-of-band products . Sufficient amplification is provided to bring
the output level up to 0 dBm.

The mixers are linear AM modulators which would allow the generation
of other forms of modulation where the Input pulse is shaped, as in the
JTIDS MSK modulation. Therefore, the input data pulses are half-sine
shaped rather than square. A modulator specification is given in Figure 65.

3.4.8 PN Generator

The PN Genera tor app roac h sel ec ted for the SAM terminal (F igure 66)
is designed to provide a simulation of the GPS code which can also be used
for the generic PSK class of waveform. For the GPS application a maximal

length 1023 code is used as the C/A code and a maximal length 1023 code is
used as the C/A code and a maximal length 225_l code is used as the P code.
The latter code is also ised for the generic PSK application .

The code generators , GPN and TPN , are capable of GPS operation, and

generates a long code (225_ i) and a short code (210_ i). Data and man-
chester sync are deri ved from the short code epoch. These PN generators
also have code tracking and initializat ion capability . The initialization

mode also allows selectable code preset states. Note that there is no

GPS handover capability - from the P code to the C/A code .

3.4.9 Frequency Generator

The Frequenc y Genera tor prov ides a set of fixed output frequenc ies
which are coherent with a reference input frequency. The generator is
constructed from basic building block submodules as shown in Figure 67a
and specified in Figure 67b. Each submodule uses a VCO in a phase bloc k
configuration. The reference input is first buffered, then divided by a
selectable modulus (M) to form a loop sample frequency. The VCO output
frequency is divided by a selectable modulus (N) and compared with the
loop sample frequency in the phase/frequency detector. The resulting
error signal is filtered by the loop fil ter and fed to the VCO. The VCO
is buffered for multiple outputs. The unique frequency for each appl ica-
tion is realized by programming the proper divider moduli and by inserting
a submodule containing a VCO with the desired frequency coverage and the
proper loop filter components for the correct loop natural frequency.
Because of this flexibility , this module has been designated as a standard
module.
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3.4.10 Doppler Wipeoff Module

The Doppler Wipeoff Module (Figure 68) is a digital direct frequency
synthesizer which generates the 70 MHz L.0. used in the AID Converted
Module to mix the IF signal down to baseband quadrature components. The
input to the module is a 16-bit frequency command word from the lISP which
is integrated in a 24-bit phase accumulator. The accumulator is clocked
at 5 MHz, which provides a frequency resolution of 0.6 Hz. The tuning
range is therefore +0.6 x 215 = +19.7 KHz. The phase accumulator output
addresses a 1024 point ROM which contains ampl itude value for a quarter
cycle of a sine wave. Both the sine and cosine value of the phase are
derived from this ROM and stored in 8 bit registers. These quadrature
val ues are then converted to analog form and used to modulate quadrature 70
MHz carr iers . Thi s effectively phase modulates the 70 MHz carr ier
resulting in a 70 MHz L.0. which is offset in frequency by an amount
determined by the input frequency command word. - The advantages of this
approach are that the frequency accuracy is determined by the accuracy of
the clock driving the phase accumulator, and , when used in a phase-locked
arrangement, a measurement of frequency is obtained directly from the
frequency control word.
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- APPENDIX A

SAMPLED MSK WAVEFORM DISTORTION

If a digi tal processing modulator is used to generate MSK signals, the

output will suffer degradation from both quantization in amplitude and time.

Thi s memo determines a measure of the degradation due to finite time

quanti zation of the sinusoldally-shaped pulses that arise in the quadrature

channel s of an MSK modulator. The sampled signal is fil tered to reduce the

MSE (i.e. increase the signal—to—t ime quanti zation noise ratio). It is

found that wi th only 4 samples per pulse and appropriate filtering the SNR

may be as high as 21 dB.
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5.

San~,led MSK Spectruiti

This section determines the spectrLml of one of th~ sampled quadrature

components of an MSK waveform~ Each sample of the waveform Is held for the

duration of the sampling time. The quadrature component of the continuous

I~~K wavelorm (either the inphase or the orthogonal channel) Is assumed to be

given by sin w0tl. The spectrum of this signal will then be the envelope of
an P6K waveform wi th random data modulation. Figure A—i shows the sampled signal

for 4 samples per pulse . The coefficients of the Fourier series expansion of

x5(t) will be the amplitudes of the frequency components of the sampled signal .

The expansion Is

x5(t) — ~~ a0 + n~1 
(a~ cosnw0t + basin ~w0t) (A- i)

- 

- 

where

_ 
2 / 1  x5(t) dt

• 4 /1 x
5(t) COS(nw0t) dt, fl • 1, 2, 3,

b~ ‘ 4 
/1 x5(t)- slfl(nw0t) dt, n • 1, 2, 3, . .

The sampled I’lSK waveform may be written as

x5(t) 
kL 

S1n{tkN
1)t}.Jl(t~~~

l
~
’2)?), ~ (A-2)

where
N • Number of Samples/Pulse

_fljs) • I

• 0 Otherwise

*These results are used in the mean-square-error derivation; however, they
may also be useful fn deterinfnlng the spectral occupancy of the sampled
MSK waveform.
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Figure A—i. Sampled MSK Pulse

-[ ~ 147

I- 
_ _ _  

~~~

- 

.

~,‘ ~~ 
- - 

~~~~~~~~~~~~ 

-



• — -- -‘—5- - -—a—--- - - — - - - - - - -— - - --- •-- — ---5 - — -- - — —~~ —- ...e- -,-1-a ___~e - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -

The series coefficients may then be determined as

a0~ • 4.. J~~x~(t)dt 
~ 

4.. J~T~~ sln((k_i)t}.fl(t(k Yh)dt

- 

~~~ ~~~ (c; 1
~~~;

l
~~

dt 
+ ~~ 

. 5j~{ (k-~)w } ) , •

N 
k~~~l 

$1fl{
(k_1)15 

(A—3)

if /

21 xS(t) cos(nw0t)dt, ‘~o 
2w( 3r) S

• +k~l 
sln {-~~~~’5 

(t)
c05(

~~o
t)dt

~~ k~l 
sIn{~~ -11’5 (SIfl(~~ !T) — sin(fl~! (k-i))] (A—4)

b~
S • 

+ 
flT x~(t) sln(nw t)dt
0

-

~~ 

- 

~ k~i 
s1n{(

~~~~)Ct 
sln(nw0t)dt

• 
~~ k~1 

$jfl~(k~i)w} [cos(~~1! (k—i)) — cos(~~!. k)] (A—5)

The wavefor m may also - be expanded In a complex Fourier series as

x5(t) • c~ 
Jnw0t (A-6)

n•-•

where i• y (4 -J b ~) 
(A-7)
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NSE Derivation

An equation will be derived for the MSE of the sampled and filtered P15K

waveform (one of the quadrature channels). Figure A-2 shows the case that

was considered. -

NSE • fl1 (x(t) - x(t)]2 dt • I I c ~I2 (A-.8)

1 21 -Jnw t
c,~ • ~~ 

/ 
(x( t) - x(t)] e dt

—Jnwt — m w  t
• 

~ ‘r 1’ z(t) e dt - ~~~ / 
x( t) e 0 dt

• ~~~~~ (A— 9)

The second equality in Equation (A—8) is a result known as Parseval ’s

theorem. It can shown that

~ J2irflt -

x(t) Z ( 
‘ 

) e
n•-~ -1

S .. c,~ • —
~~
. [

~~~~~~~ ] • ~-(a~ 
- Jb,~)

bn • 0, a,~ • 
.

~~ ~l_4fl
2
~ 

(A-b )

The second term In (A-9) is

5
s • s• Cn HF(n) Ic~ e IHF(n) Ie -

• Ic~
S I • fHF(n)J 

J(~~
5—~~(n)) 

(A—il)

H~(n) Is the filter transfer function and Is her, considered to be a low-pass
all pole function. Therefore 

-
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-d

IHF(u111) I K 

2 

(A—i2)

fl
1—1

41 w-w
• - 

~ 
tan 1 (_ _i)~ (A— 13)

where

• + Jw 1 are the normalized pole locations

(Normalized Freq) • w(Actual)/w(Cutoqf)

• nf0/zf0 • n/z
• Number of Filter Poles

Equation (A—9) becomes -

m(, S_ •~ (f l ) )
C
~ 

C~ 
- H~(n)(e ~

• 
~~
an - kn

S
I IHF(n)I cos (,~

5
~, (n))-JIc fl

5I.IHF(n)IslnE,0
5-,F(n) (A-14)

.~~~. tc~t2 • 
~

.a n
2 

- an Icn
SI•lH F(n)Icos[~fl

S_
~F(n)]+{Icfl

Sl.IHF(n)l }2

or

• Ic~
’I2 • ~~~ - an(l/2) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~

+ 
I f(a,~)

2 
+ (bn~

)2} S IHr(fl)12 
(A15)

Then

16E • Ic~I2 + 2 ~ Ic~I2 -

where

c~, • ~~
a
°

-
~~~

1
~~ 

IHF(O) I

—~
‘ 
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Results

t 
- A computer program was written which evaluates Equation (16). The Infinite

sum is truncated and the final term Is printed so that It can be made small
enough to give the desired MSE accuracy. The program listing Is Included in
the last section. The MSE vs number of samples per pulse Is shown In Figure

A— 3. Three cases are shown: MSE without filtering , MSE with a 3—pole Butterworth
filter, and HSE using a 3-pole Chebyshev filter. The figure also gives the SNR.

This is defined as

SNR cONTIN%~QuS WAVEFORM ENERGY 
• 0.5

MEAN-SQUARE ERROR

The filtering was not chosen so as to minimize SNR. therefore, the curves may be
Interpreted as upper bounds, I.e. SNR’s at least is good as there may be obtained.
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- APPENDIX B

L DIGITAL MODULATOR

This appendix derives additional results to be used in conjunction with

the analysis results given In a previous memo.* The previous meno gave an
expression for MSK waveform distortion, in terms of mean square error, arising

in a digital processing modulator. It was found that this MSE may be reduced

by scaling and time shifting the digitally-produced MSK pulse in relation to

the Ideal MSK pulse. This appendix derives expressions for the optimum scale

factor and time shift which will, therefore, insure that the MSE is a meaningful

measure of distortion.

Using these results, it was found that the ideal signal power-to-distortion

power ratio (SNR) after filtering with a 3 pole Butterworth was increased from

11 dB to 17 dB at 2 samples/pulse and 21 dB to 21.5 dB at 4 samples/pulse and

the improvement was negligable at greater sampling rates.

*Campbell, 14. R., “Sampled P45K Waveform Distortion,” TP~4 Memo 76-7131.53-13October 11, 1976.
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• M I NIMUM MEAN SQUARE ERROR

In order for mean square error to be used as a measure of waveform

distortion, the error should be minimized with respect to amplitude scaling

and constant time delay. These two parameters will result in a mean square

errors however, in a coninunication system, they are not error sources. This

analysis determines the relative amplitude scale factor and relative time

delay between the continous MSK pulse and its discrete version (output of

sample and hold device) which give minimum mean square error (I4ISE).

The 145K pulse and its sampled approximation - are shown in Figure B—i.

x(t)
- I _______ 

xS(t)

2T (N—4)

Figure B—i. MSK Pulse

The scaled and delayed version are shown In Figure B—2.
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A _____  A x5(t-cr)

- 

•- I a ~ -- 21

Figure B—2. Scaled and Delayed 145K Pulse -

These waveforms may be expressed as

x (t) sin t t £ (0,21) (B—i)

xS(t) ~ sinc~~~~~}.fl(t 1~~h/2)~)* t e (0,21) (B-2)k~l

- 

A x5( t-a) = A ~ SIfl{(k l)1T
}J~(T~~~(kl /2)t) t e (a,21+a) (B-3)

- k~1 T

where - 
-

~~~~, N = No. Samples/Pulse

and are considered to be zero outside of the intervals given. The MSE Is defined
5 as

MSE (A ,ci) = •24• j21 [x( t) — A x~(t—q)]
2 dt -

= 1 
~
2I ([x(t)]2 - 2A x(t) X5(t-~)

+ A2 [x5(t—a)]2} dt (B—4)

Th1s is defined as.fL(s) • 1 IsIuc f 
- 

-

• 0 otherwise
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The minimum mean square error Is

PI4SE • MIN (MSE (A ,a)) (B—5 )
• A,o

and is found by setting -

-
~~~~ MSE (A,a) = 0 and ~~~

— MSE (A,a) = 0 (B—6)

and solving for A and ~~.

.~~~. -~~MSE (A,a) = ~~ r / -2x(t) x5(t-a)dt + ~~~. j2T 2A[x~(t-a)]
2 dt O

- 21
I x(t) x5(t— ~i)dt0 B

+ A •- 
21 ~

. ~~ (B—7)
/ [x~(t-a)]2 dt
0

Note that for large N, xS(t_or) ~ x(t) and A -.- 1. Expressions for the numerator, B,
and denominator, C, of Equation (B—7) will be formed, Using Equations (B—i)
and B—3 gives

2T+a - N
B = / sin(~~.t) Z ~~ 

k— l if •J  ( t~~ ; it) dt
T+

~ 
k 1

N kt+a
• Z sin(* t) f sIn(~~ t) dt

k—2 (k-l)r+ci

• 
~r k~2 

sin{ ~ }{cos((k l)~ + ~~~
) - cos (~ir + ~~

)} (B—8)

This equation was derived assuming the optimum a must be < 0. Likewise,
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2 

C • 
2I+6 s 2  dt • ~ sln{ 

_
~

t }5 S .(~
0_ i/21t

)} dt
- a+r k—i

- 
2T÷~ 

~ s1n2 (
~~

1 .J1jt-a-(k-1J2)T) dt
T+a k l

= ~ sin2 (~ j
h) 

~~~ dt = ~ sin2 (k—l)ir (B—9)
k 2  (k—1 )-r+ a N k=2 N

~ 
sin(

~~1~~
} {cos((k-l) 

~
.+ 

~~
.j- cos(-~it +

A = 
N k=2 

N 
(840)

~ sin2 (k— l) Ir
k*2 N

Now solving for a:

~-~- MSE(A ,a) = 
~~ 

c~y ~~ 
-2A x(t) x5(t-’a)dt + a+~ ~+- 

~

2T AZEX S (t_c,))2dt} (B-il)

Using the result in Equation (B-8), the first partial derivative becomes

~ sln(~~~
-
~
--

~ 
{~j~( + 

~~~) - S1fl(~-,r + 
- 

(8—12)

Using the result in Equation (B—9), the second partial derivative becomes

~a~ ’~’- I AZ(XS(t_a)]Z dt 
~ k~2 

(k—l)~ • 0 (B-13)

.. Solve

k~2 
sin(~~~~t) {sinc

(k
~~
)
~ + - sin + = (B-14)

for ~~. This will be the delay which gives the *ISE.
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Solving the equation for N 2  gives a — and for N—3 gives a = - 
~~. it is,

therefore, surmised that the optimum a is a - , i.e., a = - ~ r. This
solution will be verified.

Letting a = - In Equation (B-14) gives

N
sin Lk— 1)ir tsin(~ (k - 

~~
)) - sIn(~ (k -

= — sin(-~j.) sin(~~
. (k—i))

= — sin(~~) k~2 
s1n(-~ k — -

~~~) (B—15)

Using

• N sin(t~.]~) a) s in(!.t a + b)
Z sin (ak+b) 2
k—U sin k

gives ~ — 
2~i~ = 

siti(ir + 
~~

) sin(ir g~~ 
+ sin(~ L)

k—2
N

• — sin u
_________________ .~ ,2w -a + Sif l

- 

s1n~~

- S O

Therefore, Equation (B—15) = 0, and Equation (8—14) Is satisified foro= —

- 

Simvnarfzlng, the *ISE between x(t) and A x(t—a) Is obtained by setting

A equal to the value given by Equation (B—b ) and a — - -
~
. r.
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APPENDIX C

QUANTIZATION AND DITHERING FOR DIGITAL
CORRELATION RECEI VERS
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5.

ABSTRACT

Various analysis results exist which give the performance of digital

receivers that use quantizatlon (In an analog-to-digital convertor) and

dithering. This memo describes the analyses, suimiarizes the results and shows -

the relationship between the different techniques. The main purpose here is

to determine design requirements for the SAM receiver; however, the results

apply to all rtce1v.rs of the same general form. The following sections

are Included:

I. Introduction
II. Quantization and Gaussian Noise
III. Quantizatlon Noise and the NPR
IV. Quantization and Non—Gaussian Interference
V. Effects of Dither
VI. Conclusions
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1. INTRODUCTION -

The optimum receiver for 14 possible transmitted signals with additive

Gaussian noise interference passes the received signal through N matched -

filters, each matched to one of the transmitted waveforms, and chooses

as the detected waveform the one corresponding to the largest matched filter

output. This gives maximum SNR and, therefore, minimum probability of error.

Equiva lently, the receiver may correlate the received signal with replicas of

the transmitted waveforms. An analog processing receiver performs this using

analog multipliers and integrators. A digital processing receiver performs

the same function using digita l correlators composed of shift registers and

binary adders. This demodulator requires an analog-to-digital converter to

sample and amplitude quantize the signals. The demodulator to be considered

Is shown in Figure C-i. A non—coherent carrier reference Is assumed. The

performance of this receiver in noise will be degraded over that of the linear
matched filter receiver (or analog correlator) due to aliasing and quantizatlon.*

It will be assumed that the sampling rate is chosen large enough so that

alias.ing is negligible. Three quantizers will be considered in this report.

They are the hardlimi ting quantizer which has an even number of output levels,

the deadzone quaqtizer with an odd number of levels, and a generalized four

level quantizer. These are shown In Figures C—2 through C—4. It is of

interest to know the output SNR degradation as a function of the number

of quantization levels. Section II describes these results and Section

III compares the results with standard curves which give ADC noise power

ratios (I4PR).

*The ADC will add additional distortion due to sampling time jitter and
quantization level tolerances but these effects depend on system implementation
and can usually be made negligible.
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It is also desired to know the performance of the digital receiver in a
janining environment. These resul ts are given for the general four level

quantizer in Section IV. A dither waveform may be used to improve per-
- formance and a description of the resul ts is included in Section V.

.4 -

L ~~~~~~- -~~‘

~~~~~~ _ _ _ _ _ _ _ _ _ _



- 
- 1 

-- 5 . - - -- - -  - -- -*------ ~~ - ~- —- - -

II. QUNITIZATION AND GAUSSIAN NOISE
5 ’ The signal-to-noise ratio at the output of the receiver Is

(E(x 1))
2

k SlIR var(x1) 
(C-i)

and for an ideal receiver matched to n symbols (chips) SNR0 • n(SNR1) where

SNR1 is the Input SNR. The variable in Equation (C—2) is the receiver’s

output decision variable. The loss due to quantization of the received signal

Is defined as

SNR
- 

(C—2 )
0

where SNRQ is the output SNR for the digital receiver. Reference 1 determines

the loss by analyzing the statistics of the receiver output. It is shown

that the same loss function may be used for both coherent and noncoherent

receiver processing . The results are

b-i- 

2( !
t 0 ~“2b—l (C—3)

I (2t+l)(l-•(—~)]t•o

b- 1
2( 

~ •[—~ (2t—l)]
2

K t l  P~7

b—i (C—4 )
I (2t—l)(l—,(—~ (2t—l))]1—1

where •(t) and •( t) are the standardized normal probability density and dis-

tribution functions*, respectively, and K and b are defined in Figures C—2 and

C—3. Equation (C—3) is for the hardlimi ting quantizer and Eq. (C—4)is for the

•(x) • ._1._ ..,12,.2 
, •(x) • _..L_ 

1

X 
e h2

21’2 du
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- 4 -

deadzone quantizer. These equations were derived assuming a large ntsiter, 2B1,
of time quantized samples and small SNRi. The first assumption allows the sum

of ultinoniai random variables to be approximated by a Gaussian density.- This

Is a fairly good assumption for the signal structures under consideration.

The s.a11.~NR1 condition allows the equations to be simplified to the forms
given. The loss in output SNR may be minimized by finding the value of the

quantizer boundary constant, K, which maximizes Lr(~~
) for a given number of

levels, r • 2b or 2b-l and noise power N.
Figure C—5 shows the quantization loss function in dB for several values

of r. Even values of r are for the hardlimi ting quantizer and odd values for

the deadzone quantizer. In the two level case, Eq. (C—3)reduces to 21w • 2.0

dB and for small KIvf~ the loss approaches 2/w for both even and odd r. It

can also be verified that for fixed b and N,L2b .l approaches zero, i.e.,

a total loss, as K Increases whereas L2b approaches 21w as K increases. That

Is, even for large K the hardlimi ting quantizer still retains polarity in-

formation. Figure C—6 gives the optimum value of K/ 11N versus the number of

quantization -intervals. Figure C-i gives the quantization loss when the opti— :

mum K/..JN is used. In a digital correlation receiver, the quantized samples

are encoded Into binary digits and in order for this to be done in the simplest

manner, quantizers of only certain numbers of levels should be used. The
nimter of bi ts, from 2 to 5, corresponding to these levels are given on the
abscissa of the graph shown in Figure C-~6. For a fixed number of bits, it can

be determined from Figure C—7 whether an even or odd r should be used. However,

above 16 levels the difference Is negligible. Figure C—8 gives the loss versus

— ni~~er of bits and also shows the best quantizer to use. Using a 2-bit quantizer

Instead of a 1-bit (2 level ) hardlimi ter quanti zer reduces the loss by 1.22 dB .
The Improvement drops off quickly as the number of bits Is increased above 3.
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I

It can be shown that the quantizati on los s can be reduced by usin g a

nonuniform quantizer. For the 4 level quantize r shown in Figure C—4, the output

StIR Is derived in Reference 2. it is given as

2
- 

StIR~ ~ ~~1 ~_k+ (lj ) ~~~~ 
/2W 

(C-5)
‘4 “ 1 - (1-k’) erf (q/i2R)

The A/D input was taken as a general four-phase signal plus Gaussian noise.

The derivation assumes small SNR. This result is then used in Eq. (C—2) with

SNR0 N ~ to give the quantization loss. The loss for five values of K is

shown in Figure C—9. The k = 0, 1 and 1/2 cases corres pond to r = 3, 2, and
4, respectively, in Figure C—5 and the results are the same. It is seen that

k • 1/3 gives the minimum loss.
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III. QUANTIZATION NOISE AND THE NPR
The SNR loss due to quantization in a digital receiver may also be determined

by assuming that the loss Is due to an additi onal noise term N,~, which increases
the level of the output noise. This quantizatlon noise term Is assumed to be

white, therefore,

S
SNR~ N+N~ N/N

I • • a a
SNR S N+N~ N/N +1 -

‘1

The ratio N/tiQ is called the noise-power-ratio due to quantization, NPRQ. Assuming

the input is uniform across any quantization interval

2
2 KNQ (C- i)

where K is the quantizer step size. This is a good approximation for a large

nimter of intervals. Therefore,

NPRQ ~~4S INPUT)2 
_ _ _ _ _  

- 

(C-8)K /12 K

The load factor of an A/D converter is often defined as

~4S INPUT °n 
-

LF 
~UANTIZER PEAK • 1/2 PFK (C-9)

where NL Is an even number of levels. Using Equation (C—9) In (C—8) gives

NPRQ • 3l~(LF)2 (C-b )

N
and since • 2 b where Nb • number of bits. Equation (C-9) may be written
In ~ as

a 4 . B + 6 S N b 42O 1OQ LF (C-il)
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I
4

This equation is shown in Figure C—b as the linear portion of the

curves,* The decrease in NPR for large load factors is due to clipping.

The derivation for this portion of the curves Is rather lengthy and is

given in Reference 3. Figure C—20 is often used in determining A/D

distortion. An additional term of 10 log (f5/2B) may be added to Equa-

tion (C-la) to account for aliasing noise. The curves shown are for

= 2 • B.

It is Interesting to compare these results with those given In the

last section. Using the optimum IF to get an NPR for each Nb and using

Equation (C—6), the quantization loss is plotted on Figure C—7. The

greatest deviation Is at 2 bits where the difference is 0.2 dB. For a

comparison, the optimum value of normalized threshold obtained from the

NPR curves is shown on Figure C—6.

• 

4 .

• *Slnce Equation (C—b ) Is only valid at relatively large number of bits,
the curves in Figure C—20 are adjusted for Nb < 4 by considering the
Gaussian nature of the noise In determining the variance of the quanti-
zation noise.
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IV. QIJNITI ZATION AND NON-GAUSSIAN INTERFERENCE

This case assumes narrow band interference; for example, an unmodulated

carrier or an angle modulated signal with bandwidth narrc~w compared to that of

the receiVfr’s bandpass filter. This Interference may have a small peak- to—
vms ratio (zl), I.e. It Is a constant envelope type signal. If the amplitude

of the Interference is larger than that of the desired signal, then the inter-

fering signal may partially or completely capture the quantizer. That is, the

output of the ~jantizer will not change in response to the modulation of the

desired signal . The amount of capture will depend on the relative phase
be~~een the interfering and desired signals. In addition, If the interference

Is at a different frequency than that of the carrier reference, then the relative

phase will rotate and, therefore, cause a fluctuating signal suppression. The

relative phase variation is assumed to be uniform across the N chips and the

results will be averaged over all interfering phases from 0 to 2t.

The results to be presented are taken from Reference 2. The quantization
loss is as defined in Eq. (C—2), where now the noise power N is defined as the
power, J, in the narrowband Interference. The four—level quantizer shown in
Figure C—4 is used. Figs. (C—il) — (C—14) show the results for four signal

power—to—janiner power ratio (S/J). Two signal phases were chosen as being repre-

sentative. Signal phases of 00 , 90’, 180°, and 270° gIve identical performance
as do phases of 45°, 135°, 225 . and 315°. If k • 1 and S/J tc 1, the expression

for the loss gives 2/~2, the degradation of a so-level quantizer in constant
plitude int rference. Also for q > v!i + 4~, the loss reduces to 2/t2 since

~ o level ~iant1zation is taking place.

For small S/J, the typical case, it can be seen that the range over which
an SNR Improvament (over a linear receiver) can be made is small. That Is. the

liprovament depends on how accurately the MC can measure the received signal
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plus interference envelope. From Figure C-il,It Is seen that at q/I2~~n l.o

the output SNR Is almost 20 dB greater than that of a linear matched filtering

receiver, however, a small error in measuring d2~ could cause the output SNR

to drop by 27 ~~~~. To prevent this, the system would need to operate at a loss
factor of about one (0 dB). For small S/.), the optimum value of the lower

quantization level Is k — 0. i.e. a three-level quantizer. However, k - 0

gives rather poor performance In Gauss ian noise, see Figure C-9, therefore, a

compromise in the choice of k and q may be necessary In order to Insure sati s-

factory performance in both Gaussian noise and constant amplitude interference.

At high S/J, the improvment Is less, however, the output SNR is higher due to

the smaller janvner power.

These results are not suprising . It Is obvious that at small S/.) If the

receiver quantizer threshold is adjusted to be approximately equal to the

received signal envelope then the effect of the interfering signal will be reduced,

whereas at large SI.). the quantizer threshold is following the desired signal

envelope and thus reducing the receiver ’s performance with respect to a linear

receiver. This same effect can be obtained by using a biased ~ o°level quantizer

~eference 4), giving the same k • 0 curves with a 3 ~ loss In improvement factor.

Nowever, these results assumed a uniform jamner signal phase across the N chips
of the waveform. This is In effect , averaging the capture effect of the januner.
An TMlntelligent” januner may very likely be able to do better than uniform phase
In order to reduce the susceptibility to this type of Interference a dither

signal may be used.

*jrI Figures C—il — C—l4, the quantizer threshold is normalized by dividing
by the larger of the signal or janiner envelopes, J!~ or
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V. EFFECTS OF DITHER

Dithering is here defined as the addition of a fluctuating waveform to

the quantizer signal input. Dithering can Improve performance of both the

four-level adaptive threshold quantizer discussed in the last section and the

uniform level quantizers shown in Figures C—2 and C—3. Not unexpectedly, the

analysis of the case of a non-coherent M-ary quadraphase digital correlating

(N-level quantizers) receiver using dither is very complex and the results

don’t seem to be available. However, conclus ions can be drawn from the results
of less complex sys tems . Obviously, if the jasmner has the correct phase and

a large amplitude it can completely capture a quantizer. The addition of a

fluctuating waveform “averages out” the large janining signal. The amount of

Improvement is a function of the jammer-to-dither power ratio.

Freeman, [5), considers the case of a coherent digital correlating receiver
with hardlimiting . He cal ls this a Polarity Coincidence Correlator. The
-output of the device is proportional to the number of chip agreements of sign

• of the hardlimi ted received signal and the reference signal. He considers

three types of interference: Gauss ian noise, rectangular wave, and CW ;
and three dither signals: uniform, CW, and Gaussian waveforms. Table C—i is taken

from Freeman’s work and It sirunarlzes his SNR results. He makes the usual small

Input SNR assumption. The output SNR’s without dithering for Gaussian and

CW Interference agree with the results given in this memo for the two-level
hardlimlter. The improvement in output SNR with dithering depends on the ratio

of dither amplitude to interference power. The receiver must continuously
monitor the interference power and adjust the dither ampli tude so as to eliminate
capture but not so large as to degrade the output SNR. It is found that uniform
dither is slightly better than sinusoidal dither and both are superior to Gaussian

noise dither . Freemads results for uniform dither arf shown in Figure C—15.

Although not shown on the figure, from Table C-i it can be seen that the rectangular
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Table C-i. Effects of Dither on Hardlimi ting Correlator
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1

Figure C-15. (S/N)0 of a Polari ty Coincidence Detector
with Uniformly Distributed Dither Divided

- 
by (S/N )

0 
of a Class ical Correla tor as a

Function of g, fot Small Signal Power

*a Is the dither to lnt rference amplitude ratio
I.e. d

0 
• °d • 2vF and P. •
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and Q~ interference give the same (SNR)0 for d0 >cand d0 > J, i.e. g v2.

The worst case Is maximized by letting g — 1.36 giving (SNR)Ø — 0.37 NS
2/P,

4.3 dB below theoretical. He shows that for sinusoidal dither, the worst case

is maximized at g • 1.16 giving performance 4.7 dB below optimum and for

Gaussian dither, it Is g — 1 gIving performance 6.4 dB below optimum.

Lewis, (6), considers coherent PSK digita l demodulation of N symbol binary

sequences with tone interference at the carrier frequency. Infinite level

quantization Is assumed. A triangular or sinusoidal dither is added to the

correlator Input. The dither peak-to-peak Is made equal to the quantizer

interval size. Lewis calculates the quantization loss as previously defined .

He shows that the uniform (triangle) dither gives better overall performance.

His curves are shown in Figure C—16 for typical J/S ratios . The dither waveform

should be essentially constant over a chip time, I.e a dither frequency much

less than the PU code rate. For uniform dither, the maximum quantization loss

Is 0.46 dB where the usable range of the A-D extends from Ad/b — 1/2 (~ is the
Interval size) to the clipping threshold Of the quantizer. For small 5/.). the

clipping level of the hardlimi ting quantizer is at

- N -i
~2 b - l /2)A

and for the deadzone quantizer Is at

N
- (2 b _ 1)A

The clipping level for the hardlimiting quantizer is shown on Figure C—16.
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VI. CONCLUSIONS
In this section, the results will be summarized. In Gaussian noise, the

1-bit quantizer, 2-level hardlimi ter, gives 1.96 dB quantization loss and. the

2-bit quantizer gives 0.74 dB loss an improvement of 1.22 dB. Going to a 3 bit

quantlzer 6nly gains about 0.5 dB. Since the processing complexity in terms of

Increased hardware increases with the number of bits per sample, the 2-bit

quantlzer is the desirable choice. Considering non-Gaussian interference,

although it was not verified analytically, the results Indicate that the same

conclusions can be made. For small 5/.), the uniform level 1-bit quantizer~
gives a loss of 2/1r2 —7.0 dB and with an adaptive threhsold, the 2-bit

quantizer can give an improvement (over the linear receiver) of 20 dB or more

(depending on S/.)). However, a biased 2-le”el quantizer is only 3 dB poorer

than a three-level (2-bit) quantizer [4]. The three level quantizer (deadzone

with Nb 2) gives the best performance In narrowband Interference at small S/.)

as much as 8 dB over the 4-level at SI.) — 0.001 (k l/3, Figure C—lI) and in Gaussian

noise is only 0.4 dB poorer than the 4-level quantizer (Figure c-9). This implies

- . - that the best overall performance can be obtained with a 2-bit deadzone quanti zer.

However, these results assume that the optimum normalized quantizer threshold
Is used, I.e. accurate measurement of the received sIgnal envelope is required.

Limitations on the associated hardware would neccessitate the output SNR being

backed off from the maximum gain. Table C—2 lists the improvement in StIRQ by using

a 3-level versus a 4-level quantizer in narrowband interference when the threshold

Is backed off from optimum enough to account for the percent error in measuring

q/v27 (This Is for small S/.), Figure C—li). It also shows the L factor for the

backed off condition with no actual error in measuring q/v2~. Above 30% backoff

the advantage of the 3-level quantizer in narrowband Interference is oubieighted

by the advantage of the 4-level (k • ‘~
) quanti ze. In Gaussian noise (where no

backoff Is required). Also, if the receiver cannot determine what type of inter-

ferenc. is predominate, In order to set the optimum threshold, then a compromise
-

~ ret.. ~
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Table C—2. Effects of Envelope Measurement Error in Narrowband Interference

- Max Error in q/d~~ L(k O)/L(k—1/3) dB L(k—O) dB

0% 7.6 19

10% 3.3 6.4

20% 2.2 3.1

30% 1.7 0.4

f 40% 1.3 —0.7

1.1 .1.6

a’ - :
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In threshold setting must be made and the 4 level quantizer will then give

better overall performance.

The addition of a uniform dither signal almost linearizes the quafltizer -

characterIstIcs (this result ass umes tone Interference at the carrier frequency
(6]). At first glance, this may seem bad since at small SI.) the 4-level quantizer

gives large SNR gains over the linear matched filter receiver. However, as noted

above, the gains are reduced when a practical signal envelope measurement error

Is considered. In addition , dithering reduces the probability that the quantizer

will be captured by a large janrer waveform wi th a peak/rms = 1.0. If captured,

the output SNR drops to 0 (-. dB). i.e. no desired signal output. Cahn [7]

determines upper bounds on the quantized SNR degradation using a minimax design

philosophy. He determines the dither waveform probability density thatminimi zes

a quantizer error for the worst case (unknown) interference. For a br,o level

quantizer with dithering the worst performance degradation is 4.8 dB and for four

level It is 2.3 dB. The dither ampliutde should be greater than the interference

amplitude. For small SI.), the dIther-to-jamer amplitude ratio should be about

1.36 for both the 2- and 4-level quantizers.

‘This conclusion is also supported if the realistic assumption Is made that
the receiver Is continuously operating in a Gaussian noise environment and
3n1y needs to combat large narrowb and Interference a fraction .-of the op rating
time.
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- APPENDIX D

FREQUENCY DISCRIMINATORS
I

In many signal processing systems, it is necessary to track the
frequency of the signal in order to demodulate the signal efficiently.
In these situations, a frequency-locked loop (FLI) or phase-locked loop
(P11) can be used to perform this function. The FIL is addressed in this
memo. In parti cular, two types of- frequency discriminators are described
and compared. One is based on computing a discrete time approximation of
the derivative of the phase of the received signal. The second type is
based on computing the Fourier transform 0f the received signal . The two
discriminators are shown to be equivalent for a certain choice of parameters.

Frequency locked Loop Configuration

The system configuration of interest is shown in Figure D—1. The received
signal (S(t) is mi xed down to baseband quadrature components 1(t) and q(t)
using the VCO estimate of the center frequency of the received signal . The
baseband components are integrated and the results, 1(t) and Q(t) , are Input
to the frequency discriminator . The discriminator output Z is filtered in
the loop filter and is used to control the frequency of the VCO.

The inpu t signal is given by

s( t) A Cos[(lic+wd )t+E
~ 

] + n(t)
where

= carr ier frequency
= doppler offset

Oo = phase offset
n(t) = white Gaussian noise of two-sided spectral density No/2

Then, the mixer outputs are given by

1(t) = s(t) cos(wc+~d)t = cos
q(t) = -s(t) sin(wc+~~)t 

= 
~~ Sin[(~d~ IIJ)t+0o]+n(t)sin(wc+~d)t

where wd = doppler frequency estimate.

a’
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The double frequency terms have been neglected since they will be
filtered out in the integrator. The integrator outputs are given by

I(to) = f~~~ (t)dt = 
AT(sin (~d~ d)T~2 ) cos ((wd-~d)( t~-T/2)+eo)+ n(t)cos(wc+~d)tdt

Q(t0) = °q(t)dt = AT(s1n dwd)T/2)s in((~~~ d)(t T,2) )
to ( ) i (~~~~)

t0-T t0-T

Let flc(to) =
t0-T

Then,
tO t~+T

‘
~“c~~ 

E[flc(to)flc(to+T)J = E[J I fl(p)n(0)co5(wC+~d)p~os(wc+i~cj)adpd JLto T to-T+r j
to to+T

= I I N0/2 6(p-~)cos (wc~~d)pcos(wc
+
~d)adpdato-I t0-T+~t

= !~! (T- I~~I) for IT L~T
4

Similarly,
to

n5(t0) = f fl(t)Sin(wc+wd)tdt
t0-T

~ (r) = E[n5 (t0)n5 (t0+t)) = R,~~(r) ~ R~(t) -

Phase Differential Frequency Discriminator

The first discriminator is based on an approximation to the time derivative
of the input phase. The signal phase, e(t), is given by

0(t) = tan -l ____

197

.
~~ .. ~~~~~~~~~~~~~~~~~~ -

~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ ~~Lt~~ ~



Ihe frequency is given by

w(t)= ~(t) 
= 
~ttan_1 I

~f9
— 1 ~ Ift)O(t)—Q(t)i(t)

12(t)
1(t)

= 
I(t)Ô(t)—Q(t)i (tJ.

~2 ( ~ )+Q2 (t)

For a constant evelope s ignal 12(t)+Q2(t) = constant. Therefore,

w(t) :I(t)~(t)_Q(t)j(t)

We approximate the time derivatives as follows:

Ô(t):Q(t)—Q t—T)

i(t):I(t)—I (t—T)

Therefore,

w(t):t(t) (Q(t)-Q(t-Tfl-Q(t)[I(t)—I(t—T))
= Q(t)I(t-T)-I(t)Q(t-T)

The term w(t) represents the signal frequency after conversion to baseband and
therefore is equal to the difference in frequency between the received signal
and the local estimate of the received frequency (that is, the frequency error).
The FLI is then designed to nul l out w(t). Figure D-2 shows the structure of
the frequency discriminator. -

DFT Frequency Discriminator

The OFT frequency discriminator Is based on the principle of forming two
filters, one higher in frequency than the center frequency of the signal and one
lower In frequency. The frequency error signal is then obtained by subtracting
the magnitudes of the upper and lower filter outputs. For -a positive frequency
error, the higher frequency filter will have a larger output than the lower

a frequency filter, resulting in an error signal which is used to correct the

_ _ _  
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Figure D—2. Phase Differential Frequency
Discriminator
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local oscillator. A negative frequency error results in an error signal of the
opposite polarity. Figure D—3 shows the structure of the OFT discriminator.

Us ing complex notation, the upper filter output, X(u t), is given by

X(u,t) = I(t-T)+jQ(t-T)+(I(t)+jQ(t))e~~
2

= I(t-T)-Q(t)+j(Q(t-T)+I(t))
- w/ 2

The lower fil ter output, X(l ,t) = I(t—T)+jQ(t-T)+(I(t)+jQ(t))e~
=I(t-T)+Q(t)+j(Q(t-T)-I(t))

Then , -

~(t) = IX (u ,t)12— IX ( l ,t) 12

= 4[Q(t-T)I(t)-I(t-T)Q(t)]

Therefore we see that for a two-point DFT, this discr iminator is equivalent
(within a constant factor) to the phase-differential frequency discriminator
described earlier.

It is of interest to compute the mean and variance of ~(t) where
we take

= Q(t-T)I(t)-I(t-T)Q(t)

From previous express ions , we get
1(t) = K cos 0 (t)+n

~
(t)

Q(t) = K sin o (t)+n5(t)

where K AT (Slfl(wd~~d)T/2)2 (wd -wd )T/2

0(t) = (wd-~d)(t-T/2)+0o -

n
~
(t) =I

t
n(p)cos(wc+~d)pdp

n5(t) 
t ( ) i (~~~~)d
t- T
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Then,

~(t) K2sin(e(t 1)9(t))+K(nc(t)sine(t T)+ns(t T)cose(t) ns(t)coso(t_T)

L flc(t T)sifle(t)] + nc(t)ns(t_T)_ns(t)nc(t—T)

= K2s ln( d-~~
)T + N(t)

where N( t) = K[nc(t)sinO (t_T)+ns(t T)cosO(t)_ns(t)coso(t_T)_nc(t_T)sine(t)]

+nc(t)ns(t_T)_ns(t)nc(
t_T)

Since n
~
(t) and n5(t) are zero mean and uncorrelated,

E[N(t)]=0

Also, using the fact that

Rn(t T)R~(T+T) O

where R (t) Rn (t) R (•t)n c
it can be shwon that

E[N(t)N(t+T)] = RN(r)= 2K
2Rfl(r)cos(wd-wd), - K2Rfl(w_T)cos (wd_wd)(r+T)

-K2R~(~ +T)cos(wd-~d) 
(t-T)+2R~(.r)

The noise variance is given by,

RN (O) = 2K2Rn (O)+2R
~

(O)

s ince R~(T) = Rn ( T )  = 0

The discrimi nator output signal to noise ratio can then be written as:

SNR — E2(~(t)]
0 R N(o)

SNR = 
[K2sin(wd_~d)T12

0 RN(o)

When wd=wd , SNR0=0 since the error signal out of the discriminator to zero.

The funct ion E[~(tfl = K2sln(wd—wd)T is the discriminator error signal .
FIgure 0—4 shows the form of the error signal .
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APPENDIX E

FREQUENCY-LOCKED LOOP AND PHASE-LOCKED
LOOP COMPARISON

‘a

The second order phase-locked loop has long been used as the standard
carr ier acquisit ion and tracking device. However, in order to maintain
satisfactory output phase jitter conditions the acquisition times may be
prohibitively large. The following solutions exist:

1. Frequency estimation filtering
2. PLL with dual loop bandwidths
3. PLL with VCO frequency sweeping
4. Frequency - locked-loop acquisition

The first technique invo l ves the use of noncoherent matched filters spaced
over the frequency uncertainty band. The largest output is then used to
reduce the frequency uncertainty to the bandwidth of the filter. This
information may be used to adjust the VCO frequency of a phase-locked loop
which then may quickly pull-in and maintain frequency and phase coherence.
This procedure is well documented (Viterbi [1)), and will not be pursued in
this memo. For large frequency uncertainty the complexity may be excessive
and in addition it would be difficult to produce this device as a standard
module since a large number of components would have to be switched. The
second procedure was a PLL with the capability of switching between two
loop bandwidths. A ~,ide bandwidth Is used for acquisition and a reduced

a 
bandwidth for tracking. A similar technique invol ves adjusting the loop
gain of the PLL. At low SNR these techniques may still not perform satis-
factorily in the acquisition mode. The results presented here may be used
to examine the practicality of the dual loop bandwidth procedure.

Acquisition techniques three and four will be examined in detail.
Frequency acquisition using the P11 with and without VCO frequency sweeping
Is compared with acquisition performance using the frequency-locked loop (FLL).

C) 
[1] Vlterbi, A..)., Principle of Coherent Communication, McGraw Hill , 1966.
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The two devices are compared by optimizing the loop bandwidths of each device
in terms of the tradeoff between dynamic frequency (or phase) error during
acquisi tion and RMS frequency (or phase) error due to input noise during
tracking . The RMS frequency error at this loop bandwidth is plotted versus
input SNR and acquisition times are plotted versus loop bandwidth . In this
way, at any ava i lable SNR, the optimum device may be selected and the loop
bandwidth determined.

a 

The tracking device selected should be able to track the doppler effects
produced by relative motion between the transmitter/receive pair. The range
may be expressed , in a Taylor ser ies , as

r(t) = r0 + rt + ~r 
-

~~~

- + V -i.- + higher order terms (E.-1)

where r0 = Triltial range, m

= Range rate, rn/s
= Range accelera tion, rn/s2

= Range jerk, rn/s3

Dividing this by the carrier wavelength , A = c/f0, gives the number of wave-
lengths of received phase offset and multiplying by 2ir gives the phase function

a in radians a

2 3
p(t) = 2-n -

~
-

~~
- [r0 + i’t + + 

~~
—] radians (E—2)

The corresponding doppler frequency is

2
f(t) = (r + v~t +~~~~~~~-] by (E-3)

where fd = i = Initial Doppler Frequency

f?d = = Doppler Rate
fd = = Doppler Accelera tion
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A second-order PLL, with perfect integrator, can track the doppler rate with
a steady-state error. A third—order PLL Is required in order to track the
doppler accelera tion, i.e., range jerk. However, a second-order FLL can
track a jerk. Therefore , RMS frequency errors for the 3rd—order PLI and 2nd-
order FLI will be compared using the jerk optimized loop bandwidths. Table E—1
compares tracking capabilities of the PLL and the FLL. The 3rd—order P11 may
not be used during acquisiti on due to its stability problems at low input
signal level. A 2nd-order loop would be used during acquisition and the 3rd-
order P11 switched in for tracking.

In this memo, suppressed carrier signals are considered therefore I-Q
loops will be used. The I—Q PLL, commonly called the Costas PLL will be
denoted as CPLL and the I-Q FLL as IQFLL. A detailed analysis of these loops
has been performed by Huang [2]. He derived expressions for mean-square
frequency error and his results will be encorporated in this memo. His results
lacked information concerning selection of loop bandwidths without which a
meaningful comparison of the CPLL and the IQFLL Is di fficult. A criterion
for selection of the loop bandwidths is presented here. Block diagrams of
these loops are givei~ in Figures E—1 and E—2.

For a phase coherent communication system the IQFLL, since it has an
indeterminate phase error , would have to be used in conjunction with a PLL.
The advantage of this procedure is that the IQFLL does not suffer from cycle-
sl ipping as does the CPLL and therefore may acquire much faster depending
on input StIR and loop bandwidth . The frequency output of the IQFLL could be - -

used to adjust the CPLL VCO frequency. For a noncoherent receiver an IQFIL
alone would be sufficient since the carrier must only be acquired and tracked
to keep it within the IF bandwidth. This option, of course , assumes that the
operating conditions are such that the IQFLL frequency jitter, determined
herein , is not excessive.

I
[2] Huang, T.C., “Analysis of an I-Q Frequency Locked Loop,” TRW

IOC 7333.3-312, February 12, 1975.
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I

II. RMS Frequency Error for Second Order Loops

Denoting the loop Input as

x(t ) = A cos [~(t)] + n(t) (E—4)

where .(t) = w0t + p(t) + e

p(t) = doppler phase function

e = initial phase offset not included in p(t)

the stochastic differential equations describing the loops may be written as

IQFLL ; 
~~~~ 

= se(s) - KF(s) [A 25
~e
(5) + Frequency Noise] (E—5)

2
CPLL : 

~~~~ 
= se(s) - KF(s) [~~

- L[sln 24e(t)] + Phase Noise] (E-6)

where +e
(t) = L ’[s

~e
(s)] = Frequency Error

- •(t) L~~[ss(s)] = Input Frequency

= inverse Laplace Transform -

Linearizing the CPu equation by assuming a ’small phase error It may also
be written in terms of phase error as:

CPLL : 
~~~~ 

= ~(s) — K F(s) [A2 Oe(s) + Phase Noise] (E-7)

Equations (E—5) and (E—7) may be depicted by the models given in Figure E—2.
The describing equation for the IQFLL and the CPLL rnay abe solved for the
frequency error and phase error , respectively.

IQFLL : s~ Cs) = [1 - H (s)] s,(s) - H (s) Frequency Noise (E— 8)e A
L# A 2 I ‘~

where HF(S) = ~~~ IQFLL Loop Transfe r Function
1 + KA F(s)

CPLL : •e(S) 
= [1 - H (s)] •(s) - Hc(5) 

Phase Noise (E 9)

where H (s) = KA2F~s) = CPu Loop Transfer Functionc s + KA F(s)

~~211

~ 
_ _

~~~~~ 
~~~~ ______________________________



The frequency error vari ance for the IQFIL may be written as

~2 . 2  2a$F = ‘~ Fd + O
~Fn ~E—10

where °~Fd = dynamic frequency error variance for IQFLL

°~Fn = noise frequency error variance for IQFLL

Similarly for the CPLL the frequency error variance is denoted as

2 2 2
a3c = 

~‘3cd 
+ a3Fn (E—n)

where a,~cd
2 

= dynamic frequency error variance for CPLL

a3cn . 
= noi se frequency error var iance for CPLL

Huang [2] gives expressions for the noise frequency error variances for both
loops . They are derived by finding the spectral densities of the equivalent
frequency and phase noises and then Integrating over the loop bandwi dth to
obtain the variances. Only the results will be gi ven here. The equi valent
noise spectra will depend on the bandwidth and shape of the input loop filters.
Huang gives results for three filter types: Ideal rectangular, Guass ian
shape, and first—order RC. The first—order RC filter gives minimum error
variance and therefore results for this filter shaping will be used. The
bandwidths are two—sided noise bandwidth. For the input filter
B1 

= irfc where B1 is the two-sided noise bandwidth in hertz and is the 3 dB
(single-sided) cutoff frequency, the frequency error var iances are

2B i~B B nB
B B - an + - 

RB
a,I,Ffl = 

2Rir2 
L 

- ~~~~~ 

L 
- 
1 (E—12)

for the IQFLL and

B B  2B vrB B B  4B irB
a+cn

2 ~ ~ [1 - ~-1 tan~ (~ L)] + -~~
--

~~~ [1 - .-~itan~ (uk) ]  (E-13)
2Rir 1 1 i r R  1 1
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a,

for the CPLL where

BL 
= two—sided loop noise bandwidth, Hz (E—14)

R = Ps/Pn = A2/2B1N0 = input carrier—to—noise power ratio (E—15)

The variances may also be expressed in terms of a carrier—to—noise density
ratio by defining CNO = R • B1.

The input bandwidth, B1, for both loops will be chosen to correspond to
the Input frequency uncertainty. The loop bandwidth, BL, must be chosen so
as to optimize the tradeoff between its effect on the error variance due to

input noise and the error variance due to input signal dynamics. This may
be done by choosing the bandwidth which minimi zes the expressions given by
Eq. 10 and 11. One approach is to choose the bandwidth which makes the fre-
quency (or phase) noise variance equal to some function of the dynamic fre-
quency (or phase) error. The square of the peak or steady—state error will
be used as the dynamic error function. If the steady—state error is zero
(this will depend on the assumed input dynamics and the loop filter transfer
function) the peak squared will be used. Note that if the dynamic error func-
tion used were the (time) average of the squared dynamic error this pro-
cedure would correspond to minimi zing Equations (E—1O) and E-11).

Since second-order loops are considered in this section a frequency
ramp (i.e., doppler rate) input will be considered as the highest order
effect. For the IQELL the loop filter will be F(s) = ste/s2 and for the
CPLL F(s) sta/s. For the IQFLL from Eq. (E—8) the dynamic frequency error

becomes
2

Fde(t) = L~ [ ~ 
2 si(s)] (E—16)

s + KA (sta)

and from Eq. (E—3) 4 ’ ( s )  = L(fdtl = fd/s2. Using the final value theorem
2 fdl im • (t) = u r n  s(. - 

S — = 0. The peak value of
s-.o s +  (s a)

the frequency error will now be found. -

-~~~Kt 
_ _ _ _ _ _ _ _ _

Fde(t) — 1~ (;t~ l~~s+ KA
2a~ 

= fd 
c~~a- O.25I~ 

e 
- O .25K

2
t
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Finding the maximum of this function gives the dynamic error peak frequency
f -ir/4 

_________________

tF,dep = 2 2 
e sin- ~

. = 0.322 fd/vi(A~a - O.25K
2A4 

(E—17)

KA a - 0.25K A

This equation may be wri tten In terms of loop noise bandwidth by evaluating
the integral given in Eq. (E—14). It may also be found by equating the denominator
of the loop transfer function to s2 + 

~~~~ 
+ w~

2 and detenhining the natural
frequency w , and the damping factor, P, in terms of the u oop parameters: A ,
K and a. Doing this gi ves cA2a - O.25K2A4 = 

~ 1
2 - ~~ =

The second equality results from setting p = i//T as is often done in practice.
This choice of p gives reasonable performance in terms of dynamic overshoot
characteristics and is the optimum value when a second-order loop is used to
minimize mean-square-error for a frequency-step input. It may then be shown
that -

wn[4P +
BL 4p

= ~ T~2 w = 1 .O6w for P = (E—18)
4 n n

Us ing these results In Equation (E~l7) gives

E+F,dep 
- 

2,07B1 
( —19)

The following equation is then solved for B1 as a function of CN0, fd, and B1

F,dep(~
d
~ 
BL)]

2 
= ci

~~Fn (B1, B1, CN0). (E—20)

This equation may be solved graphically. Figure E—3 gives the optimized
loop bandwidth versus CN0. 

- 

Using these bandwidths the RMS frequency error
— Is plotted versus CM0 In Figure E—4.
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a, ’ A similar procedure is used to find the optimized loop bandwidth and
corresponding RMS frequency error for the second-order CPLL. The steady-
state dynamic phase noise error and the optimized B1 determined . The dynamic

I 
- 

phase error is

•c,de(t) L~~[(l - Hc(S))4’(s)] (E—21)

and with F(s) = S + a and i(s) = ~d(2ir)

d (t) = L 1[ 2 
2w~d~s 

2 
(E—22)c,e 

~

The steady-state phase error is

s.s. • = u r n  • (t) = 
2,r~’d , radians. (E—23)

c, 
~~ 

c,e KA a

Again using p = l//T gives

s.s. • = 7.07 (E—24)c,de (Bu)
2

The variance of the phase noise , since it is not given by Huang, wi l l
be derived here. He gives the equi valent phase noise spectrum for RC
fi~tering as S.1 ,~ 2 2

______ 
“o CD

1 ‘
~0 3 16 (E 25)

A4 
- 

~~2 2 + 4B1
2 + a4.a_ 81 

~
2 + 16B 1

2 
—

which may be written as
SN ((4 i 2B 2 1 

- 2 4B1
3

A4 
= eç 

~
2 + 481

2 
~
2+ 16B1

2 
- 

(E-26)

Therefore,

2 i wB SN ( ~)€ 1  c
cn 2ir 3-imB A4
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= ~~~~~~~~ —1tan~ (
L) + (1 )2 ~— tan~ ( k) rad2 (E—27)

Equating and 
~ cn gives the optimized loop bandwidth . The results are

• shown in Figure E—5 for three values of doppler rate. The resulting RMS
- 

frequency error, from Equation (E—13), is given in Figure E—6.

I

I ~J
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APPENDIX F

MICROPROCESSOR ARCHITECTURE

-
. 

F.1 MICROPROCESSOR ARCHITECTURE -

A key i tem in the modem is the micro-signal processor. ~ study was

conducted for microprocessor architecture determination and other processor
oroanization considerations.

MICROPROCESSOR ftPCHITECTIJRE DETFRNIN~TION

The fundamental decisions and factors involved in determining the processor
architecture from system requirements to the hardware implementation are depicted
in Figure F-i. The system rec’uirements characterize the processing algorithms
as to processing time allowed and operations per second. The algorithms in
turn determine whether a general-purpose or special-purpose processor can be
used. The general-purpose processor has a more progranuiable computer orientation,
while the special-purpose processor is optimized to a single application. Very
high-speed processing usually requires a special-purpose processor.

The general -purpose processor selection then requires an Investioation Into
processor architecture - both Internal structure and whether more than one
processor is necessary. This, of course, is an interative process. Mul tiple
processor arrays have advantages In high data processing capability and if
redundancy for - reliability enhancement is required, but additional complexity
is the penal ty. Central processor architectures are - the focal point of almost 

a

all processor architectures. Classification is by serial , pipeline, parallel ,
and array processor. The base is the data flow (singular or mul tiple) between
building blocks and the central processor control , aaain whether singular or
multiple.

The serial configuration has a single data path between the data storage and
the central processor or the computing function. The control signal s (or instructions)
emanate from a single cOntrol memory and are executed sequentially. This is the
more frequently used organization , due to the straightforward concepts.

The pipeline organization uses a single data path but requires mul tiple instruc-
tions for processing. The computing function is divided into identical serially con—

223 

-~~~~~a.~~~~~~~~~~~~__ _

- ~~ 
a ~~~~~~~~~~~~ -

- - 
-

- : .
~~~~-



APPENDIX F

a, 
- MICROPROCESSOR ARCHITECTURE

- 
- 

F.i MICROPROCESSOR ARCHITECTURE
a 

A key item in the modem is the micro-signal processor. ~ study was

conducted for microprocessor architecture determination and other processor
organization considerations.

MICROPROCESSOR ftRCHITECTIJRE DETERMINATION

The fundamental decisions and factors Involved in determining the processor
architecture from system requirements to the hardware impl ementation are depicted
in Figure F-i. The system requirements characterize the processing algorithms
as to processing time allowed and operations per second. The algorithms in
turn determine whether a general-purpose or special-purpose processor can be
used. The general-purpose processor has a more prograninable computer orientation,
while the special -purpose processor is optimized to a single application. Very
high—speed processing usually requires a special-purpose processor.

The general-purpose processor selection then requires an investigation into
processor architecture - both internal structure and whether more than one
processor is necessary. This, of course, is an interative process. Mul tiple
processor arrays have advantages in high data processing capability and if
redundancy for reliability enhancement is required, but additional complexity
is the penalty. Central processor architectures are - the focal point of almost
all processor architectures. Classification is by serial , pipel ine, parallel ,
and array processor. The base is the data flow (singular or mul tiple) between
building blocks and the central processor control , again whether singular or
multiple.

The serial configuration has a single data path between the data storage and
the central processor or the computing function. The control signals (or instructions)
emanate from a single control memory and are executed sequentially. This Is the
more frequently used organization, due to the straightforward concepts.

The pipeline organization uses a single data path but requires multipl e instruc-
tions for processing. The computing function is divided into identical serially con—
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nected modules, each time division multiplexed and doing a part of the same on-going
task. Algorithm s that require continuous , fast, multi -step processing ~~ th few feed —
back Iterations can be readily applied to this configuration.
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The parallel processor processes data In separate Independent functions . There
are multiple data paths and Instructions . The multiple instructions allow different
operations in each function to occur concurrently. Operational processing rates can

‘a be enhanced by a factor of N If there are N parallel functions. Maximum flexibility
in func t ion  allocation by task is obtained due to this independence. The array is a
simplification of the parallel processor. Multiple data paths interconnect the func-
tions , but a single instruction provides control . The computing function is divided
into modules of equal capability but arranged in parallel . The same Instruction is
executed by all functions simultaneously. This reduces the control complexity while
retaining the parallel improvement factor. -

The microprocessor control section generally uses microprograniilnç a~ a sub-
stitute for hardwired control logic. The microprograms consist of instructions (or
inicroinstructions) that provide all the control and selection signals to the control
processor, data storage and input/output. Additionally, address information for
branching and indirect addressing is generated. The microinstructions containing
control/addresses are stored in program memories which can be either RN~/s or ROM/s ,
depending on the permanence and maturity of the application program .

Microprogranilling techniques are used because of the efficiencies and economics of
handling firmware as opposed to conventional random logic. The control section of a
non-microprogranined processor tends to be complex , due to the logic networks required.
Using microprograms , the control is simplified. Randomness remains , but only stored

as random data in the program memory — not as an unstructured logic network. The
flexibility of microprogranring is considered to be Its major advantage. The user can
modify his microprogram to tailor it to the particular application - thereby spanning
a multitude of applications and minimizing design and total costs.

After the architecture has been selected, the basic technology of the processor
elements is determined primarily based on element, speed of operation, associated
power dissipation , total parts count , cost, and availability . These elements are

• derived from the candidate architecture and are consistent with the system/algorithm
requirements.

A hardware hierarchy is evident with processor configurations and can be
class i fied as follows :

Logic components MSI as part of logic families

Elements Higher Integration such as LSI

Modules Conglomeration of LSI or VLSI (very
large-scale integration)

The elements and logic combine to form modules which are the major determinants of the
architecture.

_

• ~~~~~~



- r The speed-power requirements bound the basic logic family that can be used.
Medium to high-speed technologies include emitter coupled logic (ECL), Shottky TTL,
and low-power Schottky TTL. Schottk,y TIL Is about a 100 MHz family and used for high-

‘a speed applications . Low-power Schottky TTL is intended for low cost, medium-speed
processor being a 30 MHz family and one—fifth the Schottky power dissipation . It is
interchangeable with Schottky TTL directly. ECL Is almost 50% faster than Schottky
and dissipates about the same power but is not interchangeabl e wi th any TTL family.

The standard off-the—shelf LSI selection is based on function performed, avail -
ability , as wel l as the logic family criteria. Memories and arithmetic logic units
(AL U ’ s) fall  In this category. It is cost-effective and simple in design to incor-
porate these elements into processors. A level above this, called “macrologic,”
involves elements combined as a modular function. These include counter and RAM
combinations , as wel l as the CPU or “computer on a chip ” modules . High device density
on a single integrated circuit is a requirement for these functions, thereby reducing

• component totals.

To further reduce the total component count, custom LSI is next considered .
Custom LSI is used as a complementary function to standard LSI for elements not
ava i la ble. When lar ge un it production quan tit ies are require d , say greater than
1000 units , custom LSI becomes attractive from a cost standpoint. Lower cost in parts
reduction and assembly become evident.

Custom LSI considerations include functional partitioning , packaging and utiliza-

tion. The functional partitioning is a detailed definition of internal interconnections,

interface signals (control , data , clock, and addressing), other element Interface
compatibility , and logic/circuit boundary complexity . The IS! packaging concepts must
be wel l integrated with the partitioning to generate viabl e elements. Size, power
acconinodation , Interconnect l imitations , both internal and external , ano producibility
will be major concerns. 

- -

As an example, triple diffused emitter follower logic (3D-EFL), developed at TRW,
meets the need for a custom LSI technology wi th the higher speed of bipolar technology
but the high device densities and high yield capability of MOS technology. The 3D—EEL
density is comparable to MOS and its fabrication sequence Is correspondingly simple.
This technology can operate at data rates from near dc to 30 MHz.

The special purpose segment of the processor system definition involves similar

tasks as for the general purpose approach. The technology selection , through the hard-
ware hierarchy Is the same except for the standard macro-elements probably not being
applicable due to their general purpose nature. The processor organization more closely
follows the algorithm data flow with much less flexibility for changes and use with
other applications. If a mlcroprogranmed control is used , as In a controller mode,
some adaptability is retained, although in very high speed applications a fixed control
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is generally used. The net result is a processor organization somewhat
optimized and dedicated to a single algori thm.

PROCESSOR CONFIGUPATIONS

Processor System Definition

A major consideration uderlying the applications analysis is whether
a special purpose processor is more optimum than a “general purpose”

microprocessor. A microprocessor has the advantage of prograninability
spanning many applications and is modular and expandable. ~!hen mul tiple
algorithms and tasks can be processed with many inputs and outputs and mul ti—
decision paths, then a microprocessor is used effectively. Implicit is

the use of large data storage or memories. -

A special purpose, non-prograninable , hard wi red configuration processor
is used, where a repetitive singular function or task is required. A simple
one-of-i ts-kind unit should consider a special purpose processor also. If
very high speed operation is required, arbitrarily in excess of 50% of the
max imum microprocessor capab ility, then a microprocessor is marginal .
Capability here is measured in operations or instructions per second.

The allocation of applications programs will be based on the preliminary
data processing requirements such as input/output data rate, instructions
requi red per algorithm, data storage capacity including permanent storage
(read-only memories), and operational duty cycle. The latter is a figure
of meri t involving the total micro-signal -processor utilization . This
parameter is defined herein as the ratio of program processing time to the
total micro-signal-processor time available for data processing, times
100 percent.

N x T m p
Processor Utilization = .r X 100Jo

where N number of instructions executed

Tmp • basic micro-signal-processor cycle time
To = time allowed for processing on a periodic basis --

can use a time slot basis or the inverse of the input
data rate.

A- Note that N x Tmp is the time required to process a given algorithm.
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As an example:
- lO_x 50 x lO~~ sec

Processor Util ization = -6 X
- l x l O  sec

where N = 10 instructions
- 

Imp = 50 nanoseconds basic cycle

To = the inverse of 1 F4iz

If the capability of a micro-signal —processor is exceeded or has a small
margin (<10%), then a viable alternative is to use mu l tiple processor
organizations . Refer to Figure F-2. The centralized microprocessor operates
on mul tiple real time tasks to effect maximum utilizati on or minimum idle time
with margin. This uses a single microprocessor on a time-shared basis.

The mu l tiple microprocessor configuration in Figure F-2b improves the
processing limi ts by a factor of two. If each processor Is capable of 20 x
io6 instructions per second (or 20 MIPS) then the combination ranges up
to 40 MIPS. Each processor can be considered to be a module that is readily
expandable with the incremental speed improvements. The centralized control
of the processors , both hardware and software, becomes more complex due to
the input/output schedul ing and priori tizing. The processors can be

merged and repli cated only on an element level , such as random access
memories . The finer control and modulari ty is somewhat offset by the
internal software overhead of usage status, memory management —— storage
sector allocation , and - access priorities .

Another approach i~ the Federated microprocessors illustrated in
Figure F-2c. Each microprocessor Is completely self-contained as a
module. Each can operate independently or be linked to the other by the a

input/output con~ro1 signals. When an input Is ready for a transfer,
the request is honored by the first processor and all other inputs
are inhibited. This is to avoid duplicate processing in optimizing
program allocations . If the first processor is busy processing an on-
going program, then the request is shifted to the second processor. No
transfers occur if both are busy . This is the most flexible approach
for a large system. But high data transfer rates and multiple real
time input/output conflicts can cause processing scheduling di fficulties . 

a

Another link ing Is to use the master-slave concept. A processor is
designated the “master” unit while all others are “slaves”. The master
processor Is the director and resolves allocati on conflicts. All interface
control must now be routed through the master processor wi th the attendant
Increase In complexIty . 228
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Processor Arch itecture

The architecture herein relates to the basic components or building
b lockes (computation , data storage, control and input/output) that are
requi red in processors and the connections required . The configuration
of the building blocks is the ultimate determinate factor of the program
processing performance given the implementation technology. Processors
will be optimized for the given classes of algorithms with emphasis on
bas i c elements , commonality , and a general purpose micro-signal—processor.

The computing function organization is the focal point of almost
all processor architectures . The computing function can be classified
as ser ial , pipel ine, parallel and array. The bas is is the data flow
(s ingular or mul tiple) between bui lding blocks and the computat ion
control (aga in, whether singular or multiple) . Refer to Figure F-3.

The ser ial organizat ion i s depi cted in Figure F-3(a). All the
essential processor functions are shown except the input/output inter-
face. The computing function provides all -the arithmetic operations
and data manipulation capability . The data storage is the memory for
program and data retention and retrieval . The control generates timing
and control signals or instructions In the case of a programmable
control . The data flow between the computations and storage is a single
data path; and the s ingular control instruc tions are executed ~.equentially.
The computation—storage interconnections can be fixed to accommodate a
given class of algorithms or flexible as In the data bus concept for more
general ized use. This is the most frequently used organization due to
the straightforward concepts.

The pipeline organization [Figure F-3(b)) uses a single data path
• but requires multiple instructions for processing . The computing function

Is div ided into identical ser ially connected modules , each time-division
multipl exed and doing a part of the same on-going task. The output of
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computation is passed to the next module in line w i th all modules
operating concurrently. Algorithms that require continuous fast
mul ti-step processing with few feedback iterations , can be read ily
appl ied to this configuration .

The parallel organization [Figure F-3(c)] processes data in
separate independent functions . There are multiple data paths
(computation-storage) and mul tiple instructions . The multiple
instructions allow different operations in each function to occur
concurrently such as an addition and multiply. The storage is shown
as having two inputs and two outputs with interval partitioning. Two
separate memories could also have been used . Operational processing
rates can be enhanced by a fac tor of N if N functions are process ing
in parallel . Maximum flexibility in function allocation by task is
obtained due to this independence .

The array organization is a simplification of the parallel con—
figuration. Refer to Figure F-3 (d). Multiple data paths interconnect

— the computation function and storage but a single instruction provides
the timing and control . The computation is divided into modules of
equal capab ility but arranged in parallel. The same instruct ion is
executed by all functions simu l taneously. This reduces the control
complexity while retaining the parallel processing improvement factor.

Data interconnec tions are used for processor class ifi ca tion and are
a determinate of processor performance. For example , an interna l ser ial $ 

-

data trans fer between elements , given the same technology , woul d operate
at a much lower data rate than an isolated parallel data transfer. Three
representative data transfer networks are shown in Figure F-4.

The dedicated interconnections [Figure F-4(a)] are either directly
connec ted or selec ted as one of N inputs (multiplexer/demul tip lexer) .
The individua l Isolated data paths are fixed and uni—directional.

1• 
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Addition of more computing func tions , as in a parallel processor ,
requires more selectors but effect ively isolates each function for
simu l taneous operations . Data can be transferred to function one
while an addition and transfer to function two, and function two output
to storage occurs concurrently. Function two to function one in the
same sequence is also possible.

The party line illustrated in Figure F-4(b) basically connects
all the inputs together and the outputs together using a dual party line .
A party line as shown , has a s ingle source or des tination and all other
des ti nations or sources respec tive ly are “daisy-chained” together. The
input party l ine requires isolators in the form of tn —state drivers
which have a high—impedance output when not in use. Additional computing
functions can be added by simply connecting to the party lines . The
interconnections are reduced to just the party lines but data is transferred
serially there by slowing the overall data processing.

The data bus is a sinplification of the party line network, In that
both the inpu t and output are combined into a single bI—directional -

transmission media. Tn —state drivers are required as well as a bus
controller and a priori ty—access system. The latter is necessary when
simultaneous requests for bus access occur. The data bus allows a very
modula r app roach w ith a minimum of interconnect ions but i s the slowes t
of the three given configurations in total data processing.

Al l microprocessors use two types of memories - random access
memories ( RAM ’s) for data storage and read—only memories (ROM’s) for
permanent, non—vola tile storage. RAM ’s are used for buffering internal!
external data rates (refer to Figure F-5), main data storage, the ma in
memory, for input/outpu t and program results , high speed temporary storage
for partial results and main memory access speed enhancement - the scratch
pad or cache memory, and the stac k memory - a last-in first-out memory.
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p. .

The stack memory is used for storing addresses during subroutines ,
• interrupts and index operations. Additi onally, it Is sometimes used

with computing functions to reduce memory storage requirements. ROM ’s
are considered for the program memory (microprograms) and permanent
storage such as tables , coefficients and constants.

Memory parameters that are iterated with the arch i tectures are :
access times , bit capacity and words by bits per word organization ,
data flow and interconnection wi th other processor elements , and
anc il lary ca pabili ty such as di rect memory access (DMA) control .

The interface wi th other equipment outside the boundary of the
microprocessor requi res data storage, line drivers/receivers , and
compatible control logic. Serial to parallel data conversion and the
inverse may be requi red. Error detection and encoding (such as a parity)
may also be used . The control si gnals consist of a source request with
a response of a data transfer. Interrogate-response and “handshaking”
asynchronous interfaces use this flexibl e technique . If the interface
is dedicated to another subsystem , a demand access method can be used
where the data source and dest inat ion or ig inates at the subsystem. This
provides a synchronous system wi th known data transfers. Transfer word
formats can be data only or have a preceding control /address word then
data. The latter requires decoding and steering logic. All of these
data transfers activa te the interrupt structure wh ich in turn initiates
subroutines for I/O operations and algorithm processing .

The microprocessor control section generally uses microprograimning
as a substitute for hardwired control logic. The microprograms consist
of instructions (or microinstructions) that provides all the control and
selection signal s to the computing function , data storage and. Input/output.
Additionally, address information for bra- ~hing and indirect addressing

is generated. The microinstructions containing control/address are stored
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in program memories whIch can be either RAM ’s or ROM’s depending on
the permanance and maturity of the applicati ons program. Refer to
Figure F-6.

Each microinstruction has fields dedicated or sectored for the
operation of each element. Each field thereby contains the microcode
(binary pattern) which can be decoded and distributed synchronous with
the processor clock for data transfers and other operations. The
program counter provides the program memory address with capability to
accommodate conditional branching and interrupt addresses. Within a
program, microinstructions are executed sequentially. While micro—
programs contain information to control hardware, they can be stored
in a permanent memory co ining the term “firmware” .

Microprograming techniques are used because of the efficiencies
and economics of handling firmware as opposed to conventional random
logic. The control section of a non-microprogrammed processor tends to
be complex due to the logic networks requ ired. Using microprograms, the
control i.s simplified . Randomness remains , but only stored as random
data in the program memory — not as an unstructured logic network. The
flexibility of microprogranining is considered to be its major advantage.
The user can mod ify his Instruction set to tailor it to the particular
application . Program changes can be made by memory substitutions in
ROM’s or program reloading in RAM ’s.

The program memory outputs are groups of synchronous, word parallel ,
data streams and directly dependent upon the architecture being investi-
gated. When each of the outputs performs a single unique control function ,

this is labled horizonta l microprogranining or minima l encoding. This
approach is used primarily for higher operating speeds by being more
parallel In concept. The horizontal approach does require a wide control
word (number of bIts per word) and availability of each element directly.

_ _ _ _ _ _ _ _ _  
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Vertical mlcroprograimning uses microinstructions that are all or
partially encoded. Some àontrol allocation flexibility is lost and
Instruction execution speed is slower due to the decoding process.
Multipl e instructions may be necessary, such as control and address
separated into two instruct ions , thereby slowing execution

The microprogrammed control has two ways of Initiating an external
response - polling or interrupt. Polling uses a sampler that sequentially
senses the state of each input line , and based on being enabled or not,
either branches to a predetermined program or continues polling . The
interrupt method generates a unique microprogram address for each line .
The program is then executed immediately. Polling has the slower response
time since each input must be scanned Individual ly and each must wait its
turn to be recognized . Interrupts offer the fastest microprocessor
response time but requires additional logic for address generation and
Ddority determination .

The~instruction set definition begins with the review of the
algori thms for the given applications . Requirements, such as addi tion,
multiply, etc., will be developed after generating the prel iminary

assembly language programs from the algori thms. Commonality and frequency

of use in most (or all) applications will be In the selection criteria.

The micro-signal -processor organization (the element configuration and

interconnections) can now correlate the basic functions such as parallel

processing with a fast I/O necessary to meet the operational processing

requirements - operations per second - and the instruction set. The

final iterative merger of the organization , Instruction s~et and appl ication
algorithms generate the microlnstructions In the microprogrammed control.

The program memory word can now be defined as to format and word length.

- 
- 
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APPENDIX G

G.l MICRO-SIGNAL-PROCESSOR (MSP) IMPLEMENTATION

The MSP impl ementation Is based on the existing JTIDS RSED micropro-
cessor and the SAM MSP and has two major parts, the central processor and
the microprogrammed control (Figure G-1). The basic microprocessor
organization is referred to as a pIpel i ne microprocessor (herein designated
PM). The “pipeline ” results from the i nterrelationship of the central pro-
cessing unit and the hardware mul tiplier and the separation of the main
memory i nto an i nput/output memory. These central processor elements can
then be serially connected in a time division mul tipl ex operation , each
simul taneously processing a part of an algori thm.

PROGRAMMABLE
READaONLY
MEMORY

LII INPUT 1 —DATA INPUT -f—.~~ RANDOM UTPUT

~~~~
MORJ LT 

--
~~~~~~~~~~~~~I CENTRAL

I PROCESSING MULTIPLIER

~~~CENTRAL
PROCESSOR

MICRO.
PROGR AMMED
CONTROL

~~~~ R ~~~~ ADDR GENI DOR GE DR GE

TN
t it

___________ I CONTROL/SELECT ADDRESS
I OUTPUT

2O MH a~~J CLOCK 
_____ _______________ CONTROL OUTPUT

1~~ft4COATE1 ,~~ i . —I STF~OI~ESI IPROGRAM L.J CONTROL PROGRAMMABLE AND STATUS

41 
~~~~~~~ f l READ.ONLY MEMORY 

a

INTERRUPT 1 tINTERRUPTS—wi
1 ENCODER

Figure G—1. MSP Functi onal Bl ock Di agram

The central processor prov ides all the computational and data storage
capability of the MSP. The central processing unit (CPU) consists of four
AMD ~9U1A integrated circuits containing all of the arithmetic computations
and logic operations. The hardware mul tiplier Is capable of 200 nanosecond
binary 16 x lb mul tipl i cations and is Inter-connected wi th the CPU through
a dual cross-coupled data path . The latter allows data interchanges for
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r add-mul tiply operations in a pipel i ne mode. The other functions of the
central processor Inc l ude the input and output random-access memories
(RAM ’s) for temporary data storage and general working registers, and the
prograisnable read-only memory (PROM) or ROM for nonvolatile storage such as
filter coefficients and sine/cosine tables. The external data input/output
with the RAM ’s Is through the use of a direct memory access (DMA) at 5 x

words per second. -

The basic pipel ine archi tecture uses separate data paths for non-con-
flicti ng simul taneous point-to—point data transfers, parallel control using
minimal instructi on decoding (horizontal tnicroprogramming) for indepen-
dent resource manipulations , -and parallel memory addressing capability for
mul tiple memory data accesses wi thin each machine cycle.

The most flexible processor control technique is the microprogrammed
control us i ng “firmware.” All data transfers and operations are under the
control of the control ROM (or PROM) stored programs - the microprograms.
The microprogram consists of a set of words or instructions each l abeled
as a microinstructi on. A microinstruction provides the lowest tier of
control Info rmation for each of the elements. The control ROM (C-R ON) and
a decode/distributi on network provide the facility to systematically
execute the sequences of microinstruction s.

While microprograms contain information to control hardware, they are
stored in a permanent memory and executed as stored programs. This pro-
duces a hardware/software overl ap , coining the term”firmware” for the con-
trol RUM microprogram . Generally the microprogranmiing provides a syste-
matic al ternative to hardwi red control , flexibility (program changes by
simpl e RUM substi tutions), and a potential reducti on in component count.

The memory addresses or pointers are derived from the C-RON instruc-
tion format and distributed via an address bus to dedicated memory address
generators. The program stack includes the program counter that controls
the C-RON and receives an i nterrupt address from the interrupt encoder for
program Ini tial i zation and fl ags for conditional branching . The program
stack contains a small stack memory wi th firsti n-last-out operati on that
stores addresses duri ng i nterrupt conditions and provides the associated
sub-routine save/restore.
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The MSP archi tecture uses an efficient but constrained Instruction
-
~ 

- set. There are two basic types of Instructions needed for the sigral
processing algorithms: central processor, control and address. The
machine cycle is 320 nsec In duration and eight subinterval s of 40 nsec
each. The technology used Is the low-power Schottky TTI logic family and
standard off-the-shelf bipolar IS! such as RAM ’s, RON ’s, and CPU ’s. The
parts count is 170 i ntegrated circuits with a power dissipati on of about 35
watts.

A summary of the MSP characteristics is shown in Table G-1.

TABLE G-1. MICRO-SIGNAL-PROCESSOR (MSP) SUMMARY

• Microprocessor Organi zation for Signal Processing
Applicati ons

- Data Demodulation

- Bit Synchronizati on

- Acquisition and Tracking

- Other Functions: Mode Control and Built-In Test

• Fast Parallel Microprocessor Organi zation - Parallel
Da ta, Address and Microprogram Control

• Based on an Existi ng Qual i fied TRW High Performance
Microprocessor Used for the JTIDS Reed-Solomon
Encoder/Decoder and Standard Avionics Modules (SAM)
for Existi ng Modems

• MSP Characteristics 
-

- b to lb-Bits/Data Word

- 320 Nanosec Microcycle
- Haroware Mul tiplier (16 x 16)

- Vector Interrupt (2 x iO~~ Sec Response T ime)

- UMA -5.0 x iu6 Words/Sec

- TTh Compatible Interfaces

- Parts Count - 170 IC’s

a 
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TABLE G-1. MICRO-SIGNAL-PROCESSOR (MSP) SUMMARY (Continued)

— - Power Di ssipation - 37 Watts With 512 RAM/512
CR014 Word Capacity

— Si ze - 5 x 7 x 4 Inches With Dip IC’s and
One-Half AIR Cards

• Instruction Executi on Rate6for Real timeThroughput - Up to 20 x 10 Instructions Per Second

• Software Support: Modified Existing RSED
Assembl er/Emulator

• Capabl e of Mul tiprocessor Operation and can be Configured as a
Two—CPU and a Single-CPU MSP 

-

• Internal Organizati on Allow s Simpl e Bi te Implementation

• Modular by Functions: CPU , Mul ti plier Sequencer, Data
Storage, Control Memory, Program

• Modular Elements are Technology Interchangeable - Optimi ze
Speed—Power Product for a Given Application

G.1.1 Central Processor

Introducti on

The central processor of the micro-signal-processor (MSP) includes all
the ari thmetic and logic functions , data storage, hardware mul tiplication ,
permanent coefficient storage, and input/output buffers and control (Figure
G—2). This is the core of the pipel ine processor organization . I-~ul tIp1e
separate ana parallel data paths permit non-overlapping simul taneous data 

a

transfers. The two separate memories (input and outpu t) prov ide two func-
tions: the working registers or work space for the central processing unit
(CPU ) and multiplier , and is the data buffer for the I/O direct memory
accesses (DMA ’s). The cross data interconnecti on of the CPU/mul tiplier
facilitates pipeline processing by this direct path. Computations and data
transfers can now occur simul taneously wi th a single instruction by direct
routing of processed data to the input of the next stage which is operating
on previous data. The parallel data paths , combi ned w ith parallel control
signals and parallel memory addressing, provide the MSP with the capability
of instruction execution rates up to 25 x 106 instructions per second.
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An exampl e of the MSP processing capability is illustrated in Figure
G— 3. The example simple recursive algori thm is as follows:

S~ = ((St i ) * (a)) + R

This is depicted as a functional flow wi th the output St being sampled at
the end of the sequence N. A pipel i ne is set up in firmware producing the
given data flow. The a from the read-only memory (ROM) is mul tipl ied wi th
the previous output S1 1  at t-2 time. The 

~~~ * a is added to R at t-1
time and the resul ts are stored in the CPU RAM at t time. All of this is
accompl i shed in a single instruction. The pipeline setup and cleari ng ,
however, does require a few instructions each. Note that most of the
processing time is in the iterative loop if N > 16.

Architecture Selection

In a general sense, the architecture of processors can be classified
into such major types as ser ial , parallel , pipeline , or array. The
basis of the categories is the data flow (singular or multiple) and program
or instruction control (again, whether singular or multiple) (Figure G—4).
It is recognized that there may be other types and certainly other methods
of classifi cations, but the four above are appropriate for algorithm-
oriented processors.

The serial processor is depicted in Figure G—4a. All the essential
processor functions , except the I/O interface, are shown. The control ,
such as data sequencing and timing, can be generated by discrete logic or
by a RON. The ALU provides the computational and data manipulation
capability , and the data memory is just storage which coul d be mul tipl e
memories or a hierarchy of memories. The data flow between the ALU and
memory -is a single data stream; and the control signals or instructi ons are
executed sequentially. The ALU-memory interconnections can be hardwi red to
accoiiinodate a class of algorithms, as in a special purpose processor. A
flexible internal coniiiunication network can be implemented using the data
bus concept which can be in a form of a party line or a full dupl ex bus
with many users. The single chip CPU ’s generally operate in this serial
configuration. 
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Figure G-4. Microprocessor Architecture

The pipel i ne processor (Figure G-4b) uses a single serial data stream
but requires mul tiple signal s for processing. The ALU Is divided into
identical serially-connected modules , each time-division mul tiplexed , doing
a part or the same task. The output of a modul e Is passed to the next
module in line wi th all modules operating concurrently. Al gorithms that
require continuous , fast, multistep processing with few feedback iterations
could be appl ied to this type of processor. The memory can be organized
the sam e as the serial processor.

The array processor (Figure G-4c) processes data in parallel . This
requires a single signal , but mul ti ple data streams. The processor is now
divided into moaules of equal capability but arranged in parallel . This
central i zes the data memory for the “array” of processors so that the same
instructi on can be executed by all processor modules simul taneously.

The MSP central processor (Figure G—4d) Is an evolution of the array
processor where there are mul tipl e data paths but also there are mul tipl e
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instructions. The mul tiple instructions allow different operations to
occur concurrently. In addition , the cross-connection allows a configur-
ation that can be programmed to be similar to the pipeline processor. Thus
there is i nherent flexibility to accommodate both architecture types
within this selected central processor organi zation.

Detailed Central Processor Operation

The central processor is organized around two computational modul es
and dual random-access memories (RAM ’s) i nterconnected by paral l el data
paths. RAM ’ s and modul e assignments are under microprogram control and
mul tiple tasks can be conducted wi thout interference. For example , each
computational modul e (CPU or mul tiplier [MPY)) can be dedicated to a memory
which would then be the working space. External input/output data trans-
fers and memory-to-memory swaps can also be accompl i shed. In array pro-
grams , this occurs simul taneously wi th the computations . This provides an
effective increase in data processing rates. Note that ari thmeti c opera-
tions use memory direct transfers wi thout intermediate storage such as
registers , providing data processing rate enhancement.

The CPU právides all arithmetic and logic functions ( such as
exclusive-or ) wi thin the processor. The basic CPU is the AND 2901A inte-
grated circuit containing computati onal capability , data storage and
instructi on decoding . The CPU is expandabl e in 4-bit word increments , as
required , from the given 1l~-bits per word . The CPU output can transfer
data to the i nput and output RAM and the mu~tip1ier (MPY).

The input and output RAM ’s are identical and have a capacity of 256
words by lb bits per word each. These RAM ’s use the Schottky technology
that is compatible wi th the MSP instructi on execution cycle. Expansion
capability is by these block capacities (256 x 16) up to 4096 words by 16
bits/word per each memory. The memory address can be either direct from
the address field in each microinstr uction or indirect as a computed
address (addi ng a constant to a fixed address) in either the Central Pro-
cessor i tsel f or the address generators, the latter of which will be described
in the next section. Data to be stored is transferred as a 5 M word per
second DMA. The output RAM transfer Is also 5 M wps DMA . All control
signals are from the Microprogrammed Control microinstruction fields . Each

4 memory operates independently and has separate data paths for external
input/output , CPU , MPY and the table lookup PROM.
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(

r The mul tipl ier (MPY) is a 16-bit by 16-bit binary multipl ier wi th a
selection on the 32-bit product - all of the most significant bits or least
significant bits. The MPY data can be transferred to the input/output
memories, wrapped back on itself, or interchanged wi th the CPU. It
receives a direct i nput from the PROM table l ookup that is essential for
signal processing, digital filtering and frequency transla tions.

The programmable ROM shown is a 512 word by 16 bits/word nonvolatile
memory. All algori thm coefficients and constants are permanently stored in
the PROM. The PROM can interface wi th the output RAM or directly wi th the
CPU and MPY. This provides a fast direct access for program execution.
When power diss ipation is of concern and the memory access repetition is l ow ,
power strobing can be implemented to reduce power consumption as these are
nonvol atile memories.

G.l.2 Microprogrammed Control

The microprogrammed control (MPC) provides all the direct address
control , and clock signal s to the central processor. This includes any
mul tipl exer selects and I/O l oad strobes. The control and addresses are
stored in the control PROM (C-PROM). Each microprogram consists of micro-
instructions whi ch have fields dedicated or sectored for each central pro-
cessor function in addition to the direct address fields. Each field
thereby contains the microcode which woul d be decoded and distributed for
data transfers and other operations.

Microprogramin~j techniques are used because of the efficiencies and
economics of handl i ng microinstructions In firmware as opposed to the con-
ven ti onal random logic approach. The control section of a nomiicropro-
grammed processor tends to be complex , containing ntanerous gates, mul ti-
plexers , storage elements, and decoding networks for each instructi on that
is executed. Using microinstructions stored in a semiconductor RaM, the
control can be greatly simplified. Randomness remains , but only stored as
random data in the memory - not as an unstructured design of logic net-
works. In essence, a more structured organizati on of hardware logic
results.

The control memory outputs, which are groups of synchronous word-
parallel data streams, whose patterns are a function of the memory con-

-‘ tents, are ised to set flip—flops , select mul tiplexer i nputs , load/
increment, or select ALU functions or any other control function associated

H 
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-
: wi th hardware operation. When the control memory outputs perform a single

unique control function, this is labeled hori zontal microprogranining or
- - minimal encoding . This approach is used in the microprocessor primarily

for higher operational speed and mul ti-Instruction executions. The hori-
zontal approach requires a wide (bi ts per word) control word and control
availability of all functions wi th each word.

Vertical programm i ng uses microinstructions that are partially or
fufly encoded , such as in the use of memory addresses in RAM ’s. The pen-
alty is that some flexibility is lost and speed of operation Is reduced
proportional to the number of C-PROM reads per instruction and decoding
time. The latter resul ts from mul tipl e steps being required for a single
operation. Encoding microinstruct ions does tend to reduce the control
memory storage capability requirements. Typically, the encoding is done
wi thin a singl e 8-bit byte or 16-bit word.

The data flow for the microinstructi ons starts wi th either a direct
address selected by the P-mul tiplexer presetting the P-CTR (program
counter) or P-CTR being incremented by one. The P-CTR is wi thin the pro-
gram stack . The Instructi on fields , or the bit allocations within the
instructi on are transferred to the central processor or used as part of the
miiicroprograniued control functions. Control signal s and direct memory
address are shifted word parallel to the instruction register (storage for
the control signal decoding) and the memory address generators (ALU and
MUX), respectively. The jump instructi on (JMP), both condi tional and
uncondi tional , requires use of the address or p0lnter in the control PROM
format. For program loops , the program i teration count, or the count for
j ump, is ma i ntained in  the program stack. Indicators from the CPU generate
the conditions upon selection for the C-PROM pointers for branching on a
given test conditi on. The program stack (a fi rst—in last-out register
file) is used to store C-PROM address data for Interrupt conditions based
on data enabl es and subroutine loops. In addi tion, addresses of the dual
I/O memories , and the ‘ROM can be saved and restored wi thin the address
generators. The address bus permits communications wi th all counters on a
single data bus. Address data from the microinstruction field may be
loaded into the counters duri ng the machine cycle. A firmware counter in
the XRI and XRO address generator Is used wi th the I/O data transfer or
DMA ’s for maintaini ng word count during the transfer time duration.
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A ll of the above resources are under the control of the P-d R or
program counter. All control signal s and required timing signal s are
referenced to the P-CTR and the clock generator. All timing and operations
are fully synchronous wi th the clock generator. The clock generator oscil-
lator operates at 2 x io6 Hz to provide eight time periods wi thin the 320
nsec basic cycle.

The inputs to the C-PROM program stack are from the address bus for
interrupt restore, indirect addresses from the central processor and pri-
ority interrupt logic consisti ng of the Interrupt encoder logic. Typi-
cally, a logic system performs an operation either in response to a change
in state of its inputs or as a functi on of time, such as an Internal timer.
For the microprogrammed control , there are two ways of initiati ng a
response - polling or i nterrupt. Polling uses a sampler that sequentially
senses the state of each input line and , based on Input logic states,
either jumps to the appropriate PROM program directly or conti nues polling .
The interrupt method generates a unique PROM address for each input line .
This address may be either the beginning of a microprogram or the address
of a jump microinstruction which in turn contains the starting address.
The latter is a form of indirect addressing. In either case, the
interrupti ng program is executed imediately.

Polling provides the slower microprocessor response since each i nput
must be scanned individually and each must wait its turn to be recognized.
This is somewhat less complex than the interrupts and sequentially handl es
simul taneous inputs . Interrupts, especially priori ty Interrupts, requi re
additional logic for address generation and the priority strategy. The
technique does offer the fastest microprocessor response time, which is
almost negligible if the highest priority is requested. The Interrupts, as
used In the MPC, are the data enables which are transformed to the
interrupt address.

There are four address generators, one for each of the memories:
input RAM, output RAM, PROM table look-up and the register file in the CPU.
These are designated XRI. XRO, XT and XCP. Each address generator consists
of an ALU and an input mul ti pl exer. The ALU is the Fairchild 9405 provi-
ding data storage and ari thmetic capabil ity. The mul tiplexer selects
either the direct address field wi thin the microinstruction (address bus)
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a’ or the output RAM data output (OR). Memory addresses could have been gen-
a erated by using registers and dIrect loading from C-PROM, binary up-down

counters or using a computatIonal element for maximum fl exibility. The ALU
address generator is the latter which al so Includes data storage for pro-
gram “nesting” and the interrupt save/restore. A single address counter

— can al so be used but this is a severe l imi tation on processing capability.
Time sharing an address counter creates control phasing problems relative
to memory-to-memory transfers, computations and the basic machine cycle.
Parallel addressing permits ful l processing capability wi th a penalty of
additional hardware.

G.1.3 Microprocessor Instruction Set 
-

The microprocessor has two basic instruction types, central processor
and mul tiply. These are further subdivided (Table G—2) into six trans-
fers, which meet in a general sense all algori thm requirements. The
ari thmetic instructions which include CPU/MPY operations allow users to
manipul ate data and perform computations. Tests of the results of the

• operations are impl emented using a microcode field. The transfer (includes 
j

control ) instructions shift data , word parallel , from a source to a destin-
ati on through mul tiplexers and data buses. These are a type of register
transfer instructi on. Branch (or jump) instructions which are address-to-
program stack transfers that determine the execution sequence of instruc-
tions and subroutines within the microprocessor by testing results of
ari thmetic manipul ation Instructi ons. A micro i nstruction transfer is used
to save addresses as part of an interrupt response and Initiate a return -

- 
-

when the Interrupt has been serviced.

Each instructi on listed in Tabl e G— 1 requires two cycles for complete
execution. the fetch cycle reads the microinstruction from the control —

PROM to the CPU resources. The second cycle , the execute cycle, decodes
and distributes the control and select signal s necessary to complete the
operation. Each cycle requles J~~~ii nsec for a total of 640 nsec. Each
fetch and exec ute cyc le over l aps, except the first fetch for “look-ahead”
instruction processing, yielding an effective execution rate of 320 nsec
per Instruction.

— —  
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Table G-2. Basic Instruction Set

a) General ized Transfer Instruction

MEMORY ‘ MEMORY
MEMOR Y -‘- REGISTER
FUNCTION —.-- MEMORY
FUNCTION - -- REGISTER

ADDRESS -‘- COUNTER

FUNCTION -‘- COUNTER

b) Examples of Each Type of Instruction

MEMORY MEMORY

:1 RAM -a-- RAM

PROM ‘— RAM -

MEMORY REGISTER

RAM a- Al

RAM ‘-Ml

FUNCTION MEMORY —

CPU ‘- RAM

MPY ‘— RAM

FUNCTION REGISTER
CPU ‘— MPY
MPY A2

ADDRESS COUNTER

C-PROM (ADOR A)__ s .a XRI

P-STAC K ‘- P CTR
FUNCTION COUNTER

CPU XRO
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A detai l ed Instruction summary is illustrated in Figure G-5 where the
partitioning Is by function - the address, central processor uni t and
control. Each microinstructi on is capable of all of these listed opera-

t
a tions - address manipulations , computations both arithmetic and logical ,

and interrupt and branch control. The central processor unit instructi ons
Include the CPU and MPY and are tabulated in Figure G-6. The address
generator instructions , Figure G—7, include all of the 9405A capabilities.

Note the < indicates a transfer from right to left, or the contents on the
l eft is replaced by that on the right. The control i nstructi ons, Figure
G—8, list all possible i nterrupt and branch conditions for the Interrupt
encoder and the program stack.

A microprocessor exampl e is now presented to illustrate the advantage
of full paral l el and pipel i ne capability of the MSP. A code tracking loop
is shown in Figure G—9. Using standard assembly language for a conven-
tional serial processor, 27 instructions are required. The code tracking
l oop is part of the set of GPS demodulation programs. The same program can
be microcoded in the MSP in 10 instructions as shown in Figure G—1O . The
symbols used are the type of assembly language used by the MSP assembler.
The prefix X indicates an address counter, M = MPY , R = RAM ’s, CP = CPU and
etc.

G.1.4 Control PROM Microinstruction Formats

The control PROM microinstructi on formats (Figure G—11) require a
• 96-bi t PROM word. The word capability is 256 and can easily be expanded in

256 word by 96 bits/word blocks. The word fields have a direct relation-
- 

- ship to the central processor resources and are structured as program mod-
ules into two types of instructions. The central processor microinstruc-
tion (CP) contains CPU control and the memory and data transfer control
together wi th a direct address field for memory accesses. The entire
C-PROM word is read out simul taneously allowi ng parallel operation and con-

• 
trol in a single readout. The operations code Identifies the type of
operation to be executed - whether central processor or mul tiply
microinstruction .
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ADDRESS CENTRA L PROCESSOR UNIT CONTROL

INCREMENT/DECREMENT ADD INTERRUPT

DIRECT SUBTRACT - , CP BRANCHES

INDIRECT MULTIPLY - INDEX BRANCHES

ADD LOGIC INDIRECT BRANCHES 3
LOGIC SHIFT NESTED SUBROUTINES

Figure G-5. Instruction Summary 4
INPUTS s)PUfl INPUTS

1111 ifl~I liiixI ___.1 I—_ 

-

_______________
a-. IN .,j Mlix I Mlix I-, LI ~ VS IMlTNUCTIONI

I rn ,s ADO
$ — p $USTNAOT (IX)AMD~~S1A e • ~~~~~ vis~ .i N — s  $USTNADT

~~~ , 
~~~~~~~~~ 

m.m orn
A S X X 

~ ~ (N • 5) ANDI I (Ni’s) AND
I 11X4 I (N—SI IXCUMIVI—ON

• I NAN C • 1ó UlIa — Ill IXCLUSIVE-NON
I ~‘~

‘ I ___ 
rvu MUITMl.V (US$1

a-
- 

X V.L MULTWtY (LUll
0 I P12 SHIFT NIGHT[1 ~ —

J c SIIPT LIPT

_ _

OUTPUT 
MUX I~’—•--— $

cI$TNAL PN0cIUSN (AlIT 
~~~~ 3

MULl WUIN (UPY)

Figure G—6. Central Processor Unit Instructions
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‘a

(5)010-RAM AD ~

111 ~~~~ EXAMPLE: INPUT 5)~~M ADORESS

XI( It)cXI+ DA + 1
A XI(k) (XI +MIlK XI(It) < (Xl • DA)S 

X l (k )c DA

XI(k) -C XI
XI(k) c (XI +

NOSA X I(k )c( XI — DA)
XI(k) DA/ 

-
WHERE: k

INDEX DA SELECIED FROM THE FOLLOWING :

0—ZERO 
-

_____ 3 $X 4  1—MINUS Ia - RAM AD — CROM ADOSIESS FIELD
- 5)0 — OUTPUT RAM DATA

OR — CURRENT OUTPUT REGISTER DATA

MEMORY
ADORER

Figure 6-7. Address Generator Instructions
TEST FLAGS

INTERRUPTS ___~J ~~~~~~~~ ja__IIJ MUC J__1II[ CROM/CRAM )_a_P {
IAMD 2514 2905

INTERRUPT ENCODER NEXT *005)155 SRAM CH CONDITIONS

MASTER CLEAR JUMP TO ZERO .EO.. .LT.. .01.
CLEAR ALL CONDITIONAL CALL NE., .GE.. .LE.
CLEAR FROM MASK JUMP TO INDIRECT OVERFLOW
CLEAR FROM SUS CONDITIONAL JUMP ZERO. NON-ZERO

• CLEAR LAST VECTOR PUSH STACK; LOAD COUNTER CF POSITIVE. NEG
READ VECTOR REPEAT LOOP; CM? *0 NP POSITIVE, MEG
READ STATUS REPEAT ADDRESS; CNT *0 XI ZERO, NON-ZERO
READ MASK CONDITIO NAL RETURN XO ZERO. NON-ZERO
lET MASK CONDITIONAL JUMP; POP XI ZERO NON-ZERO
LOAD STATUS LOAD COUNTER STATUS OVERFLOW(UT CLEAR MASK TEST END LOOP
SIT SET MARX CONTiNUE
CLEAR MASK REGISTER LSICONDITIONAL JUMP
DISAILE INTERRUPT -

LOAD MASK
ENAILE INTERRUPT

Figure a 6-8. Control Instructions
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~~~~~~~~~~~
OLL LDA IE LDA ME2 27 INSTRUCTIONS

MPY II SUB MU
STA 152 SIA EML
IDA 05 ADD ACC
MPY GE STA ACC
STA 052 MPY b
ADD 152 STA ACCU
STA ME2 LDA EML
LDA IL MPY a
MPY IL ADD ACCI
STA 11.2 - STA CLII
LDA 01.
MPY 01.
STA 012 -

ADO 1L2
STA MU

Figure G— 9. Sequential Assembly Language Exampl e
(Code Tracking Loop)

I DLL MP: XI(O) < IE• Ml < RIa M2 <RI . XC(O ldl . CL’ ML;

2 OP: XI(OI ’X I+ 1 . B<M P. XO(O)<ME2;

3 cP: XI(O) C X I+ 1. X S(O)<XB+1 . B ML;

4 ~P: Sc  A + S .R0<CP;

S ~P: XI(O) -c X I+ 1,ScHP.XS(0) 4. XA(O) c 4.X0f0) c ML2;

I cP: X5(Ol’ X S — I , Sc HP.

7 NP: S C A + S . NOCCP. JCT< I. UI CP. M2 -C TI. CL C ML;

I ~P: XA (O )c 2 . Ic * — I . X0(O)<LEGO. NQ -MP . XI(O) -c AcC. CL < RI;

I HP: S<I,Nl .MI c cP. M2 c TS. XT~~b.CL -c ML RO < cP
10 CP: XO(O) c FINAL. P0< S. ML. RT.UN.;

TOTAL -10 MACHINE INSTRUCTIONS

figure 6—10. Microcode Example (Code Tracking Loop)
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1’ 
- 

SS BITS _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

NP lOP lI~IORI IP~ NA IS NO RI BR C? j XB XA f NP XO XI J AD

I I I I I I
C? I~ l Ib0I0R l ~ 

NA IE 5)01 RI ~~ C? J XS XA J XI XO XI AD

1 1 1 2 4  4 3 3 s is g • • • • 12 81TS/FIELD

FUNCTION
0

E

~

FIgure 6-11. Control Word Microinstructi on Format

The mul tiply microinstruction s (MP) have memory and data transfer
control fields wi th the PROM address replaced by the mul tiplier control.
The address field can change pointers in the address generators. The
oranch (or jump) instructi ons contain the destinati on address and, if
conditional , the address to go-to. The branch requires an aritl-mietic
microinstruction executed during a fetch cycle. No execute cycle is
required for the branch.

The philosophy used for the control PROM was to create a fast, simpl e
fetch and execute cycle operation and distribution . This required hori-
zontal or nonencoded fields (other than addresses) and a hardware micropro-
gram jump capabil ity. Central processor resources can now be control led in
an array or pipel i ne manner where the RAM ’S, CPU, PkOM, and MPY can be
doing operations in parallel on a noninterfering basis. The memory address
generators and the program stack can al so be controlled simul taneously.
This effectively increases the instruction execution rate by a factor of 8
to ~ x instructions per second (8 x 3.125 X 10b Ips).
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6.1.5 Microprocessor Control Cycles

Flexibility in instruction cycle time or operating speed is i ncorpora-
ted in the MSP pipeline processor. It is designed for oscillator clocks
over a range of frequencies near dc (If desired) to 25 x io6 liz. This
permi ts technology substitutions, aids microprocessor test and eval uation ,
and enhances the capability for mul tipl e applicati ons. The MSP will oper-
ate synchronously up to the l imi t of the technology implemented . All oper-
ations, computati ons , and data transfers occur synchronously at the clock
rate.

The complete instruction cycle consists of a fetch cycle and an
execute cycle (refer to Figure 6-12). The fetch cycle reads the microin-
struction from the control PROM. The execute cycle does the operation

I FETCH CYCLE 
I 

EXECUTE CYCLE

CONTROL P — CIN • C-RON • LI •OECOOE/ I
TRANSFER DISTPIISUTIONI

ADORESK ~ — GIN • C-RON • MUX • ADOR BUS
~TRANSFER I CTR • COUNTER

LT LATCH
MhZ - MULTIPLEXER -

h I

MICROINSTRUCTION 1 
[ 

FETCH EXECUTE
]

MICROINSTRUCTION 2 FETCH 
J - EXECU~i]

MICROINSTRUCTION 3 FETCH J IXECIJTI J
MICR0sN$mu~~~ON4 FETCH 1

NI

Figure G-12. Fetch Cycle and Mul tiple Executions
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requested. Each cycle is a minimum of 320 nsec. The fetch cycle descrip-
- 

- 
tion shows time as a hori zontal axis and the corresponding operations In
time, such as counter increment. The C-PROM read access for -both transfers
is allocated 100 nsec. The CTR is incremented for the next microinstruc-
tion at the middle of the fetch cycle. The address transfer presets a

counter while the control transfer stores and decodes control signal s and
both can occur together. When the adjoining execute cycle begins , the
control signal s from the decode/distr’ibution are stable. The fetch cycle
can now be overl apped wi th the execute cycle to produce an effective
execution rate of 320 nsec (3.125 MIPS).

The basic microprocessor timing is illustrated in Figure 6—13 . The
basic cycle consists of eight phases labeled TI to T8. Each phase is 40
nsec in duration. Each microinstructi on requires a fetch and an execute
cycle. The fetch reads the microinstruction from the C-PROM at the
selecteu address. The “instruction register” or latch is clocked at the
followi ng Ti time. Address generator increments al so occur at this time.
The address bus can transfer a singl~ address during each cycle. All
computations are done duri ng Ti through 14 of the execute cycle , while
memory reading is done at T5 and T6 and memory l oading at Ti and T8. The
latter prov ides the data transfers from memory to memory. The “look-ahead”
technique is used on the fetch cycle as the next sequential fetch cycle
occurs concurrently wi th the on-going execute cycle.

G.1.6 MSP Firmware/Software 
- 

-

The MSP software package consists of t~iree basic elements: a micro-
processor cross assembler, a microprocessor emulator , and the micropro-
cessor firmware. This section contains a brief narrative on the design
philosophy coninon to all four elements, followed by a presentation of the

• basic characteristics and features for each element.

The basic software design philosophy employs a system of cross-verifi-
cation between elements in the package; i.e., output from one element is
used as Input to the next element. The motivation for this technique is to
ensure logical design consistency in the four elements of the package.
Figure 6—14 illustrates the interaction between elements. The resul t of
these Interatl ons is to impose a closed verificati on chain on the enti re
software package.

f _

259

— —

a-’: -‘ -
~
-
~~~ 

ç~ a----. 
—



S

S

- ri —

~ 

;!DT LI Dnfl_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

0
I~I 11

U so fl ~I I  a.t t t

~~~~~~~~~~~~~~~~~~~ 

~1! ~~~~ 
!

I~t [1~I
~~
I •~~~~ 2 ~t~1 11 w 

~t~ t

~EJ ~— —  — —- —i — — — —  2 ~: i i  I I  I . .~~ 2~~
zz

I- 22 c22 ~ 
a t

- 
___________ 

-~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ 

- 

1-
~ 

~~~~~~~~~~~



A 
_ _

• I 1IMENTED WITh NEGSTE~ TPA~~~F~ P LIVE I.
IIMULATIOW LANGUAGE

. EWULATION IS SY HARONAPE MODELING PROCSDUM

S VERIFIES FIRMWARE ALGORITHMS *110 H *ROIS*RE/
4 FIRMWARE INTERFACE

~~~~u4uI
7 \

~~~~~~17 S ENGURUCO~~~~~ ,cy OF HAROWARVFI~~~ARE

‘
~ J % J • TO N lIED Al A NARONARE DESUG TOOl. ANDFROORAM~~r INTEGRATION AID

EMULATOR

Figure 6-14, MSP Emulator Program

Cross Assembler

The microprocessor cross assembler defines a programm i ng language for
the MSP. This language Is register transfer oriented and reflects the
parallel nature of the microprocessor by allowi ng the specificati on of
mul ti ple operations in a single “composite” instructi on. Each composite
instruction is translated from the mnemonic of the programming language to
the 96-bit binary control word of the micro processor. The asseinoler has
several additi onal capabilities which facilitate programming and documen-
tation functions and do not affect generation of control words. Included
in these capabilities are symbolic constant and address definitions , list
options for assembled control words, Intermixed instruction mnemonics and
UoctJnentat ion tex t in source input , and opti ons for object p~iper tape file
generation. the cross assembler design characteristics are as follows :

• Multi line assembly instructi ons, free format

• Table driven control word generation

• Assembly rate, lb ,000 instructi ons/minute
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• Symbolic address expression translator

• Control word error analysi s

• Documentation faciliti es which allow intermixed mnemonics and
L documentation text

• Facilities for object paper tape file generation

• List opti ons for assembled binary control words

• Pseudo-operati ons wh i ch allow the specificati on of arbitrary
symbolic constants, listi ng titles, control address origin , etc.

The basic assembly algorithm is on a 2-pass basis. The first pass
defines symbolic address val ues and performs l imited error analysis. The
second pass performs mnemonic recogniti on, control word generati on , and
detailed error analysis. Error analysis is impl emented by assuming an
initia lly undefined control word and each mnemonic in a composite instruc-
tion defines a fixed control field. Control fields are defined whenever a
mner~onic is recognized and an error occurs if any single control field is
defined more than once. The assembler is suni~iari zed in Figure 6-15.

• TWO-PASS ALGORITHM

TAR E -DRIVEN

• IMPLEMENTS COMPOSITE INSTRUCTiONS FOE PARALLEl . CONTROL WORD (MICROINSTRUCTION )

• IMPLENGNTS PARALLEL CONFLICT AND ERROl ANALYSIS

• GENERATES CONIROL WORD OUTPUT ON PAPER TAPE

• GENERATES BINARY CONTROL WORD LIST ING AND SOURCE LISTING

• HOST COMPUTER - 6000 SERIES CX C~36 UThR SYSTEM

Figure G—]5. Assembl er Summary

The list output of the assembler may be generated wi th or without
assembled binary control words. Figure 6-16 illustrates the output format
with assembled binary . The last two lines are deleted in the otitput
wi thout binary ; otherwise the two formats are identical.
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The number at the far left of the example is an octal control address;
I.e., the assembled instruction resides at this octal address in micro—
processor control memory. RGN13 is the branch tag and AR: Is the opcode
specificati on. The remaining text on the first two lines is the operation
subfield specification. The third line is the assembled binary control
word broken into functional control fields. The control bit sequence is
for this group of 63 to 0 from left to right. The last line is assembler—
generated mnemonic text which describes the respective control fields.

Microprocessor Emulator

The microprocessor emulator functionally model s microprocessor hard-
ware at a register transfer level . Emulation is accompl i shed by loading
firmware object code directly into the modeled control memory and executing
ttie firmware object code according to the model specificati on .

The hardware model was constructed using a register transfer simul a-
tion language processor (Computer Design Language) which was already
available. This l anguage contains most of the constructs, including
implicit paralle lism , necessary for the model i ng procedure and facilities
for output of hardware microprocessor states at each time increment during
the emulation. The result is a complete listing of microprocessor register
contents at the completion of each instruction during the executi on of
firmware object code. This listi ng al lows a compari son of al gorithm
resul ts from the FORTRAN simulati on wi th algori thm resul ts as impl emented
in firmware . Hardware checkout is al so facilitated by the apriori know-
leU~e of what machi ne registers shoul d contain at a given point in algor— . 

-

i thm execution . The emulator design characteristics are as fol l ows:

• Emulation is by hardware modeling procedure in an existing register
transfer simulation language

• Verifies firmware algorithms and hardware/firmware interface

• Knowledge of register contents at given times aids hardwire
checkout

• Hardware modeling procedure ensures consistency of
hardware/fl nnware impl anenta ti on

• Hardware model Is easily modified , allows rapid comparisons between
al ternative hardware configurations

• Typical emulati on is a 500 line program
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In addition to firmware and hardware checkout capabilities , the
microprocessor emulator provides the link which closes the verification
chain illustrated in Figure 6-16. The hardware model i ng exercise al so
ensures cons i stency between actual hardware and assumptions used in
developing fi rmware.

E G N I A  A Bs NI 4 C Z ( O I .  II~ ‘ 05(01. *2 • NP, C R1 0 1 *1—121,- RJ ( D) ,  IM.JN.BGN1IF

11 G 0 11 0 ti 0 0 1010 010110 11 00 00 11 11 11 000 Al l  00 001 101 111 000 00010R11lQ 11

OP P 1 UN * K B A B R CN A LU OP *J Xi RI ET BR $1 C2w CLI , kw IRE. IIIL A ZL A lL £0010.5

Figure 6-16. Assembler Li st Output Example
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APPENDIX H
PRE-PROCESSING AND CORRELATION

H.i Overview

This report dea ls with the conceptual design of the special purpose

d i g i t a l hardware , consisting of the correla tor modu le , the special purpose

processor (preprocessor), the code generator , and the controller . The

cont roller generates t i ming and control signals for the other three un i t s ,

whi le the code generator is an essentiall y independent module wh ich
generates the local estimate of the transmi tted PN code . A block diaqram

of the correlator/preprocessor as they are currently envisioned is shown

in Fi gure H-i. (The A/D converters are not included.) The desiqn shown

is oriented principally toward the implementation of a GPS receiver, and

i t  is  app licable to the generic PSK waveform with parallel acquisition .

The 2-bi t outputs from the I and 0 A/D converters are correlated aqainst

the reference PN waveform by the TRW 32-bit fast parallel correlators

(32-DOC). The reference is burst l oaded every 32 sample times and then

is al lowed to remain stationary so that In effect correlations are computed

-- for 32 relative phases of reference and data . Only 16 of these phases are

u t i li zed due to hardware considerations (see below). During acquisition

the 16 phases may be c nsidered simu l taneously, thus allowi ng a factor of

16 reduction in acquisition time. During tracking, 3 of the 16 phases are

used to provide the Early, Late, and Punc tua l estimates for code tracking

and data demodu lat ion . Since only 16 estImates are used , the PN reference

may be l oaded over a half cycle of the correlator.(32 sample times = 1 cycle),

thus lowering the speed requirements.

The correlation values for each bit are weighted and sunined , and the

offset binary bias is subtracted to produce the final I and Q correlation

value s. The 16 phases of correlation are then accumu l ated 4 time s to reduce

— 
the rate of the samples Into the complex mu l tiplier . Thi s 4 times rate

reduc ti on Is necessary onl y for h ig h samp le rate appl i cations such as GPS.
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H.2 Correlator Module (SAM)

A schematic of the proposed correlator module Is shown in Figure H—2.

This device is Intended to be a standard module (SNI). Each module will

have provision for two data inputs , each consisting of two bits. The

capability will exist to multiplex either i nput to ei ther correlator assembly

to allow for applications such as MSK demodulation . Separate PN inputs are
provided for each channel , and wi peoff of the PN code may be lone externally

to the correlators as well . When nei ther multi plexing nor external wipeoff

is required , these IC’ s may be eliminated and the alternate data inputs used .

Each SAN is configurable as a 64-bit cot-relator in each channel , and

when this is the case , the internal summer of 32-DOC ’s is used to provide

the expansion . Since these summers are capable only of an output of zero

to 63 , the addition of the extra bit must be done externally . This is performed

by running the S1 and T1 outputs of the first correlator to a simple bias

correction logic network . When the module is used as a 32-bit correlato r,

the first cop-relator in each channel may be removed along wi th the bias

correction logic. In this case the REF and DATA inputs on the missing

correlators must be jumpered to the REF and DATA outputs. No additional

changes are required except that t
6
he hardwlred bias is a function of the

correlator length (48 for 32 bits , 96 for 64 bits). If the correlators

are to be expanded to lengths greater than 64 bits, externa l suninatlon of

the partial correlations Is required . 
-

Figure H-3 shows a prelimi nary schematic for 1/2 of the correlator

modu le,although the diagram also Includes the PN buffer and the 4 times

rate reduction , which are not part of the SAM.
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Timing for the correlators is straightforward. Figure H—4 shows the 
*

timing involved for a simplified case of a 4-bit correlator with two

estimates utilized . In this diagram we have ignored the fact that there

are two samples taken (in general ) for each PN bit , but this does not

represent a conceptual change. In the figure the data samples are taken

serially in time and retain the same spatial configuration in the correlator.

The data vector moves one slot each sample time . The reference vector is

represented spatially on the horizontal axis and chronolog ically on the

vertical axis. The reference must be clocked in at twice the ordinary

rate during the idle time of the correlator. Thus , there must be rate-

buffered storage between the code generator and the correlator. This

produces a delay which must be accounted for in the overall synchroni-

zation scheme.
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I H.3 Special Purpose Processor

The special purpose processor, or preprocessor, is shown in Flaure H-5,

except for the 4 times rate reduction which was shown In Figure H-3. The

IICO is a standard design with the sine and cos values consisting of 4—bi ts

incl uding sign . The complex multipl ication is done with N12505’s. Multi-

plication is performed at twice the Incomi ng sample rate to produce the I

and Q values. For GPS thIs represents a multiplication rateof 5 MHz.

Timing analysis shows that timesharing of the multipliers was not possible,

since even the AM2505’s will not operate in an 8 x 4 mode under worst-

case conditions at 10MHz. Other known multipliers will not perform the

- - 
mul tiply function with lower power consumption, although the TRW MPY-8AJ

is being considered as a means of reducing parts count.

The 16-phase accumulation following the complex mu l tiplication Is

performed using RAM storage. Paralleling of two RAM assemblies (each 16 x l~)

al lows alternate reading and writing, thus halving the speed requirements

on each chip. The S189’s have a setup time of 25nsec and the LS174’s have a

maximum delay time of 30 nsec. At the 5MHz rate this leaves 145 nsec for

the 16-bit additign . This is within the worst-case specifications of the

LS283’s.

The AGC multiplier is implemented with the LS261 multiplIers (4 x 2)

and an adder. The AGC value (assumed 3 bits) Is separated into two NSB’s

and the LSB. The LSB gates the incoming word and the two NSB’s multiply

the word . The results are added to produce the final result. Timing

analysis of this circuit Is not complete. An output latch is probably

requ ired .

~
fi _ _ _  ~T 

_ _  

~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~ 

- -
~~~~~~~~~~ 



— - - -— - - ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - .- ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~

~t 
_—_---~--—..i573- - 

- r..i

e c~~~
A .
~
aa.I(S)

Q — , ~~~~~~~~~~~~~~~~~ / [.2]

‘4’

- —  

Al

‘
~~~~~~~~ .. ~4i
1~I L~~I.&.

J 4.4~~~~~~ S I

I-, ”..

*

- 
4J,M111 j

S _ is 

- 

—

It -

3 ~.r 
1,5-

- 
4S.13 1~ ~~ iso

I W 13Ys- 7a / 15 ,0

p 37$. a eoO ...v,75 2 4$
3 / $ 5  6/Il ? £ 30 #00

~~2~ AI~
g- Jj f3 - f IC

S SO ____

•204

- 
_ _ _

- .,s.~~, 3 / 19 130 . -

3 fg Jot .(JFIf Z, ~f 130

a,~ .‘. - - .~ - )?r ;4S~
I, 

~~
-‘s

TSJ~~~~~t 6 1  1.IJ ?...ø- ~..z ~~~~~

— 

~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ 

- 
-

~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ 
-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-
~~
-j ~~Pf~.’ 1

’ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~ ~~~~~~~~~~



* I ~~~~~~~ - - - ~~~. ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ — -. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-- - 

-~~ - ~~~ 
-- : i~~- .~~.. 

- 
~~~~~ 

-

- 

~~

h

]-

—f I + I~
_
~_.rii__,!_2~

z_ ~~~~~~~~~~~~~~~ 
,~ 
,
~ -

- - Lf’I~~~ .l I J ~AM

Q — 
‘

Q’.1 

~~~~~~UI(.J 

- 

_h~?tI4

,z I

I - 
$,ffl qj

_ _  _ _  

_ _

I
.~SM —~I ?IVJC j .~rsf—b~ 

- A. :‘
_ _ _ _ _ _ _ _ _ _ _  

T 1

- -is 

- 

..~L 
~~~~~~~~~~~ I 

- - 

• ____

LI’JIL 
I_ -_

u,1j16, - 
- - - 

1:.— - — - -

r~~~~~~~~~~i 
- 

-

~$~l1/ -‘~~~
‘ 

-

&.~:

_ _  

:~ 
- 

~~~~

_ _

I ~~~ Figure H—5. GPS Preprocessor

337

-L 
-~~~

- — 

- —  
- - 

- -

~~~~~~~~~~~~~~~~~~~~~~~~~~~



- c  —

- 

- a~~- -~~~~ -~~~~ - - — ~~~~~~~~~~~~~~~~~~~~~~~~~ —— —

The rate buffering is performed by bursting the 16 I and Q pafrs
into a RAM at the end of the accumulation time and then reading out at the

- -

- 
l ower output rate. The advantage of this method is that the read in is In

order and is independent of the accumulation time. The RAM storage could

be saved by selectively latching the required outputs in order from the

AGC mul tipl ier and zeroing the accumulator RAM in the proper location.

Thi s method breaks down , however , for short accumu lation per iods ( less than
32 cycles) because more than one word must be read out per accumulator

cycle and the output order would have to be scrambled . Saving the RA~1 storaae
does not seem to be critical , since it requires only 2.25 w., but further

consideration will be given to this circuit. High-speed FIFO ’s wi ll
be considered .

Returning to the 4 times rate reduction in Figure 3, we see that this

is also implemented with RAM accumulators but is fully ECL. The speed

requirements for GPS are too great to implement this sectIon in TTL logic ,

since the input rate is 20 MHz worst-case. This could be slowed to 1 0MHz

by sliding the reference in the correlators at half the sample rate, but

this would require doubl ing the number of correlators In order to perform

loading . This effect coupled with a minimal power savthgs of TTL vs ECL

makes ECL preferable. Even ECL ci rcu its, however, are not fast enoug h to

permit both reading and writing in one cycle at 20MHz. The combination

of setup, addition and latch times is 31 nsec worst case. Thus, alternating

RAM ’s again is required even though in thi s case it Implies a two-fold

excess of storage. High-speed FIFO ’s would provide a speed advantage, but

no ci rcuit Is known with sufficient speed to work even at 10MHz. Thought

was also given to the use of high-speed ECL multip liers In the complex

mul tipl iers, thereby elimi nating the need for the 4 times rate reduction,

but this would require the following accumulator to be Implemented In ECL.

r The end result is an Increase in power consumption . 
________________________ 
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Timing for the 4 tImes rate reduction is shown in Figure H—6. In order

to save fur ther storage ra te buf ferin g i s performed by di rect readou t at
the 1/4 rate, as shown. This is straightforward but results In scrambling

of the output order. This is compensated in the final rate buffering to

the processor so that I,Q pairs are read out together in the proper sequence:

001, OOQ, $11, 01Q, 021, etc. This is another reason for the more flexible

rate buffering scheme described above.

Wi th the above tradeoffs in mind an attempt was made to characterize

the hardware requirements vs. the number of phases computed in acquisition .

Valu es of 1 to 32 were cons idered . The single—phase case represents a straight

serial acquisition but still requires computation of 3 phases for Early!

Punctual/Late . The 32-phase case represents the fastest acquisition but

requires doubling the number of correlators, multipl iers and RAM storage

chips (except in the 4 times rate reduction) due to the Increased speeds

involved . Sixteen phases is efficient due to the general availability

of 16 x 4 RAM’s. The following list suniuarizes the parts and power

requ iremen ts for the correl ator and processor vs. the number of phases

considered during acquisition .

No. $ IC’s Power (w)

1 69 27
4 89 31
16 106 41
32 - 156 56 -

The 16-phase approach was selected for the basel ine system as being the

best tradeoff between hardware requirements and speed of acquisition .
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H.4 Code Generator

A block diagram of the demonstration PRN code generator is shown In

Figure H—7.The design is aimed at GPS capabilities , al though the handover

feature is not included . A long or short code may be generated and

acquisition of either is possible. Each code has a selectable starting

state which is parallel loaded upon receipt of ~n initialization coninand.

Thus , acquisition from any given offset may be performed. Data and

Manc hester sync are der ived from the epoch of the short code for GPS as

required. In the generic PSK applications the data rate is derived by a

binary division of the code clock and the long code is used as the PRN

sequence. Data sync Is derived by resetting the binary counter with the

end state pulse , which Implies that the code epoch must contain an

Integral number of data periods. This subject is discussed further in

Section VI.

I

342

~~~~~L 4 -- ~~~~~~~~~~~~~~ 

~~~~~~~~~ 
- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



~—~~~~~2 —* - — — - - - -- - - - . .  .‘ ...— — ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ V~.~~ 1I ~~~~ — .q~q.-~-

- - - - -  - ----— ~~~~~~~~
-—- -  -- ~ —,i-;~

-i
~ 

_,_ ;

- “..Is,, - — - —  ——--— -- - - - - -—----  - 
~1 

c4..4.. s.Z] —

________________________ 
I ~4I.~14..) 

~1 — — -  

I—

L - r----

- ~~~~~~~ ‘
~~

--.‘ ._y” ‘~~.!~!!! ~!~ 
“• -—

F•M_b .- — —•--— --
~~~ 

S... ... 
~-_—- - I— -

.4~~ -i... -r~ j c 4v.i 
- 

C~~.2 - I 
— - 

EJ Sl~c. ~~

_ _ _ _ _ _ _- ~L:_
_!
~
:
~: -— 

—

. s ~~..+ -
~~~~~

I _-_ ,_~~ • —-A C..

~ ~
_ l-t. - I ~~4C p

~~~ ~~~~~~~~~ I - ——;
~

_ _  

Z;~~~: Li 
~~~ -

L~ 
?%4~ r ’,Fg J
_L -

• ~~~
______ 

(Jab

LH~~~~
]_

~~
i
~~~ }J~ ;~~~~ d)

4 . - Ui~
“-- I’.’. c~~ te,4 I _J r-

-‘44-,,

~~~~~~ ~~~~. ~~~~~~ ~~. _ _

_ _  

.‘ 
_ _ _  

_ _ _ _ _ _ _ _ _  

_ _ _ _ _ _ _ _ _ _ _

-

~~~ ~~~~~ ~T TTIZ ~~~~~~~~~~~~~~~~~ ‘~‘



- - -  ~~~
S 

~~~~~~~~ —~~~ 
- - - - -

~ 
- 
~~~~~~~~~~~~ 

- 
~~~~~~~~~~~~~~~~~~~~~ 

J~~~~~~~~~k ~, 
~~~~~~~~~

-—--1 ~.a j -

— ~~~~~~~~ I

~~~~ 
~~~~~~~~~~~~~~~~ 

~~~~~~ L±~L~ ~~~~ -—

— -.- ~~~~~~ ~“ ‘
~ 

F— - 

-

ii_ p1’”

~t~~ J _
~~~~~~~~~~~~~~~~j  

-

P63 C,.

—0 —--~~ —0~~J

‘- 1-- -~~~~ 
-

‘°‘ •-~~ 
-
~~~~~ _ _ _

- . — - • .—AC. * 
•

- 
- r~~~~~- - .  

I

I - ~~~~~~~~ 

—

~~~~~~ ~~~~~~~~
-

~~~~~~~
---

~~
-•

- 

FI 
_ _ _ _ _  

_ _ 4.I -I_J

I (1. 4.44 .—J..

I 
~~~

—

~~______
r - - ~~~~C/A CfAb

_______ 
(Jaao~ 

-

1. ~, ~~~~~~~~

- - - - - -r -  -
-

Mr.. It  IC., -
.

I

-.9*,)

—

6 Figure H-i. Demonstration Code Generator

343

~~~~
~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~

- -; 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

-

~~~~~~~~~ 

:
~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ 

-



I-

- H.5 Controller (Timing and Control)

- The con trol ler generates timing signals for the three sections men tioned
- previously . This module should not be construed as a system controller and

is itself under control of the MSP. A block diagram of the controller is

shown in Figure H—8.The controller is essentially a divider chain from

which all clocks , RAM addresses , etc, are genera ted . The system c lock runs

at 8 times the PN code rate and addition and deletions are made in un i t s

of 1/8 chip, or 1/4 a sample period . Acquisition and tracking step coninands

from the MSP allow code acquisition and code/sample tracking. A mode

indicator is received from the MSP which configures the controller for the

various timing modes. Provision is al so made for synchronization of the

clocks to the data upon coninand from the MSP.

I
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4.6 General PSK Appl ications

The hardware described above Is intended to be applied to generic

PSK waveform s hav i ng a ratio of PN Ra te/Data Rate from 2~ to 2
17 I n steps

of powers of two only. (The GPS appl ication does not fit thi s formula

and is treated separately below.) The covered PN and data rates are shown

in Table H—i.

The hardware described above is designed to fit these requirements,

given certain limi tations . As can be seen from Figure 7, the present

configuration allows for output rates to the processor of

~SAMPLE - ~C0DE
128M 64M

Since 
~DATA = 2~~ ~coDE, we have 

~ouT/~DATA = 2D/64M. When 0 is large

the rates are acceptable. For example , when D = 12, rouT 
= (26/~) 

~DATA ’

and we may take M to be 4 givIng an output rate of 16 times the data rate.

Thi s is suitable for data demodulation , track ing , etc. It must be verified

that the rates are compatible wi th acquisition requirements such as doppler

bandwidth. The value of H can be decreased, If necessary,-to provide

larger bandwidths . The only Important limitation for large L) Is that

accumula tion times become long , mean ing tha t storage capaci ties are taxed .

For exam ple , for 0 17 fOUT = 211/M and to obtain a rate of 16 times the

data, we mus t have M = 2~ 128.- The accumulators have been designed to

handle values of M at least up to 200 for the GPS appl ication.
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For small 0, however, the limitations are of a different nature. For

example , when 
~cooE’~DATA = 16, we have 

~0UT1~DATA l/4M , whi ch is clearl y
not acceptable for data demodulation . The problem arises because we have

used the 4 times rate reduction to allow for high rate applications.

When D is small the 4 x RR must be bypassed to allow for higher output

ra tes. Thi s will present no logic speed difficulties because, as may

be seen from the table , when M is less than 4 the code rate is less than

1/4 the fast GPS rate for which the rate reduction is required. Thus,

the effective operation rate is less than in the GPS mode wi th the rate

reduction.

The above assumes that it Is possible to work with output rate

approaching or equal to the data rate. If this is not acceptable, the

• only recourse is to operate without the correlators, since they provide an

automatic rate reduction of 32 vs. the sample rate. It should also be

noted that bypassing the 4 times rate reduction elimi nates the scrambl ing

- 
of the phase estimates mentioned above. Thus, the compensation effected

in the final rate buffering RAM must be undone for these cases. This

is not a major problem since it Involves only some switching of address

lines to the rate buffer RAN.

Data synchronization Is derived for the generic PSK waveform from the

PN code generator clocks (FigureH-7). For the demonstration system we will

assume that the length of the PN code may be selected to be equal to

chips , where K is chosen for convenience. For exampl e, wi th D 10,

we may choose (*11. This gives a code length of 221 chI ps and the bit

sync clock is obtained by dividing the code generator clock by 210. Timi ng

Is shown in Figure H~9.The counter range must account for the worst case

r in which 
~CODE/~DATA 217. A se::nteen stage counter Is therefore required.
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If K were chosen to be 4 In this case the code length again would be 221 chips .

By keeping the code length fixed , we maintain a fixed end state for the code

and simplify the logic.

H.7 GPS Application

As mentioned above the GPS appl ication causes difficulty because Its code

rate/data rate ratios are not a power of two. (The actual requirement Is that

the ratios have 26 as a factor). The ratios for GPS are 1023:200 and 1023~20

for the high rate and low rate codes. Since these are very close to 210.200

and 210 20, one approach for adapting the hardware is to assume the binary

ratio and add one~ count every 1023. Another approach is to use the correlator

as a 31-bit device since 1023 factors as 31 .33. The former method has the

disadvantage that it raises logic speed requirements and/or creates timi ng

problems wi thin the system as pulses are added. The latter methed Is complicated t
by having to adapt the 32-bit correlators to 31—bit operation. In this case the

l oading becomes involved as 31--bits of the reference must be loaded in 15 sample

times. In addition , there is a one sample overlap between adjacent correlations

as only 31 bits -are flushed out of the correlator each cycle. Al though a final

decision will be deferped unti l detailed logic design becomes clearer, adding
- f

pulses apparently represents less of a modification to the exi sting design

and is therefore proposed at this time. -

There are two general methods for effectively speeding up the output rate

to match the data rate. The system can operate with a faster system clock, or
counts may be deleted in counters within the system. The former Is conceptually

simpler if speed requirements are not excessive, since it simply allows the

system to run as usual but speeds up the clock. The latter method appears
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- feasible here but timing effects within the system are not easily foreseen

until detailed design Is clear. Al so, this method result In periodically

t- shortened times between outputs to the MSP, which presents problems If

processing time is critical . Since we must add pulses to the system clock
U

anyway In order to do code tracking, the first method appears preferable

and Is proposed at this time.

The modification to the controller is shown in Figure H-b . The system

clock is run at 81.84 MHz which is 8 times the code rate of 10.23 MHz.

The counters shown are nominally 4 4, but may be changed to ÷ 3 or ÷ 5
to add or delete one count. The add/delete signal for code tracking goes

to both coun ters, but the counter driving the correlators has an additional

count added every 1023 counts. This effectively changes the rates in the

lower leg of the diagram by ~-g--~ without affecting system operation . The

effective clock rate seen by the correlators Is 20.48 MHz which may be divided

by 210.400 to produce the 50 Hz data rate (in the case of the high rate code).

Now the correlators and the A/D are no longer driven from the same clock and

the addition of pul ses cause slippage of the samples with respect to the

correlator clocks. The resUlt is that one sample is repeated every 4 x 1023

cycles of the 81.84 MHz, or every 1023 sampies, This is shown In Figure H—b0(b)

where a count is added every 7 cycles to speed up the process.

The repetition of one in every 1023 samples will have negligible effect

on system operation. The hardware requi rements, however, may become severe.
2 

When a pulse is added, the effective 20.46 MHz operating rate is raised to

4/3 x 20.46 MHz,or the operation time goes from 48.7 nsec to 37.5 nsec. The

correlators are able to handle this increase In speed, but additions in the

first RAM (4 times rate reduction) will probably not be possible. It may be

necessary, therefo re, to Inhibit writing Into the RAM when a pulse Is added.

This effect again will be insignificant. 
-
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H-8. Doppler W ipeoff -

The current configuration for accomplishing doppler wipeoff Is shown
in Figure H-il. frequency shift Is performed digitally by phase rotating the
I and Q correlator outputs through complex multiplication by sin/cos outputs
from a RON. This approach works well at high PM rates where the correlation
Interval is short and therefore, the correlation loss due to a frequency offset
is small. However , at lower values of PN rates, the correlation interval
increases for a fixed length correlator and therefore the loss due to a
frequency offset increases. To remedy this situation , the doppler wipeoff
must be performed prior to correlation. There are several ways of accomplishing
this, 0-? which two will be presented here. The first approach is shown in
Figure H-12 The doppler wipeoff is performed digitally just prior to correlation
In a phase rotator just as in the previous approach. The difference, is that
the word size is smaller. In terms of performance, these are losses involved
in truncating the phase rotator output back to two bits to keep the number of
correlators the same. This also affects the frequency tracking accuracy. It
is difficult to assess the degradation except through simulation , but the losses
will be greater than-in the approach described below.

A second approach to providing doppler wipeoff is to convert the 70 MHz LO
source in the quadrature A/D converter to a tunable source. This is shown in
Figure H-l3 The tunable 70 MHz signal is generated in a digital synthesizer (NCO)—
whose frequency is controlled by the microprocessor. The filtered NCO output
is used to down-convert the 70 MHz IF signal to baseband. The NCO is required
to have a resolution of 1 Hz and a tuning range of ÷ 15 KHz range and can be
preset to any frequency in this range. In addition , the doppler frequency is
given directly by the tuning coninand to the NCO and Is as accurate as the NCO
clock accuracy. It will therefore be the approach implemented for the SAN program.

Currentl y, the design activity is centered around optimizing the design of
the digital NCO for this application in terms of minimizing implementation
complexity and degradation due to spurious responses.

Included is an updated schematic of the special purpose processor (SSP)
showing the deletion of the doppler wipe off logic and the simplification of

the past accumulator.
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SIJI’IIARY (Refer to the block diagram of Figure I-i)

The Frequency Generator module design is intended to serve as a standard

frequency source for many modem applications. In the SAM system it will be

used In two places — one to generate the 70 M -Iz local oscillator (L.O.)

signal and another to generate 8f~ ~either 81.84 MHz or 78.44 MHz) for the

Code Generator. - -

The Frequency Generator is a phase-locked ioop type of Indirect synthesis.
AU three of the frequencies required can be obtained by proper progran~nlng
of the dividers. The designed capability Is over 100 MHz. The sections of-
the Frequency Generator are: -

+11 : Includes a buffer to receive the Input reference signal and
an 8-bit prograninable divider to scale the reference frequency.

4-N : A programabie swallow counter in the feedback of the phase—

- locked loop. A dual modulus (10/11) prescaler divides the output
frequency down to a range that can be handled by an 8-bit LS-TTL
counter (P-Counter). The 10/il prascaler modulus is controlled by
a 4—bit counter (S-counter). 

-

0/f : A Phase Frequency Detector consisting ef a single b.C. plus
- a divider on the output t~ create an offset so the detector

will operate in its linear region.

F(s) : The low—pass Loop Filter which is an active filter prescaled
by an R—C prefllter. The active filter components are on a

- 

plug—in DIP to acconinodate other frequencies In the future.
The cut-off frequency of this filter is at approximately 1/50
of 

~ ref

F(s2) : The Spur Filter is required to attenuate the energS at ref
that would otherwise modulate the VCO. The use of offset
in the phase detector works to Increase this energy.

YCO : rhe Voltage Controlled OscIllator is a plug-in module to permit
substituting a YCO in a different frequency range. This is
the only part of the design that has been breadboarded. The
s srst1n~ frequency was approximately 60 to 125 MHz for control

~~1u9es within the range of the loop filter amplIfier. A
ltd device provides four buffered outputs from the VCO.

- !~$~ Is a single I.C. auxiliary divide r that can provide an

~~~~ at the YCO frequency divided by 2, 4, 8, or 16. The 364 - 
-

~ i mede w~th a nirdwire jumper on tt’e board
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H . DESIGN DETAIL (Ref. Schematic, Figure 1—2) -

-~~ +M (Figure 1—3)

• The input buffer features are:

• Capacitive-coupled input.

• Select in te~t (or by individual design) input pad to
permit attenuation and line termination.

• Comparator buffer to accept virtually any input level and
convert -It to TTL. (The gain of the device is 3000 so an
Input on the order of the 5 mV input offset voltage is
sufficient to provide a TTL output. -

• The comparator specs indicate operation to. 13 MHz. Hirsh
V. Marantz has tested an NE529 to 58 MHz wi th —45 dBm
Input (siightly over 1 mV) 

-

• Auxiliary TTL output to drive another board, if required.

• The input divider features are:

• 111 input, output, and control lines.

• Programable divide range of 90 to 2579.

• Maximum operating frequency calculated to be 13.3 MHz
(see timing analysis, Appendix)

- • Minimum parts count by using the Carry—out signal rather
- than decoding and by not reclocking the decode with a 

-

flip—flop. 
- 

-

For the 70 MHz L.9., divide by M is set for 140 to give a reference
frequency of 71.4 (Hz. -

For the 8 ~~ generator, the divide by M is set for 125 to give a
• reference frequency of 80 KHz.

±JI Features: (Figure 1—4)
- 

- I • MC12$13 prescaler wi th
— MECL input to accept the VCO signal
— On board MECL-to-TTL converter to permit driving low power

Schottky counters. -

— TTL modulus control input to permit control by a TTL S—Counter.

366
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• Divide range of 90 to 2579

• 4—bit S—counter which is programed to give the “ones ” digit In
the divide ratio.

• 8—bit P—counter which is programed to give the tens, hundreds,

and thousands dig its.

• ~~~ calculated to be 133 MHz. (See timi ng,Appendlx) -

• Minimized parts count by using carry—out to decode the final count -

and by not reclocking the terminal count with a fl ip—flop.

For a 70 MHz synthesizer, + N = 980

For a 78.64 MHz synthesizer, -!- N = 983
For a 81.84 MHz synthesizer, E- N =1023

~f Detector 
-

• MC4344 I.C. with offset on the ~~output to force the detector to
operate in a linear region away f rom zero crossover.

The offset was arrived at by arbitrarily choosing a large but practical

resistor divider (1K :100K = R8 : R9) for the if output of the phase
comparator. The result is a 120 nS (calculated) pulse on the 5 output.
The disadvantage of this pulse is that it feeds through to the VCO and
generates sidebands on the output. Thus, the need for the spur filter

described below. 
-

Note that Rq is included on a DIP platform with the loop filter components

so it can be changed for different applications .

J~( )  - -

The synthesizer is fixed frequency so settling time is not a consideration.
Setting N=1000, 

~N 
= 1.5 KHz, c~ 0.8, K~— 6xlO

6Hz/V, I(~= .12V/rad , C~
.047 1~F and using Mike Cheong’s HP9800 calculator routine yields RF

z 3.6K

and R5= 1.08K. R7 (R F) was chosen to be 3.83K to insure sufficient
damping if the loop Is used under other conditions. The value of R5

’+

R6 (R 5) is 1K. The val ue is split into two components to provide a point
for insertion of C5. The resulting RC network serves as a prefitter,
elimi nating the high frequency components (as do C7 and R8).

.4-
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The loop fil ter components are installed on a plu ggable DIP platform

to permi t changing the performance for different appl ications. This
concept ties with the plug-In VCO to make the Frequency Synthesizer

module adaptable to many appl i cations.

F(SZ) Spur Filter

As mentioned above, a significant reference frequency signal can reach
the VCO as a result of the offset technique used with the phase comparator.

The relative magni tude of the sidebands generated by this signal on the
VCO control line was calculated (See appendix) to be 19—25dB down from

the VCO fundamental. A suppression of 60 dB was felt to be desirable

so a spur filter (L3—C36) was included in this design to provide the
necessary attenuation. The 3dB point of this network is 16 KHz which
is a decade above the loop filter breakpoint. Inside the VCO housing
is a second L—C filter that starts at 160 KHz. In applications where

the reference frequency is higher, this section alone may be a sufficient

spur filter. - - 

- 

- -

“Co
The VCO uses Motorola ’s oscillator I.C. plus a varactor-tuned tank (Dl,L2).
This is the only circuit that has been breadboarded. The tuning curve
is shown in the appendix. A test to determine the VCO sensitivity to
power supply noise (See Figure 1—5) shows only 10 to 20 dB sideband
suppression wi th 100 mV peak—peak ripple on the power supply line. Thus

supply line filtering Is required even if the sidebands are reduced to
30—40 dB with a more realistic 10 mV ripple. Active filtering (regulator)
-would be desirable but the only supply vol tages available are 5 and 15
volts. A regulator on the 15—vol t line would dissipate twice the power
required by the VCO itself, therefore, an LC passive network has been

used.

+1 
-

This auxiliary divider is simply a straight binary counter with optional
4- 2, ÷ 4, + 8, or + 16 outputs selected by a hardwire jumper. The present
application on SAM requires a ÷ 4 -for the 8

~pn source.

A more general purpose prograntnable divider would be more desirable but
—--— It would have to be much more complex to operat~ up to 100 MHz.

Frequency generator power requirements are given In Figure 1—6. -
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• 1
IFA MODULE: A6C MODULE TESTS

The key component In the receiver IF module , the Avantek AGC-330,
has been tested both as a separate component , and in an AGC loop. The
results of the componer~t tests are shown in Table 1.

Table 1. AGC-330 PERF O~ .W1CE

Parameter Measurement
GaIn 22.4 dB
Flatness (0 —200 144z) ±3 ~Maximum Attenuation 37 dB
VSWR

Input 1.37:1
Output 1.19:1

Noise Figure 3.7 dB
p (1 dB CompressIon) +3 dBm
intercept Point +10 d~
Phase Variation
(no AGC to full ~~

) 163°
Response Time 3 i~S
Bias Voltage 15V

Current 27 mA
Control Voltage 0-SV

Current 20 ~A - 18.7 mA

All of these parameters meet or exceed the requi rements of the
receiver IF module.

An AGC loop, shown in Figure 1, was assembled to test the AGC
perfonuance of the AGC-330.

L

>~ _ _ _

DEl
I ACTIVE LOOP I ]

FILTER ]
Figure 3. AGC TEST LOOP
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Power out versus power in for the loop Is shown in Table 2.

Table 2. AGC LOOP PERFO~IN1~E

Power In (dBm) Power Out (dBm)

-32 0
-27 0
-22 0
—17 .03
— 12 .05
—7 .07
—2 .1 4i

These results show that the output level Is held constant within
.1 dB over an Input variation of 30 dB.

ACTI VE MODULATOR

A key component of the transmi tter IF module is the Texas Instruments
SN56514 , an active modulator. This component was tested as wel l. The test
schematic is shown In Figure 2.

RF +~V~6V
(MODULATION ___ IF OUT

LI)

Figure 2. SN56514 TEST SQ4EMATIC

The 56514 was tested both as an AM modulator and as a biphase modulator.
Figure 3 shows the results of AM modulating with a triangle wave. This Is
true linear AM.

381
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Figure 3. AM MODULATION , TRIANGLE WAVE MODULATION

Figure 4 illustrates the bi-phase performance wi th a squarewave as the
modulator. This Is bi-phase modulation with only slight error.

1
t

Figure 4. BI-PHASE MODULATION, SQUARE WAVE MODULATION

FIgure 5 is 200% AM modulation with a sinusoid such as would be required
for MSK modulation . There Is some distorti on at the crossove r points , but
this seems to be minimal .

I
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Figure 5. 200% AM MODULATION , SINEWAVE MODULATION
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The QPSK modulator designed for SAM has been built and tested.
Figure 1 shows the input I and Q data streams and also the demodulated
output I and Q streams. Note the high degree of correlation between
input and demodulated output. These data streams are at 10 PEPS.
Demodulated I and Q output data streams at the same rate are also found
along with the modulated RF output, In Figure 2. The DC voltages required
for operation are incl uded in Table I, whi ch also contains the current
and power consumed for each voltage source. The total DC power consumption
is 1.32W. Required 10 power at 70 MHz is —3 dBm and the level of the
output demodulation signal is —20 dBm.

Table I. DC VOLTAGES -

Voltage Source (V) Current Consumed (mA) Power Consumed (W)

+5 64 .32
—5 130 .650
+15 23 .345

Total DC Power 1.315
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I INPUT -

I OUTPUT

INPUT

Q OUTPUT

Figure 1. INPUT AND DEMODULATED OUTPUT I & Q DATA STREAMS ,
BIT RATE = 10 MBP S , HORI ZONTAL SCALE = .5 us/Div

I OUTPUT -

U.Q OUTPUT 
.—u- ‘-W I

MODULATE D
OUTPUT

Figure 2. MODULATED RF OUTPUT AND DEMODULATED I & Q DATA STREAMS ,
BIT RATE = 10 MBPS , HORIZONTAL SCALE = .2 uS/Div
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SAM MODULE PACKAGING
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- APPENDIX L
DOPPLER WIPEOFF (OWO) FUNCTIONAL DESCRIPTION

1.1 Introduction
- 

The overall function of the Doppler Wipeoff (DWP ) module Is to provide
a Local Oscillator (LO) signal tha t is shifted in frequency by the doppler
shif t presented in the RF signal . The magnitude and direction of the shift
are determi ned In processing circuits outside the DWP module; a conmiand
word Is then furnished to the DWP module. The module using the coimiand

- 
- 

word pl us 70 MHz fixed reference signal synthesizer a 70 MHz ± 0 to 15 KHz
LO signal . (A 10 MHz clock is also used In the process.)

- The module can be divided into two separate functions:

• A direct digital sythesizer (DDS) that generates both the
s ine and cos ine function of the doppler frequency (f ,).

I • A single sideband modulation circuit that combines sin f~I cos fs with sin 70 11 and cos 70 II to generate 70 M ± f,.The choice of + or — f~ is accomplished by Inverting the
relationship of sin and cos f5 in the DDS. -

f
1.2 Direct Digital Synthesizer (DDS)

The DDS takes the bas ic DDS scheme and adds two major changes: (1)

I both the sine and cos functions are generated, (2) it works in terms of
negative frequency.

t -
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& Table 1-1. The DDS

-~~ REQUIREMENT CAPABILITY

1 Hz resolution (step size) 1.19 Hz~~
1: 16 Bit maximum control word Full 16 bits used

- 
Input

1 ±15 KHz output +19.5 KHz (2)

(The (-) Is implemented by
investing the sin—cos
relationship)

100 Hz/sec 39 KHz per 1/2.5 MHz x 2 clocks
= 43 MHz per sec

- So actual limit is the LPF
- 2O KHz

50 Hz/sec/sec TBD

(1) -
= = Clock frequency

N N = Accumulator size
- 

- 2.5 x 106

22
~

- 2,500,000
- 

- 

— 2,097,152

= 1.19

(2)
= 1/2~f . A

119 (215)
= 2 A NO Accumulator modulus

~max 19.5 KHz

I -
- 

~~~~~
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L.2 Direct Digital Synthesizer (DOS) -

- 
~~. The DDS takes the basic DDS scheme and adds two major changes: (1)

both the sine and cos functions are generated, (2) it works in terms of

negative frequency.

~Jj~~L~~~

J 
~~ 

~~~~~~ ,
I~~~~ 

.- ~~~~~~~~ /
I
~~\

\4

~
__
/

Figure L—l. Basic DDS

(j~ The coninand word is repeatedly added to the accumulator with
each clock pulse.

A l inearly increasing word is generated. When the accumulator
overflows , this ramp repeats. (If NIX is not an integer, the
ramp begins at a different level each time.)

The ramp -word is used to address a RON which translates the
ramp to a binary coded sine wave. (Consider the ramp as a
binary coding of the phase.)

The binary sine drives a D to A converter.

A low pass filter eliminates the sampling steps.

The system still uses one accumulator and one- SINE RON, but they are
multiplexed between two D/A registers and D/As.

i z i

Figure L-2. Sine/Cosine Generator
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The s-t n/cos switch function Is Implemented by alternate clocking
(
~ and of the two registers). The coninand word and accumulator are set
up so that two alternating ramps are generated instead of one.

The ramp out of the accumulator represents the phase of the signal.

The relationship between sine and cosine is

Figure 1—3. Sine/Cosine

but note that both must come from the same ROM so

COS [e(t)) = srr [0(t) + 909].

For example, at t = 0, the sin is 0 but the cos is 1 so the SINE RON must
be addressed for 00 to give the sin and then (0° + 900) = 900 to give the

L 
cos value
- To use the accumulator in this manner means that first 900 must be
added to its value to go from sin to cos and 2700 must be added to get
back to a sin value (a net change of 3600). At the same time the accum-
ulator is being incremented alternately by +900, +270°, +90°, + 270°,
the single- step (k) is also being added. As a result, where a basic DOS
accumulator output would be 

-

O~ k, 2k , 3k, 4k

we now have

- 0, k + g~0 2k + 3600, 3k + 4500,

- 
414
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which, if sampled alternately is

‘
5 0 2k + 36O0

k + 90° 3k + 450°

• Removing the 3600

sin 0 2k
cos k + 90 3k + 90°

An additional feature of the DOS is the ability to Invert the sin—cos
relationship. This is part of the implementation of the negative frequency
capability, the remainder of which is described in discussion of the single
sideband modulation portion of the circuit. Thus, if the negative repre-

• sentation of a number (using, for example, 2’s complement convention) is
presented at the coninand word input, the output will be decremented
instead of incremented.

L.3 Single Sideband Modulator

This portion of the circuit combines the sin and cos terms of the
doppler signal with the sin and cos terms of the 70 MHz 10 to product
either 70 MHz + or 70 MHz - f~~ .

~
.si,

~
ôo ~~~~~~~~ 

— -  /s~-co3(4~ ~~~~~~ 
+ ~~~

- 

~~~~~~~~ I~)8’C - - - - ( ‘4 ~~~~~~~ — 
~~
. (

~
-

~~
- e~~~~

ZIN ~~~~C - ~j i~ ,k

_ _ _ _ _ _ _ _  
I 

“~ t4COSc 4,.~) + ~~~
C

- 

~~~~~~~~ C~~+-~ ) -.i-

Figure 1—4. Block Diagram and Algebra
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