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The Relative Accessibility of Semantic and Deep Structure Syntactic Concepts®

Alice F. Healy+ and Andrea G. Levitt**

ABSTRACT

Three experiments were conducted to determine the relative
accessibility of semantic and deep structure syntactic concepts. In
Experiment I, which employed a concept formation task, subjects
learned the concept "deep structure subject" more slowly than the
case concept "experiencer." In Experiments II and III, which em-
ployed a new recognition memory procedure, subjects performed more
poorly when the sentences to be remembered were differentiated on
the basis of deep structure syntactic relations than when they were
differentiated on the basis of semantic relations. These results
favor Fillmore's case grammar, or another semantically-based theory,
rather than the "standard theory" of Chomsky in a model of linguis-
tic behavior.

INTRODUCTION

A number of different versions of transformational generative grammar
have been proposed in recent years, including, among others, "generative
semantics" (McCawley, 1968; Lakoff, 1971), case grammar (Fillmore, 1968, 1970,

'Portions of this paper concerning Experiments I and II were read at the 18th
Annual Meeting of the Psychonomic Society, Washington, D. C., November,
1977. This paper also appears in Memory & Cognition 6, 518-526.

*Also Yale University.
++A1s0 Wellesley College.
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Surface Structure Representotion:
“The doctor gave the books to John."

The Standard Theory

S
/\
NP VP
DET/\N v NP PREP PHRASE
DET N‘ PREP NP
frecpy s |
the doctor gave the books to Jo|hn
Case Grammar
S
/\
NP Proposition
DET/\N \'} NP Goal
|
the doctor gave t!\o books 'Io Jolhn

4 Figure 1: Surface structure ropreséntation of sehtence "The doctor gave the
| books to John" according to the standard theory (top panel) and
f case grammar (bottom panel). Case grammar representation is based

or Fillmore (1968).
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Deep Structure Representation:

S
NP Aux\\vp
DET N TNS Vv NP PREP PHRASE
DET N PREP NP
the doctor past give the books to John
Case Grammar
]
Modality Proposition
\'} Object Goal Agent
7 e il
K NP K NP K NP i
-\ -\ i
DET N DET N :
¥ f
past give ¢ the books to John by the doctor
Figure 2: Deep structure representation of sentence "The doctor gave the 3

“The doctor gave the books to John."

The Standard Theory

books to John" according to the standard theory (top panel) and

case grammar (bottom panel). Case grammar representation is based
on Fillmore (1968).
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1971, 1977), and the "standard theory" of Chomsky (1965). One aspect of the
standard theory that is attacked by the proponents of both case grammar and
generative semantics is syntactic deep structure as a level of linguistic
description. Syntactic deep structure plays a prominent role in the standard
theory. 1In fact, the deep syntactic level of representation is central. The
deep syntactic representation is mapped into a semantic representation, on one
hand, and into a surface syntactic representation, on the other hand. A
system of semantic projection rules (Katz and Fodor, 1963) is posited to link
the deep syntactic and semantic levels, and a system of syntactic transforma-
tions is posited to link the deep syntactic and surface syntactic levels. 1In
contrast, according to generative semantics, the level of syntactic deep
structure is not necessary. Rather, the semantic representation is mapped
directly into a surface syntactic representation. A single system of trans-
formational rules is envisioned to link the semantic and surface syntactic
reprecsentations. Similarly, a purely syntactic level of deep structure is not
included in case grammar and, in fact, was deemed "an artificial intermediate
level" by Fillmore (1968, p. 88). According to case grammar, case relations,
which are semantic as well as syntactic, replace the purely syntactic deep
structure relations, such as deep structure (logical) subject.! Although the
standard theory and case grammar posit essentially identical surface structure
representations (see Figure 1), the deep structure representations differ
substantially (see Figure 2).2 Note in particular that whereas the relation
deep structure subject can be defined in terms of the deep structure of the
standard theory (technically, the subject is the noun phrase immediately
dominated by the node labeled S), the relation deep structure subject cannot
be simply defined in terms of the deep structure of case grammar. Rather, in
case grammar the subject of the sentence is treated in an entirely parallel
manner to the other cases in the deep structure, and the relation subject is
"seen as exclusively a surface-structure phenomenon" (Fillmore, 1968, p. 17).
Only as a result of subject selection and transformational rules is a subject
oreated and placed in its proper location in the surface structure of the
sentence.

The present study does not attempt to resolve the 1linguistic issue
concerning the existence of a level of deep structure syntax. Rather, the aim
of the present study is to provide a test of the relative psychological
accessibility of the deep structure syntactic relations included in the
standard theory. Deep structure syntactic relations are compared to case
relations. Early experiments by Blumenthal (1967) and Blumenthal and Boakes
(1967) used a cued recall technique to demonstrate the salience of the deep
structure subject of the sentence. The deep structure subject was the best
cue to recall a given sentence. However, although deep structure syntactic
and surface structure syntactic relations were unconfounded in these
experiments, deep structure syntactic and semantic relations were left

'In a more recent paper, Fillmore (1977) has recognized the need for purely
syntactic deep structure relations as well as case relations.

2p1though Fillmore (1968) originally represented deep structures in terms of
tree structures, as in Figure 2, more recently Fillmore (1971) has announced
a preference for a different type of notation.
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confounded. (In other words, cue words that differed in their deep structure
syntactic categories also differed in their semantic roles.) 1In contrast, in
a more recent study also employing cued recall of sentences, Perfetti (1973)
unconfounded deep structure syntactic and semantic relations but left
confounded deep structure syntactic and surface structure syntactic relations.
(In other words, cue words that differed in their deep structure syntactic
categories also differed in their surface structure syntactic
categories.) The present study successfully unconfounds for the first time
all three types of relations--surface structure syntactic, deep structure
syntactic, and semantic.

Instead of employing the cued recall technique used in the studies
reviewed above, in the present study we use a concept formation task, which
enables us to assess the extent to which subjects are able to learn by example
various syntactic and semantic concepts. This technique was employed by
Baker, Prideaux and Derwing (1973) to study surface structure syntactic
concepts and by Shafto (1973) to study the semantic concepts of case grammar.
Although Shafto successfully studied the ease of learning various case
relations (and found "agent" easiest, followed by "experiencer," followed by
"instrument" and "object"), he did not compare case concepts to any other
linguistic concepts. In Experiment I we compare the ease of learning a case
relation and a deep structure syntactic relation. Two baseline conditions are
also included in this experiment, one to provide information about the upper
limit of performance and the other to provide information about the lower
limit of performance. In the first baseline condition subjects learn a
surface structure syntactic relation, expected to be relatively trivial, and
in the second baseline condition, subjects 1learn an arbitrary relation,
defined in a manner analogous to that of the other three concepts.

It should be noted that although case relations are specifically manipu-
lated in this investigation, this study will not allow us to discriminate
among various semantically-based grammars, since differences in case relations
are necessarily confounded with differences in other semantic variables.
Likewise, this investigation will not allow us to discriminate among different
models of sentence memory and comprehension that assert structures of a
semantic variety (for example, Rumelhart, Lindsay and Norman, 1972; Schank,
1972; Anderson and Bower, 1973; Kintsch, 1974). However, this study will
enable us to discriminate between such models based primarily on semantic
relations and any plausible alternative models based primarily on deep
structure syntactic relations.

EXPERIMENT I

This experiment employed 1lists of simple sentences, each of which
included the word John in one of two semantic roles ("experiencer" or
"goal"3), one of two deep structure syntactic categories (deep structure

3He employed the definitions for these cases given by Fillmore (1971) and

restricted ourselves to the benefactive meaning of the goal case: "Where
there is a genuine psychological event or mental state verb, we have the
Experiencer;...where there is a transfer or movement of something to a
person, the receiver as destination is taken as the Goal." (p. 42)
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Surface

Structure Role Subject
Sub ject

Experiencer 1. John was sleepy

near the fire.

Goal 4, John was the recipient
of the grant.

Qbject of Preposition

Experiencer 2. The accident was
imagined by John.

Goal 8. The fruit was obtained
; by John.

TABLE 1: Eight sentence types with examples.

7.

5.

-

6.

Deep Structure Role

Object of Preposition

John was assured misery.

John was given the book.

The roar was deafening
to John. :

The property was leased
to John.
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subject or deep structure object of the preposition), and one of two surface
structure syntactic categories (surface structure subject or surface structure
object of the preposition). . Although there are eight possible combinations of
these three kinds of relations, only six of them (types 1 - 6) were employed
here (see Table 1). Two combinations (types 7 and 8)--deep structure object
of preposition/surface structure subject/experiencer, and deep structure sub-
Ject/surface structure object of preposition/goal--were not employed since
fully satisfactory examples of these types could not be generated (see the
introduction to Experiment III below for a more complete discussion of this
problem). Since the two missing combinations included one of each of the deep
structure syntactic concepts, one of each of the semantic concepts, and one of
each of the surface structure syntactic concepts, their exclusion should not
bias the learning of any of these concepts. For each of the concepts learned
by the subjects, three of the sentence types were instances of the given
concept and three were not. For the semantic concept, the three positive
types were those with experiencer (types 1, 2, 3, Table 1) and the three
negative types were those with goal (4, 5, 6); for the deep structure
syntactic concept, the three positive types were those with deep structure
subject (1, 2, 4) and the three negative types were those with deep structure
object of the preposition (3, 5, 6); for the surface structure syntactic
concept, the three positive types were those with surface structure subject
(1, 4, 5) and the three negative types were those with surface structure
object of the preposition (2, 3, 6); for the arbitrary concept the three
positive types ‘had no regular relationship to each other (2, 4, 6) and the
three negative types also were not related in any regular way (1, 3, 5).

Method

Subjects. Forty young men and women, who were recruited by posters on
the Yale University campus, participated as subjects and were paid $1 for
their participation, which lasted approximately 20 minutes. No subject had
any formal training in linguistics. There were four conditions--Arbitrary,
Deep Structure Syntactic, Semantic and Surface--with ten subjects in each
condition. The assignment of subjects to conditions was determined by time of
arrival for testing according to a fixed rotation of conditions.

Materials. Sixty sentences, ten of each of the six sentence types, were
employed as stimuli. These sentences are shown in the Appendix. Note that
for ail the sentences wnhere John was the surface subject, John was the first
word in the sentence, and for all sentences where John was the surface object
of the preposition, John was the last word in the sentence. Hence surface
location of the word John was perfectly confounded with its surface structure
category but unconfounded with its deep structure category and semantic role.
Each of the sixty sentences was typed in the center of four 4 X 6 cards. Four
decks of cards were constructed, one for each of the four conditions. Each
deck included all sixty sentences; only the order of the sentences varied
across decks. In each deck the order of the sentences was pseudo-random with
the constraint that each 12-sentence block included two sentences of each
type. The sentences within a given one of the five blocks were the same in
the four decks, but the order of sentences within a block differed across
decks. The order of sentences in a given block in the Semantic condition was
the same as that in the Deep Structure Syntactic condition, except for the
placement of four of the sentences, including two of each of two types--

7




sentences that were positive instances of the semantic concept but negative
instances of the deep structure syntactic concept (type 3), and sentences that
were negative instances of the semantic concept but positive instances of the
deep structure syntactic concept (type 4). The two sentences of the first
type in the deep structure syntactic deck were replaced by the two sentences
of the second type, and vice versa, to form the semantic deck. However, the
two sentences of a given type maintained their position relative to each
other., Similarly, the order of sentences in a given block in the Surface
condition was the same as that in the Deep Structure Syntactic condition
except for the placement of four of the sentences, including two of each of
two, types--sentences that were positive instances of the surface concept but
negative instances of the deep structure syntactic concept (type 5) and
sentences that were negative instances of the surface concept but positive
instances of the deep structure syntactic concept (type 2). The two sentences
of the first type in the deep structure syntactic deck were replaced by the
two sentences of the second type, and vice versa, to form the surface deck.
The deck for the Arbitrary condition was analogously related to that of the
Deep Structure Syntactic condition. These relationships among the four decks
insured that the sequences of correct responses (positive and negative
instances of the given concept) were the same in all four conditions.

Procedure. Each subject was tested individually on one of the four
concepts. The experimenter, who sat across a table from the subject, showed
the subject all the cards from the appropriate deck, one at a time in the
prescribed order. The subject was allowed to view only the sentence currently
under test at any given instant. The subject was to respond orally "yes" or
"no" to each sentence depending on whether he thought it was a positive or
negative instance of the concept. After the subject responded, the experi-
menter supplied immediate oral feedback by telling him whether he was correct
and what the correct answer was. The experimenter recorded the subject's
responses on an answer sheet, with an indication of whether a given response
was an error. Sentence presentation was experimenter paced, dependent on the
subject's speed of responding. The following instructions were read to the
subject at the start of the experiment:

"You will be presented with a series of cards on each of which
is printed a simple sentence with the wcrd John in it. The word
John has some kiiad of relation to the other words in the sentence.
Your task is to determine what the relationship is.

When you see each card you are to judge whether the sentence on
it illustrates the test relation between John and the other words in
the sentence. Say 'yes' if you think that it does or 'no' if you
think that it does not. The experimenter will tell you if your
answer is right or wrong. You may not look back at cards that you
have already seen."

Results and Discussion

The results are summarized in Table 2 in terms of mean percentages of
errors per 12-sentence block as a function of block position and condition.
As expected, subjects performed best in the Surface condition, where the
concept to be learned was assumed to be trivial, and worst in the Arbitrary
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TABLE 2:

TABLE 3:

Mean percentage of errors in Experiment I as a function of Condition

and Block.

Condition &
Surface 18
Semantic T
Deep Structure
Syntactic 33
Arbitrary 49

27

38
43

Block
3

5
22

28
4y

b 8
13 9 23
24 25 30
35 34 L3

Mean percentage of errors in Experiment I as a function of Condition

and Sentence Type.

Condition 1
Surface 8
Semantic 19

Deep Structure
Syntactic "

ArBitrary 26

10
29

4y
48

Sentence Type
3 L] 5 [
4 9 9
26 32 13 16
42 30 31 20
56 22 68 27
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condition, where the concept to be learned was not meaningful (except as a
disjunction of sentence types). In addition, performance was better in the
Semantic condition than in the Deep Structure Syntactic condition, but this
difference was not statistically significant. Two analyses of variance were
performed on these data, one with subjects (E;) and one with sentences (E,) as
the random effect. ’rhe statistic min F' (Clark, 1973) was computed on the
basis of these analyses. These analyses yielded a significant main effect of
condition, min F' (3,46) = 9.8, p < .001 [Eq (3,36) = 11.1, m‘f 5190, p <
-001; E> (3,90) = 82.4, = 140, p < .001). Newman-Keuls tests, based on
the analysis with subjects as the random effect, revealed significant differ-
ences between the Deep Structure Syntactic condition and the Surface condition
and between the Arbitrary condition and the Semantic and Surface conditions,
all at the .01 level, as well as a significant difference between the Semantic
and Surface conditions at the .05 level. No other differences among condi-
tions were statistically.significant. In particular, these analyses did not
allow us to distinguish between the critical Semantic and Deep Structure
Syntactic conditions or between the Deep Structure Syntactic and Arbitrary
conditions. _

Learning was evident across the five 12-sentence blocks; the main effect
of blocks was significant, min F' (4,84) = 6.7, p < .001 [E1 (4,144) = 15.5,

=.818, p < .001; Eo (4,30) = 11.9, = 212, p < .001). Furthermore,
there was more learning evident across "the five blocks in the Semantic
condition than in the Deep Structure Syntactic condition. Although the
overall analyses of variance did not reveal a significant interaction of
condition by blocks, min F' (12,128) < 1 [E{ (12,144) = 1.6, mﬂ = 818, p =
.105; E, (12,90) = 1.8, = 140, p = .054), planned analyses of variance
with only the critical Semantic and Deep Structure Syntactic conditions did
reveal a significant interaction of condition by blocks in both the test with
subjects as the random effect, F, (4,72) = 3.9, = 715, p = .006, and the
test with sentences as the random ef‘fect Eo (4330) = 2.9, = 192, p =
.037, but rot in the more conservative test combining them, mﬁfl' (4,74) =
1.7, p = .163. In addition, the planned analysis for the two critical
conditions yielded a significant main effect of condition with sentences as
the random effect, E> (1,30) = 8.0, MSe = 192, p = .008.

The analyses of variance further revealed a significant effect of
sentence type, min F' (5,131) = 4.6, p < .001 [Eq (5,180) = 7.9, MSe = 1500, D
< .001; Ex (5,30) = 11.1, = 212, p < .001], and a significant interaction
of condition by sentence type, mj.n[' (15,270) = 2.6, p = .001 [Eq (15,180) =
3.8, HS,_: 1500, p < .001; Eo> (15,90) = 8.1, M, = 140, p < .001). Table 3
presents the mean percentages of errors as a function of condition and
sentence type. Clearly certain sentence types caused more trouble for
learning some concepts than others, but the nature of the interaction of
condition and sentence type did not appear to be completely comprehensible
and, as will be shown below, was not entirely consistent across experiments.

These results suggest that semantic case relations are indeed learned
more rapidly than deep structure syntactic relations. Since the largest
difference between the Semantic and Deep Structure Syntactic conditions was at
the last block of training, where learning was greatest, a more sensitive test
comparing these two conditions seems to be one where all testing is conducted
after training has been completed. For that reason a new recognition memory
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paradigm was devised for Experiment II to compare the learning of the semantic
and deep structure syntactic relations with all testing conducted after the
completion of training. This paradigm, like the concept formation task, was
designed to test the psychological accessibility of various linguistic con-
cepts. Whereas the concept formation task allowed us to determine whether
subjects could learn the given concepts, the recognition memory task allows us
to determine whether the given concepts will be discovered by subjects in
their attempts to learn a list of sentences for a subsequent memory test.

EXPERIMENT II

The same relations were tested in this experiment as in Experiment I.
Furthermore, the same sentences were employed in the two experiments with the
following important exception: There were two versions of each of the sixty
sentences, with one version containing the word John, as earlier, and one
version containing the word Sam instead of John. Every subject was shown each
of the sixty sentences, half of which were in the version with John and half
in the version with Sam. As in Experiment I, there were four groups of
subjects, the groups in this case differing in the rule used to assign John or
Sam to each sentence. The assignment was made on the basis of either the deep
structure syntactic category of the word John or Sam, the semantic role, the
surface structure syntactic category, or the arbitrarily defined rule employed
in Experiment I. The subjects' task in this experiment was first to study the
given sentences and later, on a subsequent recognition memory test, to decide
whether a given sentence which had been studied earlier included John or Sam.
In contrast to Experiment I, subjects were not specifically told about the
existence of a consistent relation between John (or Sam) and the rest of the
words in each sentence. Therefore this experiment allowed us to determine how
readily the given relations were discovered by subjects in the course of
memorizing a list of sentences, rather than whether the subjects could learn
the given relations when required to do so.

Method

Subjects. Forty young men and women, who were recruited by posters on
the Yale University campus, participated as subjects and were paid $1 for
their participation, which lasted approximately 20 minutes. There were four
conditions--Arbitrary, Deep Structure Syntactic, Semantic, and Surface--with
ten subjects in each condition. For each condition, there were two subgroups
of subjects (A and B) with five subjects in each subgroup. The assijirment of
subjects to conditions and subgroups was determined by time of arrival for
testing according to a fixed rotation of conditions and subgroups.

Materials.  Eight decks of cards, each card containing one sentence, were
constructed for training, two decks for each of the four groups of subjects.
For a given group, the sentences in each deck were identical to those employed
in Experiment I except that in one deck (Deck A) all the sentences that were
positive instances of the concept tested in Experiment I included the word
John and all the sentences that were negative instances of the concept
included the word Sam, and in the other deck (Deck B) the opposite assignment
of John and Sam was employed. In each condition, one subgroup of subjects (A)
was given Deck A and the other subgroup (B) was given Deck B. This method of
counterbalancing assured that across subjects the words John and Sam would not




be confounded with the positive and negative instances of the concept. The
order of the sentences in a given deck varied across subjects and was
determined by the experimenter's thoroughly shuffling the deck of cards before
handing it to the given subject.

Four typewritten lists of sentences were constructed for the recognition
memory test, one list for each of the four conditions. The list for a given
condition included the same sentences as in Experiment I, in the same order.
The only differences between the form of the sentences as they appeared on the
cards in Experiment I and as they appeared on the test lists in Experiment II
were that the sentences were numbered (from 1-60) in Experiment II but not in
Experiment I, and the word John in each sentence in Experiment I was replaced
by the pair of words John/Sam in Experiment II. As a result of these
constraints, the order of .correct answers (John or Sam) was the same for
subjects in all four subgroups A, and was the same for subjects in all four
subgroups B, but the correct answers for subjects in subgroups A were the
reverse of those for subjects in subgroups B.

Procedure. Each subject was tested individually with one of the eight
study decks of cards. The first eight subjects run, one in each subgroup,
were given eight minutes to study the deck of sentences (timed by the
experimenter with a stopwatch). The remaining 32 subjects were given five
minutes to study the deck of sentences, since the performance of the first
subjects seemed to approach the ceiling. Subjects were in no way restricted
in their method of studying the sentences. They were allowed to sort the
sentences into piles, and they were allowed to look at a given sentence any
number of times. The subjects were not encouraged to use any particular
strategy in studying the sentences; however, they were given written instruc-
tions describing exactly what their task would be during the recognition
memory test: "You will be presented with a stack of cards. On each card is a
sentence which involves either John or Sam. You are to study these sentences
for five (eight) minutes. At the end of that time you will be given two
sheets of paper which include each of the sentences on the cards with the
words John and Sam replaced by John/Sam. Your task will be to recall for each
sentence whether John or Sam was involved in that sentence as it appeared on
the card. You are %o indicate your response by circling one of the two words
John or Sam in the given sentence on the sheet of paper." After studying the
sentences on the cards, subjects were reminded of their task on the recogni-
tion memory test. Subjects were then given the appropriate test list of
sentences and responded by circling the word John or Sam in each sentence,
depending on which word they thought occurred in the sentence when it appeared
on the card. Subjects were required to respond to every test sentence; they
were not allowed to leave blanks. Subjects were given as much time as they
needed to complete the recognition memory test.

Results and Discussion

The results are summarized in Table 4 in terms of mean percentages of
errors on the recognition test as a function of condition and sentence type.
The data were averaged over subgroups (A and B) since that factor was not
found to be significant. The difference between the Deep Structure Syntactic
and Semantic conditions in this experiment was striking. Performance on the
deep structure syntactic relations was considerably worse than on the semantic
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and surface relations and, in fact, somewhat worse than on the arbitrary
relations. Two analyses of variance were performed on these data, one with
subjects (Ey) and one with sentences (F,) as the random effect. According to
these analyses, there was a significant effect of condition, min F' (3,46) =
5.5, » = .003 [E, (3,36) = 6.2, m%s 598, p = .002; Ep (3,162) = 48.5, MSe =
77, p < .001], an effect of senténce type which approached significance, min
E' (5,205) = 2.1, p = .069 [E, (5,180) = 3.4, = 174, p = .006; Ep (5,54) =
5.3, MS¢ = 112, p < .001], as well as a significant interaction of these two
factors, min E' (15,307) = 1.8, p = .029 [(E, (15,180) = 2.7, = 174, p =
.001; Eo (15,162) = 6.0, Mi% = 77, p €< .001). As in Experiment I, certain
sentence types caused more trouble for some conditions than for others.
However, the nature of the interaction of condition and sentence type was
somewhat different from that found in Experiment I.

Separate planned analyses of variance were conducted with the data from
just the two critical conditions (Deep Structure Syntactic and Semantic).
These analyses also revealed a significant effect of condition, min F' (1,21)
= 6.8, p= .016 (Ey (1,18) = 7.4, = 724, p = .014; (1,54) = 87.8, m% =
61, p < .001], but the effect of sentence type, min F' (5,144) = 1.2, p = .337
(Ey (5,90) = 1.8, usﬁ_ = 158, p = .129; E, (5,54) = 3.3, = 84, p=.011],
and the interaction ol condition and sentence type, min F' ,138) = 1.8, p =

113 {Ey (5,90) = 2.5, By =158, p = .035; Ep (5,50) = 6.5, MSq = 61, 2 <
ant.

.001], were not signific Furthermore, Newman-Keuls tests, based on the
overall analysis conducted with subjects as the random effect, revealed
significant differences (p < .05) between the Deep Structure Syntactic and
Semantic conditions, between the Arbitrary and Semantic conditions, and
between the Arbitrary and Surface conditions, a significant difference (p <
.01) between the Deep Structure Syntactic and Surface conditions, and nonsig-
nificant differences between the Semantic- and Surface conditions and between
the Deep Structure Syntactic and Arbitrary conditions. It is clear from these
data that subjects easily discovered the semantic case relations discriminat-
ing the Sam and John sentences when studying the sentences for a subsequent
recognition memory test, and the subjects were not able to discover the deep
structure syntactic relations so easily. These latter concepts were disco-
vered no more easily than purely arbitrarily defined relations.

EXPERIMENT IIX

Only six sentence types were employed in Experiments I and II although
there are eight possible combinations of the three kinds of relations. The
two missing sentence types (7 and 8) had been excluded because it was
difficult to find satisfactory examples of them. However, examples of these
sentence types do exist and one of each of these two types is shown in Table
1. The problem with sentences of these types is that the case role of John
seems to be ambiguous. Specifically, in type 7 sentences John seems to be in
both the roles of experiencer and goal, although the experiencer role does
seem more salient. In some type 8 sentences, it is not entirely clear whether
John is in the role of goal or agent, a problem which exists for several
sentences of other types as well., Despite these difficulties, all eight
sentence types were employed in Experiment III, which was otherwise a
replication of Experiment II. (Type 7 was selected to be a positive instance
of the arbitrary concept, and type 8 was selected to be a negative instance of
the arbitrary concept.) This experiment enabled us to test our contention
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that the previous results were not due to any bias created by employing only
six sentence types.

Method

Subjects. Forty male and female undergraduate students of Yale College
who were taking a course in introductory psychology participated as subjects,
receiving course credit. As in Experiment II, there were eight subgroups of
sub jects with five subjects in each subgroup. The assignment of subjects to
subgroups was determined by time of arrival for testing according to a fixed
rotation of subgroups.

Materials. Eight decks of cards were constructed for training, one deck
for each of the eight subgroups of subjects. The decks were constructed in a
manner strictly analogous to that employed for Experiment II except that there
were 64, rather than 60, sentences in each deck, including 8, rather than 10,
of each sentence type. The sentences employed are shown in the Appendix. The
two sentences of each of the original six types included in Experiment II but
not in Experiment III have an asterisk beside them in the Appendix.

Four typewritten lists of sentences were constructed for the recognition
memory test in an analogous manner to the lists constructed for Experiment II.
On each list the order of the sentences was pseudo-random, with the constraint
that each 16-sentence block included two sentences of each type. The
sentences within a given one of the four blocks were the same on the four
lists, but the order of the sentences within a block differed across lists.
In particular, the order of the sentences in a given block in the Semantic
condition was the same as that in the Deep Structure Syntactic condition,
except for the placement of eight of the sentences, including two of each of
four types--sentences that were positive instances of the semantic concept but
negative instances of the deep structure syntactic concept (types 3 and 7),
and sentences that were negative instances of the semantic concept but
positive instances of the deep structure syntactic concept (types 4 and 8).
The two sentences of type 3 in the deep structure syntactic deck were replaced
by the two sentences of type U4, and the two sentences of type 7 in the deep
structure syntactic deck were replaced by the two sentences of type 8, and
vice versa, to form the semantic deck. However, the two sentences of a given
type maintained their position relative to each other. The lists for the
Surface and Arbitrary corditions were analogously related to the list f{'or the
Deep Structure Syntactic condition. As in the earlier experiments, the
relationships among the four 1lists insured that the sequence of correct
answers (John or Sam) was the same for subjects in all four subgroups A, and
was the same for subjects in all four subgroups B.

Procedure. The procedure was the same as in Experiment II except that
all subjects were given five minutes to study the deck of sentences.

Besults and Discussion

The results are summarized in Table 5 in terms of mean percentages of
errors on the recognition test as a function of condition and sentence type.
Despite the difference in the sentence types included, the pattern of results
was strikingly similar to that found in Experiment II. Two analyses of
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variance were performed on these data, one with subjects (E,) and one with
sentences (E,) as the random effect. These analyses yielded a significant
main effect of condition, min F' (3,46) = 10.1, p < .001 [E; (3,36) = 11.4,

mf = 1024, p < .001; Fp (3,168) = 84.6, = 111, p < .001], but neither the
main effect of sentence type, min F' (7,149) = 1.1, p = .373 [E, (7,252) =
2.6, = 179, p = .013; F» (7,56) = 1.9, m$ = 198, p = .090], nor the
interactlon of condition and sentence type, min F" (21,418) < 1 [E4 (21,252) =
1.2, = 179, p = .238; Ep (21,168) = 1.6, MSe = 111, p = .063], was
significant.

Separate analyses of variance were conducted with the data from just the
Semantic and Deep Structure Syntactic conditions. These analyses also yielded
a significant effect of condition, min F' (1,21) = 7.1, p = .015 [Eq (1,18) =
7.6, MSo = 1337, p = .013; E» (1,56) = 98.7, us%n= 82, p < .001]. In
addition, Newman-Keuls tests, based on the overall alysis conducted with
subjects as the random effect, revealed significant differences (p < .01)
between the Deep Structure Syntactic and Semantic conditions, between the
Arbitrary and Semantic conditions, between the Arbitrary and Surface condi-
tions, and between the Deep Structure Syntactic and Surface conditions; but
the differences between the Deep Structure Syntactic and Arbitrary conditions
and between the Semantic and Surface conditions were not significant by these
tests.. The conclusions reached on the basis of Experiment II are clearly
supported by this pattern of results.

SUMMARY AND CONCLUSIONS

These experiments indicate that the deep structure syntactic relations we
studied were both learned more slowly and discovered less readily than the
semantic case concepts we studied. These results suggest that the deep
structure syntactic relations included in the standard theory are less
accessible than semantic relations and, in fact, are no more accessible than
arbitrarily defined relations. An implication of these findings is that the
cued recall studies purporting to demonstrate the importance to sentence
memory of the relation deep structure subject (Blumenthal, 1967; Blumenthal
and Boakes, 1967) were misleading because of their confounding deep structure
syntactic and semantic relations. The present study suggests that deep
structure syntactic relations, when unconfounded from semantic relations, do
not play a major role in sentence memory.

More generally, these results favor case grammar, rather than the
standard theory, in a model of linguistic behavior. It should be noted,
however, that although these results are clearly difficult for the standard
theory, they do not discriminate among different semantically-based grammars.

Our rejection of the standard theory in a model of linguistic behavior
may not seem very consequential for two reasons. First, there have been a
proliferation of proposed revisions of the standard theory; however, some
influential theorists have recently argued (see Bever, Katz and Langendoen,
1976) that the dismissal of the standard theory may have been too rash. It is
also relevant to note (see footnote 1) that Fillmore, who initially rejected
purely syntactic deep structure relations, now includes them, along with case
relations, in his case grammar (Fillmore, 1977). Second, our results follow a
number of others that have failed to provide support for the standard theory

16
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as a basis for linguistic behavior. However, the experimental evidence
against the standard theory has been evidence against the grammatical opera-
tions, not against the structural descriptions of the theory (Fodor, Bever and
Garrett, 1974). The present evidence against the standard theory pertains
instead to the structural descriptions. Hence, our demonstration of the
inaccessibility of deep structure syntax has definite consequence.

This study also has an important methodological implication. In studying
the relative accessibility of various linguistic concepts, the new recognition
memory paradigm developed here seems to be more sensitive than the traditional
concept formation task. Two factors may have been responsible for the
increase in sensitivity: (1) All testing occurred after training was complet-
ed in the memory paradigm. (2) The memory paradigm tested whether a given
concept would be discovered by the subject rather than whether the concept
could be learned by the subject.

APPENDIX

Sentences Used as Stimuli
(1.) DS Subject--SS Subject--Experiencer

1. John was sleepy near the fire.
2. John was warm near the radiator, ki
3. John was comfortable near the window.
4. John was nervous next to the swimming pool.
5. John was cool near the stream.
6. John was content on the balcony.
7. John was confident at the wheel.
8. John was speechless in the gal.ery.
#9, John was unhappy near the stage.
#10. John was at ease in the motor boat.

(2.) DS Subject--SS Object of Prep.--Experiencer

The accident was imagined by John.
The concept was visualized by John.
The concert was enjoyed by John.
The odor was savored by John.
The director was feared by John.
The story was believed by John.
7. The theory was respected by John.
8. The teacher was despised by John.
%9, The result was foreseen by John.
#10. The earthquake was felt by John.

e o o o
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(3.) DS Object of Prep.--SS Object of Prep.--Experiencer

1. The roar was deafening to John.

2. The nap was refreshing to John.

3. The suggestion was disturbing to John.
4, The wasp was annoying to John.

5. The mask was frightening to John.

17




6.
7.
8.

*9.
#10.

(4.) DS

.

OO EWN —

%,
%10,

OO EWN —

*9.
#10.

(6.) Ds

AN EWN —

.
.
.
.

7.
8.
.9.
®10.

(7.) DS

O EWN —
-

The
The
The
The

play was amusing to John.
conclusion was astonishing to John.
crime was puzzling to John.

voyage was exciting to John.

The message was comforting to John.

Sub je

John
John
John
John
John
John
John
John
John
John

Objec

John
John
John
John
John
John
John
John
John
John

Ob jec

The
The
The
The
The
The
The
The
The
The

Ob jec

John
John
John
John
John
John

ct--SS Subject--Goal

was the recipient of the grant.

was the beneficiary of the allowance.
was the inheritor of the mansion.

was the borrower of the bicycle.

was the thief of the porcelain.

was the buyer of the refrigerator.
was the acquirer of the painting.

was the consignee of the suitcase.
was the receiver of the prize.

was the catcher of the ball.

t of Prep.--SS Subject--Goal

was given the book.

was bequeathed the inheritance.
was tossed the paper.

was handed the spatula.

was mailed the record.

was awarded the medal.

was dealt the ace.

was paid the bribe.

was sent the instructions.

was assigned the duty.

t of Prep.--SS Object of Prep.--Goal

property was leased to John,
bottle was passed to John.
football was kicked to John.
jewels were entrusted to John.
materials were supplied to John.
money was allotted to John.
scholarship was granted to John.
reward was presented to John.

book was returned to John.

results were communicated to John.

t of Prep.--SS Subject--Exper’encer

was assured misery.

was permitted remorse.

was authorized exuberance.
was provided serenity.

was offered happiness.

was guaranteed anxiety.
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7. John was promised tranquility.
. John was allowed timidity.

(8.) DS Subject--SS Object of Prep.--Goal

The fruit was obtained by John.

The merchandise was recovered by John.
The taxes were collected by John.

The prize was received by John.

The crop.was gathered by John.

The ball was caught by John.

The donuts were taken by John.

The frisbee was retrieved by John.

OO EWN -

#Sentences used in Experiments I and II but not in Experiment III.
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Some Relationships between Articulation and Perception®

F. Bell-Berti,+ |, J, Raphael,** D. B. Pisoni*** and J. R. Sawusch**+++

4 ABSTRACT

Electromyographic studies of the American English vowel pairs
/1i-1/%% and /e-E/%%#% peveal two different production strategies:
some speakers appear to differentiate the members of each pair
primarily on the basis of tongue height; for others the basis of
differentiation appears to be tongue tension. To determine if these
differences in production might correspond to differences in percep-
tion, two vowel identification tests were given to the EMG subjects.
Subjects were asked to label the members of a seven-step vowel
continuum, /i/ through /I/. In one condition each item had an equal
probability of occurrence. The other condition was an anchoring
test: the first stimulus, /i/, was heard four times as often as any
other stimulus. Compared with the equal-probability test labeling
boundary, the boundary in the anchoring test was displaced toward
the more frequently occurring stimulus. The magnitude of the shift
of the labeling boundary was greater for subjects using a production
strategy based on tongue height than for subjects using tongue
tension to differentiate these vowels, suggesting a possible 1link
between strategies used in speech production and aspects of percep-
tual analysis of speech sounds.
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INTRODUCTION

It is generally true that studies of human speech communication have been
directed to questions of how speech is perceived or how speech is produced,
with little direct investigation, and much speculation, about how these two
events may be linked. While different schools have posited different cause-
effect directions between these events (for example, the motor theory of
speech perception and the acoustic theory of speech production), few, if any,
suggest that the two are completely independent. For, whichever direction the
relationship may go, it is the acoustic signal produced by the human vocal
tract and perceived by the human auditory system for which the theories must
account (cf. Liberman, Cooper, Harris and MacNeilage, 1962; Liberman, Cooper,
Shankweiler and Studdert-Kennedy, 1967; Ladefoged, DeClerk, Lindau and Papgun,
1972; Stevens and Halle, 1967; Stevens and House, 1972; Cooper, 1972).

Experimental support for the view that speech production and perception
are mediated by a common mechanism may be found in several recent studies by
Cooper (1974; Cooper and Lauritsen, 1974; Cooper and Nager, 1975) dealing with
perceptuo-motor adaptation. These studies have shown that immediately after
listeners are presented with many repetitions of a voiceless stop consonant,
their voice onset time (VOT) values decrease as they produce voiceless stop-
plus-vowel sequences. These results were similar to the results of selective
adaptation experiments in which repetitive listening to an adaptor altered the
perception of a test series varying in VOT (Eimas and Corbit, 1973). The
perceptuo-motor adaptation studies suggest that the interaction between speech
production and perception can be directly demonstrated. This might be
accomplished by discovering already existing (as opposed to experimentally
induced) differences between the production strategies of two (or more)
populations of speakers for a given class of sounds, and then showing that
those differences were isomorphic with the differing perceptual behaviors of
the populations for the same class of sounds. The experiments reported here
were designed to investigate the possibility of such a perceptuo-productive
isomorphism for several members of the class of English vowel sounds.

The members of the front series of English vowels /i-I-e-E/ have been
variously described in the phonetics literature either as differing among
themselves in both tongue height and duration, or as differing within the
pairs /i-I/ and /e-E/ in tongue tension with consequent differarces in
duration and differing between pairs in tongue height. 1In an earlier study of
_the production of these and other vowels (Raphael and Bell-Berti, 1975), we
obtained electromyographic (EMG) recordings from the extrinsic tongue muscles
of three speakers of American English to discover which, if any, of these
muscles displayed a difference in overall amount of activity corresponding to
the traditional tense-lax distinction between members of the English vowel
pairs /i-1/, /e-E/ and /u-u/. The data we gathered provided support for the
notion that tension is a necessary, or sufficient, differentia of production
for some speakers, but not for others. 1In the present study we hoped to
determine whether differences in vowel production might in some way be related
to differences in vowel perception, particularly vowel identification. To
this end, we collected EMG as well as vowel-identification data from a group
of eight subjects.

22




FWPPA o (T

IHE PRODUCTION EXPERIMENT
Method

EMG potentials from the genioglossus muscle were recorded with bipolar
hooked-wire electrodes inserted percutaneously into the muscle. The action of
this muscle is to bunch the mass of the tongue and draw it forward in the oral
cavity, especially for the high- and mid-front vowels (Smith!; Harris, 1971;
?aphael ?nd Bell-Berti, 1975; Kakita2; Raphael, Bell-Berti, Collier and Baer,

n press).

The utterances used in this experiment included the vowels /i/, /1/, /e/,
and /E/, produced in a 3pVp frame. The utterances were placed in random lists
that were read by each subject until 18 to 30 tokens of each utterance type
were recorded.

The EMG potentials and the speech signal were recorded on an FM tape
recorder. The onset of voicing of the stressed vowel was identified visually
for each syllable. The repetitions of each utterance type were aligned with
reference to this point, and the EMG data subsequently computer sampled and
averaged.

Results

Figure 1 contains examples of the two patterns of muscular contraction
found for the front vowels. In one pattern, (talker KSH) there is a
decreasing order of activity corresponding to the traditional articulatory
description of tongue height for the front vowels (Figure 1a): peak activity
decreases through the vowel series /i-I-e-E/. Further, contrasting the EMG
curves of /i/ and /e/ with those of /I/ and /E/, it is evident that the former
are bimodal, perhaps reflecting the diphthongization of the "tense" vowels.

In the second (LJR) pattern of muscular contraction (Figure 1b) there are

greater, and almost identical, levels of muscle activity for the two tense
vowels /i/ and /e/, and a considerably lesser degree of activity for the two
lax vowels, /I/ and /E/; that is, there is a decreasing order of activity
through the vowel series /i-e-I-E/.3 Further, the EMG curves are smooth and
unimodal, compared with those of the other pattern, described above, and
perhaps reflecting a different strategy for diphthongization of the tense
vowels for this speaker.

1Smith, T. St. J. (1970) A Phonetic Study of the Function of the Extrinsic
Tongue Muscles. Unpublished Ph. D. dissertation, U. C. L. A.

Zxakita, K. M. (1976) Activity of the Genioglossus Muscle During Speech
Production: An Electromyographic Study. Unpublished D. M. S. dissertation,
University of Tokyo.

31t must be remembered, houiver, that the differences in absolute microvolt
potential and duration of activity separating /i/ from /e/ and /I/ from /E/
are quite small.
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Figure 1: Averaged EMG activity of the genioglossus muscle for the vowels
/1,1,e,E/, for: (a) subject KSH; (b) subject LJR.
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Although both these patterns of muscular contraction preserve the tense-
lax distinction between /i-I/ and /e-E/, they do so in markedly different
ways. In the first pattern, corresponding to the traditional picture of
tongue height for front vowels, the traditionally lax /I/ is characterized by
the data as being more tense than the traditionally tense /e/, and being very
close to /i/ with regard to tension--although not with regard to duration.
That is, peak EMG activity decreases through the series /i-I-e-E/, suggesting
a distinction among vowels that reflects the usual description of a tongue
height or tongue bunching continuum. The second pattern, however, does not
correspond to the usual description of tongue height, with /i/ and /e/, both
traditionally described as tense vowels, showing considerably more genio-
glossus activity than lax /I/ and /E/. That is, for this pattern EMG activity
decreases through the series /i-e-I-E/.

The question posed by these production data for theories of speech
perception is whether apparent differences in the necessary differentiae for
production are reflected in differentiae employed in perception. That is, do
talkers who rely on different mechanisms for producing vowels also rely on
different properties or strategies in perceiving them? In order to answer
this question we turned to tests of perception.

IHE PERCEPTION EXPERIMENTS
Method

Two types of vowel perception tests were administered to each of two
groups of listeners.! The tests were composed from a continuum of vowel
stimuli ranging from /i/ to /I/ in seven steps. The vowels were synthesized
on the vocal tract analogue synthesizer at the Research Laboratory of
Electronics at M. I. T. (Figure 2). The frequencies of the first three
formants were varied in equal logarithmic steps, while those of the fourth and
fifth formants were held constant at 3500 Hz and 4500 Hz, respectively, for
all seven stimuli. Vowel duration was 300 msec, with rise and decay times of
50 msec. The fundamental frequency fell linearly from 125 Hz to 80 Hz across
the duration of each vowel.

These seven vowel stimuli were recorded on magnetic tape as two test
series. In the control series, each of the stimuli occurred ten times:; in the
anchor series, stimulus 1 (/i/) occurred 40 times and each of the other
stimuli occurred ten times. In both series, stimuli were presented one at a
time with a U4-second pause between successive items. Subjects were asked to
identify the stimuli as either /i/ or /I/. All subjects listened to two
presentations of the control series followed by the anchor series.

"’rhe first group of listeners consisted of 137 students at either Indiana
University or the State University of New York at Buffalo. The second group
of 13 listeners consisted of students or research associates at Haskins
Laboratories at the time of their participation in this study. Except for
the three subjects whose EMG data were reported by Raphael and Bell-Berti
(1975), the subjects were not told the purpose of the perception or
production experiments until after both sets of data had been collected.
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Beaults

The pooled identification data for the group of 13 subjects, for both
control and anchor conditions, are shown in the left panel of Figure 3. The
analogous data for the group of 137 subjects are shown in the right panel of
Figure 3. Each of the group of 13 subjects showed a shift in the /i-I/
category boundary toward /i/ for the anchor series compared with the control
series. The group shift, indicated in the left panel of Figure 3, was highly
significant (t(45)=5.72, p .001 using a two-tailed, correlated t-test). Of
the group of 15? subjects, 133 showed the expected shift &n the category
boundary toward /i/, a highly significant result (p=2x10~' using a sign
test). :

COMPARISON OF THE PRODUCTION AND PERCEPTION DATA

Four of the eight EMG subjects displayed a pattern of production in which
the traditionally delineated order of tongue height for the front vowels is
reflected in peak EMG activity for the genioglossus muscle; these four
subjects demonstrated susceptibility to anchoring effects in the unequal-
probability condition, as measured by the magnitude of shift in the locus of
the phoneme boundary brought about by anchoring. The results for these
sub jects are shown at the right in Figure 4. The four remaining EMG subjects
displayed a pattern of production in which the feature of tongue tension is
reflected in the EMG data from the genioglossus muscle; these subjects
demonstrated relatively small shifts in the anchoring condition, and are shown
at the left of Figure 4.

Figure 5 shows the distribution of magnitudes of category boundary shifts
in the anchoring condition for all 150 subjects. This distribution displays
prominent peaks in the .2~ to .3-unit range and in the .7- to .8-unit range,
implying the existence of real differences among listeners in susceptibility
to /i/-anchoring. It should also be noted that the average boundary shift for
the four EMG subjects who show an /i-e-I-E/ vowel ordering was .29 stimulus
units, a value coinciding with the first peak in the distribution shown in
Figure 5. The average boundary shift for the four EMG subjects who showed an
/i-I-e-E/ vowel ordering was .88 stimulus units, a value slightly larger than
the second peak in the group distribution, but reasonably close to the .7- to
.8=-unit range.

RISCUSSION

Assuming that the results of these experiments have demonstrated the
existence of an interaction between individual strategies for speech produc-
tion and perception, there are several possible explanations for these results
worthy of discussion and further study. One.explanation is that these results
are due to the correspondence between the acoustic patterns of the stimuli in
the anchoring experiment and the particular articulatory strategies of the
subjects, within each subject's internalized phonetfc space.

Larger anchoring effects were found for the subjects displaying a pattern
.of muscular activity that parallels the ordering of the vowels in the test
continuum used in the perceptual experiments; that 1is, both genioglossus
activity, in production, and the changes in formant frequencies, in percep-
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tion, reflect changes from /i/ to /I/. In contrast, smaller anchoring effects
were found for the subjects displaying a pattern of muscular activity that
does not correspond to the ordering of the vowels in the test continuum; that
is, genioglossus activity decreased from /i/ to /e/ to /I/, whereas the test
continuum contained no intervening perceptual category between /i/ and /I/.
Thus, susceptibility to anchoring effects in vowel identification may be
substantially reduced for these latter subjects because the test stimuli
represent vowels that are not contiguous within each subject's articulatory or
phonetic space.

Thus, one hypothesis for explaining these data is that differences in
perception reflect the different articulatory strategies of tongue height and
tongue tension as ways of realizing the vowels in the set /i,I,e,E/. This
hypothesis, and alternatives not considered here,5 should be extended to other
perceptual, articulatory and acoustic dimensions, especially temporal dimen-
sions. Although many investigators have argued for the existence of a common
mechanism linking speech perception and production, the evidence typically
cited in support of these views was, by necessity, often indirect. We believe
that the data of the present experiment, although preliminary, provide a more
direct and convincing demonstration of the existence of some common mechanism
or process that mediates at 1least some aspects of the production and
perception of vowels. The extent to which these initial findings can be
replicated and then extended to other phonetic distinctions obviously awaits
the results of additional experiments specifically designed to reveal the
interaction between dimensions of speech production and perception.
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Reflex Activation of Laryngeal Muscles by Sudden Induced Subglottal Pressure
Changes

Thomas Baer

ABSTRACT

In measuring the effect of subglottal pressure changes on
fundamental frequency of phonation, the effects of changing larynge-
al muscle activity must be eliminated. Several investigators have
used a strategy in which pulsatile increases of subglottal pressure
are induced by pushing on the chest or abdomen of a phonating
subject. Fundamental frequency is then correlated with subglottal
pressure changes during an interval before laryngeal response is
assumed to occur. The present study was undertaken to repeat such
an experiment while carefully monitoring electromyographic activity
of some laryngeal muscles, since previous investigators may have
overestimated the latency of laryngeal response. The results showed
a rapid and consistent response to each push. The latency of the
response was about 30 msec. However, analyses of fundamental
frequency versus subglottal pressure changes during this interval
were in general agreement with previously published values. In
considering the nature of the electromyographic response, its timing
was found to be within the range of 1latencies appropriate for
peripheral feedback, and was also similar to that for an acoustical-
ly- or tactually-elicited startle reflex.

ANTRODUCTION

The effect of subglottal pressure changes on fundamental frequency of
phonation has been a subject of theoretical and research interest for the past
twenty years. However, measurement of this effect is difficult because,
during normal phonation, changes in subglottal pressure and in the activity of
laryngeal muscles are usually correlated (for example, Atkinson, 1978). To
measure. the effects of subglottal (or transglottal) pressure changes on
fundamental frequency, the effects of changing laryngeal muscle activity must
be eliminated. A commonly adopted strategy intended to eliminate laryngeal
muscle effects on fundamental frequency is to induce changes in subglottal
pressure experimentally, and to measure fundamental frequency before laryngeal
reaction is presumed to occur. Several studies have been reported in which
pulsatile increases of subglottal pressure are produced by pushing suddenly at
random intervals on the chest or abdomen of a phonating subject (for example,

Acknowledgment: The author is grateful to Drs. Hajime Hirose and Seiji Niimi,
who performed all the physiological procedures reported here. This research
was supported by NIH grants DEO1774 and NS13870.

[HASKINS LABORATORIES: Status Report on Speech Research SR-55/56 (1978))
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£ van den Berg, 1957; Isshiki, 1959; Ladefoged, 1963;'6hman and Lindqvist, 1966;
3 : Fromkin and Ohala, 1968). Van den Berg (1957), for instance, argued that "no
: known human reflexes can occur faster than 100 msec," so that if fundamental
{ frequency 1is correlated with subglottal pressure during this interval, laryn-
geal configuration should be considered constant.

Results from these experiments and others with a somewhat different

paradigm (Lieberman, Knudsen and Mead, 1969; Hixon, Klatt and Mead, 1971),

have shown general agreement. The sensitivity of fundamental frequency to

) £ subglottal pressure is usually found to be in the range of 3 to 7 Hz/cm H20,

, with the higher values occurring at the higher fundamental frequencies or in
falsetto.

Constancy of laryngeal configuration can only be ensured if electromyo-
graphic (EMG) signals from the laryngeal muscles are recorded systematically.
Although some of the cited investigators apparently monitored EMG signals and
eliminated from processing those tokens for which the EMG showed sizable
variations, these results were not reported in detail. Furthermore, the
experiments reported depend on the unproven assumption that reflex latencies
must exceed 100 msec. The assumption is certainly true for voluntary reaction
times. For example, Draper, Ladefoged and Whitteridge (1960) report a minimum
reaction time of 140 msec in a respiratory control task, and Netsell and
Daniels (1974) report a similar latency for EMG signals associated with
voluntary lip movements. Voluntary adjustments for initiating phonation also
appear to be 1limited by a similar latency (Izdebski and Shipp, 1976).
However, a peripheral reflex might well be much faster. The mechanical
eyeblink response to an acoustic startle stimulus begins at about 40 msec
(Landis and Hunt, 1939). Reflex activation of respiratory muscles with EMG
latencies of 33-80 msec to sudden changes in pressure has been reported by
Sears and Newsom Davis (1968). The laryngeal protective-closure reflex is
similarly biologically basic, and the laryngeal adductor muscles are among the
fastest in the body, with mechanical response times as short as 15 to 20 msec
(Sawashima, 1974; Atkinson, 1978).

Because, as the above discussion indicates, reflex adjustments could have
interfered with previous measurements, it seemed useful to repeat a chest-
pushing experiment while carefully monitoring EMG signals from laryngeal
muscles, as well as the subglottal pressure and voice waveforms. A series of
experiments with one subject was performed. The results showed a rapid and
consistent EMG response to each chest push. Although this response could have
affected results of previous investigations, analyses of fundamental frequency
versus subglottal pressure during the period before this response could occur
were in general agreement with published values. The nature of the EMG
response itself is of interest, and is considered further.

Methods

In the initial experiment, the subject sat upright in a dental chair and
produced steady phonation at, successively, three different fundamental fre-
quencies (nominally 94, 110 and 220 Hz) in chest voice and one (240 Hz) in
falsetto while the experimenter pushed sharply and at random intervals on his
chest. Some double pushes were used, but these were eliminated during later
stages of processing. Pressure was measured through a catheter inserted into
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the lower subglottal space of the larynx through the cricothyroid membrane,
while the voice signal was recorded through a standard microphone. The EMG
signals were recorded with hooked-wire electrodes. Suitable signals were
obtained from two laryngeal adductor muscles, the vocalis (VOC) and the
interarytenoid (INT). Some variations of this procedure were introduced in
two later runs, as discussed below.

The data were processed using the Haskins Laboratories' processing system
for physiological signals. Measurements of subglottal pressure and rectified
electromyographic activity were obtained by integrating the signals in contig-
uous, nonoverlapping 5-msec intervals. The voice waveform synchronous with
the pressure and EMG signals was sampled and digitized at a 10 kHz rate. From
this waveform, an estimate of the fundamental frequency over each 5-msec
interval was obtained by an autocorrelation method (Lukatela, 1973). Measures
of the amplitude of the audio waveform were also made over 5-msec intervals.
Thus, the sampling rate for all these signals was 200/second, and no further
smoothing was applied.

Ensemble averages and standard deviaticns were calculated for each of the
four conditions. For each condition, the data were carefully aligned for
averaging at the onset of the rise in subglottal pressure. Since the line-up
point was the beginning of the push, as measured from the onset of pressure
rise, the ensemble averages reflect the average response to a push.

Results

Some results from the first experiment are illustrated in Figure 1. This
figure shows results from the lowest Fy condition (94 Hz). Each column
contains waveforms for one variable. The 1line-up point is shown by the
vertical line through each waveform. The top row shows, for each column, the
average waveform based on 18 tokens. The four rows underneath contain
waveforms from the first four of these 18 tokens. The columns contain, from
left to right, waveforms for subglottal pressure, acoustic variables (ampli-
tude envelope and fundamental frequency) and electromyographic signals from
the vocalis and interarytenoid muscles.

As this figure shows, the subglottal pressure builds up rapidly at the
onset of a push, and then falls more slowly. As could be expected, the
amplitude envelope reflects, at least grossly, the variations in subglottal
pressure, as do variations in fundamental frequency. The <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>