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I FINITE ELEMENT SIMULATION

The method of Finite Element Simulation, (Balko and
Mendillo, 1977) FES, is a powerful numerical technique that
may be wused to simulate physical processes in .very
complicated systems. In fact, FES 1is sometimes able to
give wuseful quantitative results for a given physical
svstem, when conventional analytical and numerical methods

are difficult to apply.

Vhen a physical problem is solved analytically, the
approach is to write a set of differential equations that
mathematically represents the physical model and then to use
some well known analytical method or educated guess work to
arrive at a solution. Often when the analytical approach is
unsuccessful the same set of differential equations can be
solved numerically using a proven technique or a synthesis

of several well known methods. In the <case of either an

analytical or a conventional numerical solution, the
investigator must usually be very knowledgeable of the
mathematics involved, and this 1is more {mportant as the

physical system under study becomes more complicated since

increasing physical complexity greatly 1increases the

mathematical complexity.




being studied, the familiar equation
JC-‘/JZ = -4 CI'C.‘I.

; is the starting point. Here C; and Caare the concentrations

of the reactants and k is the reaction rate of the reaction:

(L + C;; ’—52'9 ‘:3 E C%,

The analytical approach is to integrate this equation or to
write the complementary equation
G,C;//CJI: s "/Ai C; ‘C:E'
and to solve this system of coupled first order equations.
In a typical numerical approach the system of two equatiosn=z
is descretized by letting dC~» AC and dt=®At. Then
A1C;1 = “4‘4 <:,' C::'lﬂz:
Though in the FES technique it "is not, in principle,
necessary to write out the set of differential equations
explicitly, this example 1is so simple that FES is, in
fact, starting with the differential equations. It must be
stressed that this is a consequence of the example. Once the
descrete relation
AC = -4 ¢ -Cy AT
is arrived at and initial conditions are deteremined, namely |
C, and Ca at t=0, the FES technique.can be applied. That
. is, choose an aporopriate time step At, calculate AM; and w

Ag, update the concentrations C‘ and Caso that

¢, (¢tat) = G) + 4G

and

Cu(t+2t) = G+ 4G




and proceed to the next time step and calculate in a like

manner. This is continued as long as desired.

The above example provides a capsule summary of the basic

components of the FES technique. These are:

1. Write down the basic equations relating the
physical parameters of the system. It is not necessary
to explicitly write down an overall set of

differential equations governing the system.

2. Descretize the basic equations as necessary.

3. Choose an appropriate time step. (An important

point to be discussed more fully in Chapter II.)
4. Begin the simulation from the initial conditions.
5. Determine the end point of the simulation, e.g.
some particular time or a particular value of one of

the parameters being studied.

This summary suggests that FES 1is most applicable to

initial value problems. This is the case. FES is very

ey

useful for problems where the initial values of a set of

parameters are known and their evolution 1in time is to be

o AR i




studied.

It is very important to point out the key assumptions

that are fundamental in this FES technique.

l. It 1is valid during an appropriately chosen time
step, to treat processes that may be non-linearly
coupled 1in a 1linear fashion, 1{i.e., during the
simulation, to allow a physical process to operate as
though it were the only one, then proceed to the next
process and treat that in a like manner and to continue
until all processes have been calculated within one

time step.

2. It 1is possible to determine an appropriate time
step (which will fix the time grid) and to determine an

appropriate spatial grid.

3. It is possible to monitor the error 1inm such a

descretized calculation in some quantitative way.

The first of these assumptions is warranted if the time
step and the spatial grid are of appropriate size. 1In fact,
there are two ways of handling the wupdating of the
parameters. Each parameter may be wupdated after each

process within a time step, or all parameters may be updated




only once after all processes have operated during the tiume
step. If the time step has been correctly chosen these two
methods will give the same results. The 1{importance of the
choice of the time step and the spatial grid is now even

more apparent.

The second assumption 1is the most critical. In brder
to choose an appropriate time step and spatial grid the
specific details of the physical system nmust be considered.
In general, it is possible to do this by making common
sense physical arguments that will put upper 1limits on the
size of the time step as well as the spatial grid. The
selection of a time step and a spatial grid will be
illustrated 1in the specific case of the one dimensional
auroral ionosphere model to be discussed in the next

chapter.

The final assumption is also important and it too must
be justified in view of the specific physical problem being
studied. The question of error will be considered for the
specific case of the one dimensional model to be discussed

in the next chapter.

It is possible now to express the technique of FES in a

general mathematical form.




Let

d'
f’ = gsome volume, area, or linear interval

J& ()}
(a7 z)

AZ: = the

Then:

0} (?: t+At)

Where

AO}' (F:t) =

centered at location T 1in the spatial
grid
= set of dependent variables being

studied, j=1,2,...m

= a physical process relating various

dependent variables to one another, to
various physical parameters, or to the
independent variables space and timej

i=l,2,..-n

chosen calculation time step

which determines the time grid

b(F.)+20y(F!Y)

(z-1)

=S R¥g

=/

(z-2)

¢




Where

=3

’;*0? = change 1in Qi at location r'due to

: process 1 (1' - 3)

Equations ,I-1, I-2, and I-3 are used to calculate{Q’-} at
all locations '?'of the spatial grid for a particular time
step. When this has been completed, the next time—step
proceeds in an identical manner and thereby the evolution of
the I@;} in time is calculated. At any particular time
during the simulation it is possible to print out the 2@;}.

It is necessary for the computer code to store only one

point of the time grid and all points of the spatial grid

for the values of [Q"g.

Recapitulating the advantages of FES, first of all, and
very important to the scientist or engineer, it 1is a
technique that focuses on the fundamental physical processes
of the system under study. The basic physical relationshipns
involving the parameters of interest form the starting point
of the simulation. There is no need to explicitly write down
a complicated set of differential equations that will

describe the system.

Secondly, since the emphasis is on the physical
processes of the problem, they remain unobscured by

complicated mathematical details 1involved in solving a

s s S5 e 8+

e

B
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complex set of differential equations. This high visibility
of the physics makes adding additional physics to the model

extremely straight forward.

And finally, there are many physical problems in which
an adequate model is untractable to conventional analytical
and numerical techniques (Hastings and Roble, 1977). Since
FES is concerned with the basic physical processes it is not
as susceptibhle to being overwhelmed by mathematical
difficulties presented by the problem. If the individual
physical processes are known, the model can, in principle,
be made as complex as desired and remain tractable to FES.
However, the computer time required to simulate a very
complicated system by FES may be great. This is the main
draw back of the method, but it 1s constantly being

diminished in importance by the 1increasing speed of today’s

computers.
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Chapter 1II

One Dimensional Model of the Auroral Ionoshpere

Summary

A one dimensional model of the auroral ionosphere has

devised. The physical processes that are included are:

a) Transport: The transport of O+ and H+ {ions due to

concentration gradients and gravitationmal drift

is

included. The equation for the plasma drift velocity

that was used (Banks and Holzer, 1969):

(L IC  Te | dald) , _£
A

U=O|T 32" 77 mle) 92

Where

D=Diffusion coefficient
C=Concentration of the ion
n(e)=Electron concentration
H=Ion scale height
Te=Electron temperature

Ti= Ion temperature

b) Chemistry: The following chemical reactions

included:

are
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N2 + O+=—»NO+ + O
02 + 0O+—=—$02+ + 0
NO+ + e=—®N + 0
02+ + e—=»0 + O
H + 0+=—»0 + H+

H+ + 0—=0+ + H

¢) Production of O+ 1ions due to auroral electron
precipitation. In the two applications of the one
dimensional model (winter day side auroral cusp and
mid-latitude nightime 1ionospheres) there was no solar
production. However, if the model were to be used for
day time ionosphere simulation, solar production could

be handled in the same way as auroral production.

The concentrations of the following species are
calculated at each time step: e, O+, NO+, 02+, H+, O, and

H.

II-2 Cell Geometry

A one dimensional model of the auroral 1ionosphere is
justified since at the auroral 1latitudes where the
simulation has been made the magnetic field 1lines are
essentially vertical and parallel wup to a height of over
2000 km. Since the plasma is held within the field lines, a

first approximation is justified where the cell geometry is
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a stack of cells for each of which the upper and lower
boundaries are parallel to the surface of the earth, i.e., a
segment of a circle drawn with the center of the earth as a

centere.

Figure II-1 shows the shape and size of the boxes. The
center of the lowest bhox 1is at 150 km and the center of the
top box is at 2010 km. The reason for extending the boxes
to 2010 km is to enable the establishment of a suitable
boundary condition at the top cell. This boundary condition

will be discussed later.

The cross sectional area of these vertical cells 1is
arbitrary since the model is one dimensional. The vertical
dimension is chosen to be as large as possible 1in order to
minimize the number of cells and thus the computer“running
time of the model. The limit on the size of the cells is

imposed by the plasma scale height
P X
f /W]j

Where
7F = electron temperature + ion

temperature, in this model ZOOd° K +

1000%
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Fieure I]-1

ONE DIMENSIONAL MoDEL
CeLL GEOMETRY

R R

6, 100 km cells

20, 50 km cells

16, 20 km cells

=150 km

/ cross section arbitrary

¢ earth's center
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A = Boltzman’s constant

f’ = g(z), the gravitational acceleration

at height 2z

Since the ©plasma scale height for H+ is 16 times the
scale height for O+, O+ limits the size of the cells-— The
lower 16 cells are smaller than they need be based on the
plasma scale of 0O+, but this done to assure good spatial
resolution in the lower F2 region profile just above and
below the peak. Twenty 50 km cells are next from 485 up to
1435 km. From 1510 km to the top, the cell thicknesses are
100 km« The 50km and 100km cell heights are smaller than the
scale heights of O+ 1in these regions but they were used,
nevertheless, to assure numerical stability and to provide
good spatial resolution in the O+ - H+ transition reéion. In
principle, each <cell could have been made a different
thickness, but this was not done.

The neutral scale height was not directly considefed
when establishing the cell geometry for two reasoms. First,
in this model the neutral atnosphe;e is time independent
except for some minor fluctuations in H and O concentrations
at high altitudes due to H+ +0= 0O+ + H reactions.

Secondly, where the neutral scale height is smallest, in the

lower F region, the influence of the neutrals 1is felt

indirectly through chemistry which dominates over plasma
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transport as the most important process. The FES treatment
of chemical processes is independent of cell size as will be

shown later in the chapter.

The volume of a cell 1 is calculated by

Vs (f+#) 2 6 Zem

where

ﬁe = radius of the earth

}/ = height above the earth’s surface of
the center of cell i

_Zc.m = arbitrary cell thickness

6’ = the angle (in radians) subtended at
the earth’s center by the lower boundary
of the lowest cell

i! = the thickness of cell {1 iﬁ the =z

direction

I1-3 Magnetic Field Dip Angle

For the simulation of the aurorgl cusp there was no
need to take 1into account the angle between the earth’s
magnetic field lines and the vertical cells since this angle
was essentially zero. That is to say, the diffusion and
gravitational drift of O+ and H+ is parallel to the cells in

the auroral cusp region. However, since it was decided to
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simulate the mid-latitude ionosphere wusing initial profiles
measured at Millstone Hill, the magnetic field dip angle had
to be taken into account. This was because at Millstone
Hill the geocentric dip angle is 72 deg and thus diffusion
and gravitational drift would not take place along the same
axis as the vertically stacked cells. Figure II-2 shows the

geometry of the situation.

From Figure II-2 it is seen that:

1/5‘2, A jS/an

Where \/"t is the gravitational drift velocity in the z

direction and

Li;if = Ligh .572/_;27

Where \/p'% is the diffusion drift velocity in the =z
direction andvaklis the diffusion drift velocity along
the magnetic field 1line and I the geocentric dip

angle of the magnetic field line.

Using the well known relation

i v 0 2

A A 0 b A 0 it
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Where D= Diffusion coefficient

N=Number density of a species

The geometry of Figure II-2 implies

2e ST

d . e
db . d 2
Hence

IW
Vhe ~ 255 W 32

Using the relation

Where m=Mass of the ion
k=Boltzman’s constant
T;-Ion temerature, deg K

g=Gravitational acceleration

Then

Va2 [,-

S/A/I‘j
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Where ‘/”3 is the effective plasma velocity 1in the =z
direction. Conveniently, Ds/”al.can be regarded as an
effective diffusion coefficient in the calculation of plasma
transport due to diffusion and gravitational drift. This

was done in the computer codinge.

II-4 Neutral Atmosphere

The background neutral atmosphere of the model
consisted of 0, N2, 02, H and He. The atmosphere used was
the IOOdo K thermopause model from Banks and Kockarts,
(1973). The temperature profile of this model neutral
atmosphere was also used. Neutral and ion temperatures were

set equal to these model values. Electron temperature was

set equal to twice the ion temperature.

I1-5 Transport

The transport of plasma includes diffusion due to
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concentration gradients and drift due to the gravitational
field of the earth. The transport of 0+ and H+ are handled
in the same way so a single, general explanation may be
used. Figure 1II-3 shows two representative cells and the

relevant geometrical quantities.

Let

Zbe = The diffusion coefficient of species
a through species b.
Jh = The overall diffusion coefficient for
species a
C‘,i = Ion concentration 1in cell i of
species a
/L45£ = Number of ions in cell i of species a

At

AL‘LN = The <cross sectional area of the

The calculation time step

boundary between cells i and i+l

ih;;+| = The cent'er to center distance between
the cells 1 and 1+l

= The thickness of cell 1

= Electron temperature

Ion temperature

¢ = Electron concentration in cell 1

RS I
]

Volume of cell {
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Freure [I-3

PLASMA TRANSPORT

Cell i+l
i G Liv1
Gy N
+ ’
i+177i+1 B
Z
i
Cell i
b RN, L,
Ci' Ny

i,i+l”

LD; + L;410541

Li ¥ Ly

= Effective Diffusion
Coefficient Between
Cells i and i+l
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The overall drift velocity, Ug, for an 1ion species a

is given by (Banks and Holzer, 1969)

| JCag ‘Te_J__JCC,c ,L
Us 04[&, 5 Tl SR )

Where

/ : / (Banks and
pd. pq,b Kockarts, 1973)
Fa

Aé o (Rishbeth and
g( ) Garriott, 1969)
M, 9 ’

A,

Ta = 75
4‘ = Boltzman’s constant
My = mass of 'ion a

3(#) = acceleration due to gravity

When the boundary between the 1 and i+l cells {is
considered in FES this equation becomes

s Q| LanCed, T 1 CinCei L
/“5&-054-0 a, C‘:‘: ,2‘;“:*‘ 7_. Ce,. 2‘_“:" + H“‘.
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In practice, the diffusion coefficient qu is replaced

by an effective diffusion coefficient, D

d,i-h'ﬂ’ given by

4

pd,i-oiﬂ = SV dI ZZZL‘ 04;‘- +L5'H D‘:':*‘)/ @i fl‘:")

Q
where the SVAVJTfactor takes into account the geocentric dip
angle I and the term in brackets weights “4,;: and Th"‘.” .
the diffusion coefficients within the cells, according to

cell size.

The values Q~$ used in the model for the diffusion of
0+ and H+ were taken from Banks and Kockarts, (1973). The

values are shown in Table II-1l.

Plasma movement across the boundary between cell i and

cell i+l during a time step t is described by

A'V-;,; = M«lc‘—n:-u Ae);ﬁ Ca,,: At
A"/d,iﬂ "44/4,4'

L7
AC@[ i -“l)f"‘ " é{d,c'-ufﬁ C{,i 4t

A ,4‘. :
ﬂca, Y "A"‘V's‘—ﬂ = “qi-u'u Ca,[ 4t —ﬁl
(3] eH

Q"-(tfdt) s Cq,[ (t’) + 4 Cq',:
C;Il.'ﬂ (”At) s Calfﬁ (t) L AC‘J"'"




= 0
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TaBLe [I-1
DiFrusioN COEFFICIENTS
= LRMadhE
= 2.57 x 10%° ™ /n(0,)
= 2.45 x 10%6 TS /n )
= 7.80 x 10%° YR
== b T,
= 8.00 x 1077 ‘Ti”’/n(n)(1+Tn/TJ.L)’s
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g
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Ion Temperature

= Neutral Temperature

cm?/seC
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Equations II-1 are of the form of equation I-1 which

represented an update of a general parameter.

In this

manner the transport of O+ and H+ across all

relevant cell

.boundaries is calculated and

the respective

concentrations are updated after each time step.

I1-6 Chemistry

Table 11-2 lists the chemical reactions included in the

model as well as the corresponding reaction rates. The

rates used are from Banks and Kockarts, (1973). Since all

the chemical reactions are handled in

the same way a single

general explanation will be given.

A,B,C; o = The concentrations of four different
species within a cell

A‘. = The reaction rate of a given reaction

At = The calculation time step

Then for the chemical reaction

P @ i s
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TABLE []-2

CHEMICAL REACTIONS AND RATES

Reactions Reaction Rates (cm3/sec)
O+ + N, — NO+ + N k = 2 x 10712
NO+ + e —» N + 0 k=2x 20’

0+ + 0, —> 0,4+ + 0 k = 3.46 x 10710 /(Tn)”
0,4 + e —» 0 +0 k = 2.81 x 10°° /(Te?°°85
O+ + H —» O + H+ k=;'e.5x10'il ('I'H)’s
O+ H+ —» O+ + H "k = 2.3 x 10711 ('ri)”

= Electron Temperature (Kelvin)

Ti = Ion Temperature

'1'n = Neutral Temperature




27

i The following relations hold

AA = -RAB AT
AB: ",i/qgﬁt ’

e

Alerat) = AQ) + 44

Bltrar) = B * 48

Here, again, is a physical process changing the
concentrations of <certain species . It is handled 1in the
usual way, see eq. I-1. It may be that the concentrations
of the products of the above reaction, namely C and D, are
also of interest. In this case, by referring to the molar
balanced chemical equation (not shown) the changes in the
concentrations of the products C and D can be related very
easily to the concentration changes AA or Aa « This 1is
possible since chemical reactions do not 1involve the
transport of materfal between cells that may be of different
sizes. Reactions take place within cells and therefore the
volume 1is constant making the calculation of the change in

the concentration of a product very straightforward.
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I1-7 Production of O+ ions

The production of O+ ions due to the precipitation of
energetic electrons into the ionosphere was simulated by the
computer model. This was accomplished by wusing an O+
production rate, due to precipitating electrons, calculated

by Knudsen et al (1977).

A graph of this production function is shown in Figure
II-4. This function is avpropriate for the winter day cusp
simulation of the auroral ionosphere, the results of which

are presented in the next chapter.

The production function shown in Figure II-4 1is given
in units of number of O+ ions/cmn**3-sec. In this form it is
natural to handle O+ production in the model analogously to

chemistry.

Let

/D - Production rate of o+ ions
(#/cm**3-sec)
lat' = Calculation time step

>
[0] = Concentration of O+ ions

[C] = Concentration of electrons
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Then

ofer) - Pt

- [oﬂm - )0 Al
ale] = 2[e]
[e]l,.,.= L], #4le]

The last two equations take account of the fact that
the precipitating electrons create ion-electron pairs (0+,e)

from neutral O.

WVhen simulating the winter auroral ionosphere near the
day side cusp, production is not wanted continuously. For
the simulation run described 4in the next chapter the
production function was "turned on ;nd off" in an abrupt

step function manner at the desired times.

I1-8 Boundary Conditions

In the section on cell geometry it was noted that the
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bottom cell was at a center height of 150 km and the top one
at 2010 km. The reason for this 1large range was to
establish realistic boundary conditions. It would have been
possible, in principle, to use a smaller range and impose a
constant plasma flux at a given height as a boundary
condition. But it was decided not to do this as a large
range was needed anyway since measurements at the day side
cusp were available up to 1400 km and the problem of
deciding on a suitable boundary flux could be avoided as

explained below.

The boundary condition at 150 km 1is handled in an
implicit way by allowing the various physical processes
(diffusion, chenistry, gravitational drift, and 0+
production) to onerate normally. The interaction of these
processes establishes an equilibrium condition which very
accurately mimics a lower F region profile. Thus, in the
case of the 1lower boundary condition, there was no need to
impose an ad hoc constraint; ‘‘he aeronomic processes alone
generated a realistic profile and this fact 1inspires
confidence 1in the accuracy of the model in the lower F

region.

There are two major differences between the bottomside

and the topside that affect the boundary conditions. First,

on the bottomside, the neutral atmosphere is very dense in

PR ) T e
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comparison to that of the topside. Thus, even though the
plasma gradient {is larger on the bottomside, the actual rate
of plasma transfer 1is small due to the relatively small
diffusion coefficient (DA~ 1/N where D is the diffusion
coefficient and N is the concentration of the background
medium; V,fv D/H‘-_ where V, is the gravitational drift

velocity and Hi is the ion scale height).

The second reason 1is that on the bottomside the
dowrward diffusing O+ reacts quickly with N2 and 02 to form
NO+ and O02+. These molecular ifions 1in turn dissociatively
recombine with electrons, thus there is no build-up of O+ in

the lower cells due to transporte.

The case is different on the topside. The neutral
atmosphere 1is very tenuous, counsequently, the diffusion
coefficients are large. Upward diffusion 1is thereforé
large. Since there is very little N2 and 02 to augment the
effect of the "diffusive barrier" reaction O+ + H P H+ +
0, there can be, in any model with a finite number of cells,

a build up of 0O+ in the upper region.

The solution to the boundary condition problem was to
use many cells. This alone was not enough, though, since the

plasma tube being mimicked extends to the other hemishpere

and that 1s a very different geometry from that being used.

.-A...._-.....—
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What was done was to add cells so that the center of the top
cell (100 km thick) reached 2010 km and to not allow plasma
transport into or out of the top cell. The effect of this
is to allow the chemical reaction H + 0+ ::2 H+ + 0 to
establish an equilibrium between the 0o+ and H+
concentrations and to allow the top <cell to act as an
infinite sink or sourcé as far as plasma transport {is
concerned. This imitates the plasma tube in a satisfactory
way in this.model since the region of interest is below 1500
km (it is only at such heights and below that we have actual
measurements with which to compare the results). By
anchoring the ion concentratioﬁs in this way (the chemical
equilibrium reached will not differ greatly from the infitial
concentrations) at a height of 2010 km it is considered that
the extent to which this 1is an ad hoc constraint will have

very little effect at heights of 1500 km and below.

II-? Calculation Time’Step

In the first chapter it was stated that to illustrate
the selection of an appropriate time step the specific
physical system must be taken into account. 1In this section
the physics incorporated in the model will be wused to make

some common sense arguments to establish an upper limit on

“the time step.
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First consider transport.

Let

C(: = concentration in cell 1

.Z‘.

,iﬁ = distance between centers of <cells i

and i+l
1&;; = electron temperature in cell 1

7Q£ = ion temperature in cell 1

2

JLAH = effective diffusion coefficient

between cells 1 and i+l
h& = scale height of the ion species at
cell i
/4L£+| = cross sectional area of boundary
between cells i and i+l

Lﬁ = volume of cell i

Consider that 1in cell { at the beginning of a
calculation time step there is 'an initial concentration of a
given 1ion species. Cell 1 has boundary interfaces with
cells 1i+1 and i-1 (see Figure II-3). Across those two
boundaries there can be plasma transport as was described
above. At the end of the time step, after the

concentrations have been updated, physical reality requires

that

C.(z+2¢) =2 O
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The plasma velocities across the two <cell boundaries
are given by (Banks and Holzer, 1969)

- ) "1 CenC i Tae - Copu o AX s
Usin = Aiin[&; Ziin T Cer Ziim #e

/. =p..[_1.£6'_.§_1::,7e",i-: L Geirlase 1/
wit = TOCYC B Tiea Coiq 2ipimt Mo

The amount of plasma transport in time At 1is

1]

AN in Z{c}t‘ﬂ Agen € 4 2

A%i'l 5 '/(‘v)i-l ’44‘1/ (o 42

JC" o (J%Jﬂ +A%¢‘-1)/[/‘.
C.(ett) = ClO)+4C; 20 (ﬂ._a)

By substituting in for AC; and working through the

algebra, eq. II-2 can be shown to be equivalent to

&t 4
[“z,a-c Aiin -2— "Lﬁ; v An ‘5“ 5 .Z (1[ "3>
~— | |

\XMOD " i
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Following the terminology introduced by Balko and
Mendillo (1977), it is convenient to define a characteristic
parameter called "XMOD" for each physical process in the
simulation. Each XMOD relates the time step to physical
and/or chemical parameters that are involved in the process

it represents.

The XMOD in eq. II-3 is the dimensionless parameter
that typifies the transpoprt calculation. Since U depends
on the prevailing physical conditions, and A and V are
fixed by the cell geometry, XMOD, or At, 1is fixed by the
initial conditions but may be subject to <change as the

simulation progresses (see below).

Thus ~ eq. I1-3, which is a consequence of
straightforward physical reasoning, sets an upper 1limit on
the only "elastic'" parameter appearing in {t, namely 4At, the
calculation time step. This upper limit can be used as a
starting point in determining a suitable 4t for a
calculation. Before discussing how this is done, the XMOD

for chemistry will be derived.

Let

.

¢ = Concentration of a species in cell {1

{%Y = A set of n species with which C
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reacts in cell {
At- Calculation time step
Assume that at time t:
6@ >0
Physical reality demands that:

C;(zr0t) 2 O

Furthermore:

m

216G -- GRS 4 5
-

Therefore:

C.(t#28) = C(2) + 4C,

“Cfo)-chthe S4% 20 (x-9)
i

Since by assumption:

G:(® >0




Equation II-4 becomes:

J- 4t S A;8; 2 O

Equation II-5 defines XMOD for a chemical species in

cell i which reacts with a set of chemical speciesézg}Vvith

the reaction tateszl' .

It is not necessary to do an XMOD analysis for the
other physical process in the model, namely production of O+
due to electron precipitation, since that process can only
add plasma and therefore «can never create a physically

unrealistic condition such as a negative concentration.

The At must satisfy the XMOD criteria for transport
and chemistry. Naturally the smaller of the two At’s must
be chosen. 1In this way a first estimate of an appropriate

At is made. In practice it has been found that an XMOD as
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large as 0.1 yields a time step that gives good results.
This has been checked by taking a time step considerably
smaller and running a calculation. It has been found that
the much finer time step does not produce results
significantly different €from the "coarser" time step based

on all XMODs being 0.1 or 1less.

It must be emphasized that XMOD may be a function of
time and altitude. 1In the case of plasma transpbrt, XMOD 1is
a function of the diffusion coefficient whch 1is a function
of the species concentrations. In the case of chemistry,
XMOD 1is a direct function of species concentrations.
Species concentrations are a function of both time and

altitude.

Another point regarding XMOD wnust be emphasized. Each
of the Xmods was derived independently of the othersy i.e.;
each derivation assumed that only one process was acting and
therefore that only one process was affecting the
concentration of a particular species. This 1is obviously
not the true picture Iin the ionosphere or in the one
dimensional model. For example, in the one dimensional
model O+ is subject to the processes of transport and four
chemical reactions simultaneously. Consequently, a time step
that satisfies each XMOD individually must be used

Judiciously. If the <calculation were set up in such a way
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that satisfies each XMOD individually must be used
judiciously. If the calculation were set up in such a way
that all the concentrations were updated at the end of each
time step after all physical processes had operated, then
the time step which satisfied the most stringent individual
XMOD might not be sufficiently small to avoid instability
in the calculation. This is because, in this case; an
"aggregate" XMOD (an XMOD calculated taking into account the
simultaneous action of several physical processes) would be
needed to establish a suitable time step. What is done
instead is to update the concentrations after each physical
process operates. This has two advantages. First, 1t
assures the usefulness and validity of the individual XMODs
as indicators of <calculation stability and second, it
enables the use of different time steps for different
processes. This potentially saves computer time if several
processes have substantially different time steps based on
individual XMODs. Recall ¢that in the former scheme all
processes would have to be calculated at the smallest time
step required by any one of the individual processes. More

will be said later on the use of multiple time steps.

When XMOD 4is wused as a guide for checking the
appropriateness of the length of the time step it ﬁust be

calculated for all processes in all cells. This may be done

periodically as the simulation progresses.
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XMOD has been found 1in practice to be a reliable
indicator of when a calculation 1is becomming critically

near overshoot; wusually manifested by creating a negative

concentration. This experience has been gained not only
with the one dimensional model described here, but also with
a two dimensional model wused to simulate the making of

"{onospheric holes" (Balko and Mendillo, 1977).

II-10 Multiple Time Steps

It should be pointed out that a simulation need not use
only one time step. In fact the one dimensional model
described here wuses five. The five time steps are for
chemistry, O+ transpoprt in the 1lower zone, O+ transport in
the wupper zone, H+ transport in the lower zone, and H+
transport in the upper zone. The reference to uﬁper and
lower zones means that a different time step (i.e., a longer
time step) was used at lower altitudes for the transport of
H+ and 0+ than at the higher altitudes, since at the lower
altitudes the processes of 2iffusion and gravitational drift
are nuch slower owing to the dense néutral atmosphere. The
same time step was used for chemistry at all heights since
the computer time required to calculate chemistry was quite

small in comparison to transport, and the amount of real

savings was not worth the added complexity.

e e A
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The reason for using multiple time steps, of course, is
to save computer time. There is no point 4in an FES
calculation in using a very "fine" time step for any process
at any spatial location when the overall accuracy of the
results is determined by the process with the '"coarsest"
time step ( by that is meant a time step that just barely
meets the <criterion imposed on it by the process’s XﬁOD).
The only complication 1introduced by wusing multiple time
steps is that extra computer coding must be written to make
sure that all processes at all spatial locations evolve

together in synchronism.

The ultimate check on whether a set of time steps is
suitable is to run the program with time steps that are much
shorter than required based on XMODs, and then to run it
with as large time steps as possible ( still consistént with
XMODs). This comparison run need only be for a short time,
certainly not the entire simulation. If it 1is found that
the two runs are in good agreement then the longer time
steps are justified. This approach 1s based on the assumed
accuracy of the run with the very short time steps. Given
the algebraic form of the XMODs (which are a good indication
of the sensitivity of the calculation to the size of the
time step) 1t is clear that 1in every case decreasing the
time step can have only a beneficial effect. This procedure

merely determines the point at which the law of diminishing
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returns sets in and enables the selection of the largest

feasible time steps and thus minimizes computer time.

In the simulations done in this study the time steps

used were of the order of one to two seconds.

I1-11 Accuracy

All numerical schemes including FES are, of course,
subject to the errors that may be present in the physics
that 1is put into the model (for example diffusion
coefficients, reaction rates and formulae that may be only
approximately correct). And all numerical techniques are
subject to the errors introduced by the finite word length
of the computer used. FES has the advantage , though, of
not being subject to another source of error that besets
many numerical techniques and that is the errors inherent in
the algorithms used. Recall that these techniques are
explicitly concerned with solving a system of differential
equations. 1In order to achieve that end approximations are
often made in designing the technique in the first place.
FES, being a straightforward simulation, is immune from such
errors. There 1s no mathematical algorithm introducing
error that must be taken into account. The only numerical
source of error in the FES technique is due to the finite

computer word size.
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However, just as with other numerical techniques, the

egstimation of these errors is very difficult to make. The

best way to minimize error with FES 1is to keep a careful
watch on the XMODs and to directly check the suitability of

the time steps by the comparison method.

Another procedure that proved wuseful in assuriné the
accuracy and stability of the calculation was to priodically
check, as the simulation progressed, to see that in one time
iteration the percent change of each of the species
concentrations was not more than a couple of percent. This
proved to be a very good test. If the percent change for
any important species became too large, a judgement was made

as to whether to decrease At:.

II-12 Computer Code
The one dimensional model was written in Fortran for
use on Boston University’s IBM 370 computer. It was divided
into a main program and several subroutines. A substantial
amount of 1input data 1is needed t& establish the cell
§ geometry, the neutral atmosphere, the initial ionosphere and
the 0O+ production function. Figure II-5 shows a functional

block diagram of the computer code.

When the program is rum the main program first reads in ;

I
|
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some control data and tﬁe cell geometry. From then on it
functions merely to call various subroutines which perform
the actual calculations. The first subroutine ZATMS 1is
called only once. ZATMS reads in the background neutral
atmosphere and.temperatures and also the initial ionosphere.
Some interpolation is necessary to determine the
concentrations of the species in the various cells and this
is accomplished by a subroutine caliled INTERP which is not

shown, however, in Figure II-5.

After ZATMS, the main program calls ZREACT and ZTRANS
in sequence. ZREACT calculates the chemical reactions and
0+ production due to electron precipitation- ZTRANS takes
care of plasma transport due to diffusion and gravitational
drift. Since the diffusion coefficients and gravitational
drift velocities depend ultimately on the concentrations of
the various species these too must be <calculated each timé

step in ZTRANS.

When ZREACT and ZTRANS have completed one time step the
main program checks to see 1f the end of the simulation has
been reached and also whether a print out of the cell
concentrations is required. If so subroutine AUROUT prints
out the concentrations of e, O+, and H+ in each cell. In

addition, the XMODs for all the processes: 0+ diffusion,

H+ diffusion, the chemical reactions N2 + 0+, 02 + O+, NO+ +
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e, 02+ + e, O+ + H, and O + H+ are calculated and printed
out. Also printed out are the percent changes in the
species concentrations during the last time step before the
printout. Recall that it is important to monitor the XMODs
and percent changes to assure that the calculation does not

become unstable.

When the end of the simulation is reached a final print

out of the parameters 1is made by AUROUT and the program

stops.
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Chapter III

Dayside Auroral Cusp Simulation

III-1 1Initial Profile

The initial electron profile used in the winter dayside
cusp simulation was an average topside vertical electron
density profile based on December 1971 data from the Iéis 2
topside sounder. The actual profile was an average obtained
at 75.5°Corrected Geomagnetic Latitude (Chacko and Mendillo,

1977). This profile is shown in Figure III-1l.

The 75.5°CGL profile {s an electron density profile.
In order to use the ionospheric model an O+ and an H+
profile were needed. It would have been possible to assume
an initial’ H+ orofile of zero at all heights but that was
considered unrealistic. Instead, the electron density
profile just above the peak was considered to be equal to an
0+ profile. A constant O+ scale height was defined and used
to determine O+ at all other topside heights. The H+ profile
was then calculated by subtracting the O+ profile from the
electron profile. Thus the assunption was made that only
two 1ion species existed at t=0, O+ and H+ (NO+ and 02+

profiles were zero at all heights at t=0).

I11-2 O+ Production Function

The purpose of this simulation was to mimic the
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behavior of the ionosphere heneath the dayside auroral cusp
in winter. The model must take into account, then, the
production of plasma by low energy auroral electrons
precipitating at the cusp. To do this a production function
for O+ ion- electron pairs was wused (Knudsen et al, 1977).
Only O+ production was 1included since 1in the region of
interest, the topside of the electron profile,' the
production of O+ predominates by far over the production of
N2+ and 02+. This production function, given in #0+/cm3-sec,

is shown in Figure III-2.

I1II-3 Results

Two runs were made in this simulation. In one run no
0+ production was aliowed and in the other O+ production
occurred from t=0 to t=20 minutes. This time interval was
chosen to test for the sensitivity of the high 1latitude
ionosphere to nrecipitating electrons beneath the cusp. Both
runs were carried out to t=2 hours. Comparison can be made

to determine the effects of the auroral production.

Figures TIII-3 and III-4 show, respectively, the
profiles at t=20 minutes with no production and with
production. It is seen that production of O+ ion-electron
pairs has caused a factor of 7 enhancement at the F region
peak. At 800km the effect is much less dramatic; a factor

of 1.3 enhancement. This is expected due to the shape of the
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Ficure 111-2
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Ficure III-3
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Fieure 111-4
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0+ production function. Interesting to note is the
enhancement of the H+ profile at 800km. It too is a factor
of 1.3. This 1is due to the "linkage" of the H+
concentration to the O+ concentration through the reaction
0+ + H == H+ + 0. The increased O+ at 800km reacts with
the neutral 4 to form H+. This reaction is fast enough to
achieve a close coupling between the O+ and H+ profiles.
The O+ - H+ transition height is essentially the same in

both cases.

Figures III-5 and III-6 show the no-production and
production cases at t=1 hour respectively. The enhancement
at the peak is about 4.5. At 800km the enhancement is now a
factor of 2. This change is understandable 1in view of
upward diffusion of O+ which contributes to enhancement at
800km while detracting from that at the peak. Furtﬁermore,
since the loss mechanisms for 0O+ (chemical) are proportional
to the 0+ concentration, loss is faster in the vicinity of
the enhanced peak than near' the unenhanced one. Thus
diffusion and chemistry work to reduce the enhanced peak and
the former process has the additional effect of shifting the

enhancement upward.

The H+ profile shows the effect of this upward moving

enhancement even more. At 800km the enhancement is now 2.7

times. Moreover, there is a significant lower H+ peak at
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Ficure [I]-5
Daysipe Cusp ProFiLe. T=1 Hour, No PRoDUCTION
wn
+ A
|
<
413
N
~ %
(&5
NG
I
™
+ =
i
|
F
|
’. o
| o
, ~

1400
1200 T
1000 4+
8oo T
400 +
200 +

©
SYILIWOT I




56

Ficure I11-6
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about 640km. This is also evident in the no production case
shown in Figure III-5. The enhancement factor at this lower
R+ peak is 3. The H+ profile, as mentioned above, is
closely coupled to the O+ profile by chemistry and this
makes it a sensitive indicator of upward movement of 0+

enhancement due to diffusion.

The 0+ - H+ transition height now shows a substantial
difference between the two cases. Originally, at t=0, the
transition height was at 1200km. Now at t=1 hour in the no
production case, the transition height has moved downward to
1140km and in the case with production it has moved upward
to 1240km. This effect can be understood in terms of the
upward diffusion of O+ dominating over loss (pushing up the
transition height) and, in the case without production, the
loss of 0+ at the higher altitudes due primarily to downward
transport which helps to maintain the F region profile shape

during the night.

Figures 1III-7 and III-8 show, respectively, the
profiles without production and with production at t=2
hours. The F region peak enhancement hés further declined
to 3.4 times. At 800km the enhancement has further
increased to 3.4 times as the wupward diffusion of O+
produced at 1lower altitudes continues. The lower H+ peak

persists and has moved upward toward 700km. The 0+ - H+
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Freure I11-7
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transition height without production is down to 1100km and
with production it is at about 1250km. At 1400km at t=0 the
electron concentration was 4X16§ without production 1t has
declined 1in 2 hours to 3X16§ with oproduction it has

-1
increased to 5X10 which implies a 1.7 times enhancement.

The initial profile wused in this simulation wa; an
average one at 75.5°CGL. It was found (Chacko and Mendillo,
1977) that the ionization produced by precipitating
particles reached a maximum at 77.5°CGL. It is interesting
to compare the simulated profile at 75.5°with production and
that averaged from measurements by Isis 2 at 77.5? This
assumes that the quiescent profiles at 75.5° and 77.5°wou1d

be very similar without production.

The question is, then, can production account for the
difference between 75.5‘° and 77.;% Figures III-4 and III-8
include the 77&? CGL profile. Figure 1III-4 shows the
simulation after 29 minutes of production. The 1lower part
of this profile agrees reasonably well with the 77.5°
profile. At higher altitudes, however, the difference is
considerable. Figure III-8 shows the "with  production"
simulation (which, recall, had production only from t=0 to
t=20 minutes) at t=2 hours. Enough time has elapsed so that

upward diffusion of O+ has improved the agreement with the

77.5° profile- at Thigher "“*altftudes, though, ¥ at® lowdér
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altitudes, the agreement has worsened. The slope of the
simulated profile matches the 77.5° profile well at 2 hours.
If, instead of only one 20 minute burst of precipitating
electrons, 1longer "exposure time" to cusp precipitations
were used, much better agreement with the "steady-state"
77.5°CGL profile might be obtained. It is clear that this

model could be used in such a detailed study.
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Chapter IV

Night-Time Mid-Latitude Ionosphere Simulations

IV-1 Introduction

In the previous chapter the wusefulness of the FES
technique was demonstrated by the one dimensional model of
the auroral 41ionosphere. In order to demonsttatev the
flexibility of FES 1t was decided to apply the one
dimensional model to the mid-latitude ionosphere. This
could be accomplished with minor changes; principle among
them was the inclusion of the geomagnetic dip angle. Two
different initial profiles were wused, both from Millstone
Hill (Evans and Holt,1977). They differ from the 1initial
profile used in the cusp simulation in that, for each, the
H+ - O+ transition height was 800km rather than 1200km.

Both profiles are described below.

IV-2 December 6, 1972 Millstone Hill Profile

Figure 1IV-1 shows the December 6, 1972 Millstone Hill
profile (Evans and Holt, 1977). It was selected to be used
as a starting point for a night-time mid-latitude simulation
principally because of its rather low O+ - H+ transition
height. The question to be investigated was whether such a
low transition height profile would remain stable during

simulation with the one dimensional model. The O+ vertical

velocity measurements for this profile made with the
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incoherrent scatter radar at Millstone Hill were also
available (Evans and Holt, 1977) so a comparison could be

made with the values generated by the model.

Figure 1IV-2 shows the profile after 1 hour of
simulation. The peak density has dropped by 35 percent and
the altitude of the peak has risen from 310km to 360km. At
800km the electron concentration has also dropped by about
35 percent. The 0O+ - H+ transition height was, at t=0,
820km, at t=1 hour it has moved wup to 840km. The peak of
the H+ profile was, initially, at about 740km, after 1 hour
it has moved upward to 1000km and has decreased in magnitude

by about 30 percent.

Figure 1IV-3 shows the profile at t=2 hours. With
respect to the 1 hour profile: the peak electron density
has decreased 15 percent, the electron density at 800km has
decreased by 25 percent, the H+ profile peak has decreased

20 percent and has remained at the same height (1000km).

Over a period of 2 hours, then, the O+ - H+ tranmsition
height has remained essentially constant. This shows that

the model 1is able to simulate 1low transition height

night-time profiles.

The O+ vertical--*veloctty measured at Mil%srone -Hill e
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Ficure V-2
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(Evans and Holt, l977)‘ at 300km, 525km, and 600km were
-2000cm/sec (negative sign means toward the earth),
- ~4800cm/sec and -7500cm/sec respectively. The values
calculated during the simulation were, at the same heights
respectively, =2300cm/sec, -1900cm/sec and -2100cm/sec. The
agreement hetween the model and the measurements 1is better
than 1{s first apparent when the error bars for the
observations are taken into account: £1000cm/sec at 300km,

¥3500cm/sec at 525km and X4000cm/sec at 600km.

Another quantity that can be compared with measurement
is the H+ flux at 1000km. Evans and Holt (1977) have
inferred from measurements at Millstone Hill that in winter
".e.othe [}H] flux remains upward after sunset, but usually
becomes downward after midnight wuntil sunrise...". The
results from the simulation with the one dimensional model
show that the H+ flux below the H+ peak (1000km at t=1 hour)
is downward and of the order of 5X10 /cm2-sec. Above the
peak the flux is upward and about 1.0X16’/cm2-sec- The fact
that the simulation does not indicate a downward flux at
1000km (the t=0 profile is an after midnight profile) may be
due to the fact that the wupper boundary condition at 2000km
is simply an infinite sink or source of H+ and therefore
does not adequately represent the coupling between the night
and dayside hemispheres. This coupling along plasma tubes

is responsible for the maintenance of the downward H+ flux




at 1009km on winter nights.

IV-3 Aug. 14, 1973 Millstone Hill Profile

Figure 1IV-4 shows the Aug. 14, 1973 Millstone Hill
profile (Evauns and Holt, 1977) at 2200 EST. The profile was
selected for the simulation because measured profiles at
five subsequent times during the night were available (Evans
and Holt, 1977). It is characterized by a rather 1low 0+ -

H+ transition height: about 800km.

Figure 1IV-5 shows the profile at t=1 hour. The
profiles shown by alternating 1long and short dashes were
measured at Millstone Hill. The height of the H+ peak is at
650km for both the measurements and the simulation. The
heights of°' the F-region peaks are also in good agreement,
the simulation peak being about 40km higher. This 1is
understandable in view of the characteristic rise of the
F-region peak as the F-region decays during the night. The
simulation, however, appears to be "leading", in time, the
measured evolution of the profile. The slower decay of the
measured profile is possibly due to ﬁeutral wind transport
of plasma helping to maintain the night-time ionosphere.
This processs of neutral wind plasma transport could be
added to the FES model in the future, however, it was not
included 1in these simulations. In addtition to the

agreement in the altitudes o&+- the- peake,  themwe-{s. axcellent-
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Ficure IV-5
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agreement between the shapes of the measured and simulated
profiles - 1in particular the slope of the Ne profile in the
top-side F-region. There has been a dramatic change in the
0+ - H+ transition height: {1t moved from 800km at t=0 to
almost 1300km at t=1 hour. This will be considered while
examining Figure IV-6 which shows the profile at t=3 hours

(Millstone Hill 0100 EST Aug. 15, 1973).

In Figure 1IV-6 the alternately 1long and short dashed
lines represent the measured Millstone Hill profiles. The
shape agreement remains excellent at t=3 hours as well as
the agreement between the peak heights. The decay rate of
the model ionosphere <continues to exceed that of the
measured - this effect is most noticeable in the case of the
H+ profile. The agreement between the Ne profile slopes
remains excellent. The 0+ - H+ transition height in the
simulation is about 1500km though the graph does not show
this height. The O+ - H+ transition height for the measured
profile is at about 900km - an increase of about 100km since
t=9 wvhereas the simulation shows an increase from 800km to

1500km in the same time span.

Measurements at Millstone were made of the vertical O+
velocity. The values obtained at Millstone Hill and in the
simulation at t=3 hours are shown 1in Table 1IV-1l. The

agreement in the flux figures is reasonable especially in
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Ficure IV-6
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0+ VErTICAL VELOCITY

MeASURED AND CALCULATED

Vertical* Vertical

Velocity |Velocity |Flux Flux
Height cm/sec cm/sec #/cmz—sec #/cmz-sec
km Measured |Calc. Measured |Calc.
825 -2100 -800 -5.9E6 -2,.4E6
750 -1000 -700 -5.1E6 -3.8E6
675 -300 -700 -2.6E6 -5.0E6
600 +200 -800 +3.1E6 -1.0E7
525 +200 -900 +5.7E6 -1.6E7
450 -200 -1400 -1.1E7 -3.8E7

*
"+" sign means upward
g
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view of the fact that the error bars in the Millstone Hill
measurements are large (for example, at 600km and 525km
respectively the uncertainties in the velocity measurements
were tZIOOcm/sec and t730cm/sec.). The uncertainties in the
measurements at 600km and 525km are large enough that even

the direction of O+ movement is in doubt.

At t=1 hour the measured H+ vertical flux at 1000km was
6de7/cm2—sec. At the same time and altitude the simulation
produced a value of 2.2x167/ cm2-sec. At t=3 hours the
measured value was 1.3X167/cm2—sec and the value resulting
from the simulation was also 1.3xld7/cm2-sec. The agreement
in the wupward H+ flux is very good, however, it must be
noted that since the flux is the product of the vertical
velocity and the concentration, the agreement is somewhat
misleading since there 1is a large discrepancy in H+
concentration at 1000km between the measured and simulated
values. In the simulation the flux 1s maintained by a
higher vertical flow velocity ‘and a proportionately smaller

concentration.

This discrepancy between the H+ profiles deserves
comment. The measured H+ concentration was nearly constant
at a height of 650km from t=0 to t=3 hours (3X1é1/cm3). On
the other hand the H+ profile of the simulation decayed from

8
'l|4'/ra1 at t=0 to 2.4X10 /ecn3 at t=3 hours. For the H+
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profile peak to remain in equilibrium for 3 hours requires
that the processes of chemical production and loss of H+

+ 0 g—2 0+ + H) as well as transport were in balance. The

i AT 2.8

equation

must hold where
/z is the H+ chemical production rate
ff/cm3-sec
LC is the H+ loss rate, #/cm-sec
1&7’13 the change in H+ concentration due
to transport, #/cm3-sec
It is possible for this equation to hold at a given height
for various H+ concentrations. To accommodate this the
relative values of Fg Leand AT would be different. This 1is
the crux of the discrepancy concerning the H+ concentration.
In the model, simplifications were made that affected the
agreement between the simulation and the measured profile:
temperature effects were ignored, i.e. neutral,ion, and
electron temperatures were independent of time; there were

no EXB drifts or neutral wind transport of plasma etc. In

‘addition, the 1000K neutral atmosphere assumed in the model

may have been too high for the solar minimum period being
considered. A cooler neutral atmosphere would
mean,ultimately, that plasma loss would proceed more slowly
in the F2 region. These differences between the model and

reality, in addition to the wuncertainties in the chemical
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reaction rates and diffusion coefficients, account for
differences between the measured H+ profile and that of

simulation.

The 1ionosphere 1is a very sensitive region of the

earth’s upper atmosphere and thus subtle changes in the

rates of physical processes can make significant
differences. What has been suggested, though, is that the
FES technique shows promise as a tool to explore the
sensitivity of the ionosphere to changes in the rates of

these phycsical processes.
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Chapter V

Two Dimensional Model

V-1 Introduction

The one dimensional model used 1in the auroral
ionosphere simulations was extended to two spatial
dimensions. The reason for this was twofold. First, it
achieves a more general model that enables the simulation of
phenomena that can be expected to exibit 1latitudinal
variation, and second, there was a specific application that

could readily be considered, namely, to attempt to simulate

the formation of the poleward wall of the mid-latitude
ionospheric trough (Mendillo and Chacko, 1977) by asserting

that it 1s caused by the precipitation of energetic ‘

electrons in the auroral zone. Chapter VI discusses and 3

presents the results of this simulation.

V-2 Similarities With The One Dimensional Model
The two dimensional model is a direct extension of the

one dimensional model and therefore it has several 3

gsimilarities. In fact, several aspects are exactly the

same .
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It was decided to not include the latitudinal variation
of the neutral atmosphere in the two dimensional model.
Consequently, the same neutral atmosphere as was used in the
one dimensional model was used throughout the latitude range

of the two dimensional.

As described 1in Chapter II, the FES technique treats
chemical reactions in such a way that each cell (as far as
chemistry is concerned) 1s independent of those around it.
Therefore the inclusion of additional cells to achieve two
dimensional coverage does not at all change the model’s
handling of chemistry. Furthermore, since the production of
(0+,e) pairs due to precipitating auroral electrons was
calculated in the same way as the chemical reactions (see
Chapter II) this process too 1is unaffected by the extension

to two dimensions.

Several other features of the model were altered

substantially enough to warrant specific discussion below.

V-3 Geometry and Dip Angle

Figure V-1 shows the two dimensional geometry used in
the model. Also shown (dotted lines) are a few of the
earth’s magnetic field lines. It is seen in Figure V-1 that
the method of extending to two dimensions was to stack

additional one dimensional geometries side by side, each
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FIGUre V-1
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with its own geocentric dip angle as this parameter 1is a

function of latitude. The "X" axis of the cells is parallel

to a geomagnetic meridian and the "Z" axis has the

advantageous feature of always being perpendicular to the

earth’s surface. The thickness of the cells 1is arbitrary | 3

and 1is shown 1in Figure V-1 to bDe 1 centimeter. The

boundaries between <cells that are adjacent in the "X"

direction are 1line segments which, if extended, would

intersect at the earth’s center. The wupper and lower

boundaries of each cell are parallel to the earth’s surface.

At any given

latitude, the number of cells in the "Z"

direction and their respective sizes are exactly as in the

one dimensional model. Nine columns of cells were used to

° 0
cover the range of latitude from 74 to 55. The nine columns
<] (-] o ]
were centered at T4, 68.5% 67.5, 66.5, 65.5% 64.% 63 61,

(-]
and 55.

V-4 Transport

The transport

of H+ and O+ ifions due to gravitational

drift

and concentration gradients is calculated in

essentially the same way as 1in the one dimensional model,

see Chapter II.

However, there are some complications that

must be described.
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First, since the model 1is two dimensional, latitudinal
gradients, i.e. 1in the "X" direction shown in Figure V-1,
must be taken 1into account. This 1s done by using the
formulae presented in Chapter II, but by omitting the term
involving the .ion scale height (gravitational term) since
there is no gravity acting in the "X" direction. There 1is,
though, an additional effect due ¢to the fact that the
magnetic field 1line, in general, will not be aligned with
either the "X" or the "Z" axes of the two dimensional
geometry. This effect 1is schematically represented 1in
Figure V-2. In the example {illustrated, plasma transport
into or out of cell(i,j) across the wupper boundary with
cell(i,j+1) and the right hand boundary with cell(i+1,j) is

being considered.

In the one dimensional model only the upper boundary is
relevant and the effect of the dip angle of the magnetic
field 1line is to reduce the amount of vertical plasma
transport by the sig%I) factor (see Chapter II). 1In Figure
V-2 it can be seen, however, that the vertical drift
velocity due to gravity and vertical c?ncentration gradients
may be resolved (after projection onto the magnetic field
line along which all plasma 1is constrained to move - due to
the gyro frequency being much greater than the collision

frequency) into a vertical and a horizontal component. The

vertical component is exactly the same as calculated in the

m—rr
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Ficure V-2
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one dimensional case. The horizontal component, which was
ignored in the one dimensional model, must be taken into
account in the two dimensional. 1In Figure V-2 the vertical
drift velocity resolves into a downward and horizontal drift
to the north (left). There is no ambiguity concerning the
movement of oplasma as a result of the vertical drift
component. Material movés from cell(i,j+l) to cell(i,]).
This 1is expected since the gravitational drift velocity was
from ‘cell(i,j+1) to cell(i,j) and (in this example) 'the
concentration gradient was calculated between those same two
cells. However, what 1is to be done with horizontal
component of the drift velocit&? It obviuosly arises from
vertical gravitational drift and vertical concentration
gradients. Its direction, however, indicates that it moves
plasma from cell(i+1,j) into cell(i,j)-. Interestingly,
cell(i+1,j) has not, up to this point, entered 1into the

calculation at all.

‘-This paradox is_a direct consequence of the discreet
spatial grid. Taken to the 1imit of 1infinitesimally small
cells one would find the drift velocity at a point in space
to be along the magnetic field 1line. This 1is consistent
with differential equations governing this physical system.
As has been stressed though, FES 1is not explicitly concerned
“with the differential equations. Therefore, a convention

must be adopted to resolve this difficulty that is typical




84

of those that arise when an essentially continuous process
is modeled in a discreet manner. It should be noted, also,
that any discreet model would have a similar difficulty and

that this current problem is not, then, peculiar to FES.

The convention wused 1s straightforward. Whenever the
transport into or out of a given cell(i,j) is considered the
concentration gradients across only two boundaries are used;
that with cell(i,j+1) and that with cell(i+l,j). If this 1is
done for all cells(i,j) then it 1is easy to visualize that
all boundaries are taken into account and that when the
update of plasma concentrations is made after having
considered all cells, all transport among adjacent cells has

been included.

This convention 1implies that, in general, (befond the
specific case illustrated in Figure V=2) any vertical drift
component moves plasma across the boundary between
cells(i,j) and (1i,j+1) and that any horizontal drift
component moves plasma across the boundary between
cells(i,j) and (i+1,3j). Thus {is prese}ved the computational
convention that when transport into or out of cell(i,j) is
considered, transport may occur only across the upper and
right hand boundaries. Since the cell sizes wused in the

model are appropriate for adequate spatial resolution this

method yields good results.




85

V-5 Boundary Conditions

indicated that one dimensional cell geometries were stacked
side by side to embody the two dimensional geometry. It was
natural, then, to use exactly the same boundary conditiouns
at the top and the bottom of the two dimensional model as

were used in the one dimensional (see Chapter II).

The two dimensional model, however, involves two more
boundary conditions: those at the northern and southern
latitude 1limits. During the development of the one
dimensional model it was learned that care must be taken to
assure that, at the higher altitudes, the <cells at the
extremities of the region do not tend to “Eill @ wp"
appreciably during the simulation. As already mentioned, in
the case of the top cells, this was prevented by using the

same boundary conditions as in the one dimensional model.

The boundary conditions wused in the two dimensional
model at the northern and southern extremeties were the
same . What was done was to not allow the plasma
concentrations in the columns of cells forming the northern
and southern boundaries to change in response to latitudinal
plasma transport. The reason that this very simple boundary
condition worked is that the latitudinal transport of plasma
at the mid and high latitudes (the range of the trough

poleward wall simulation) 1s rather small due to the small
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latitudinal concentration gradients and to the orientation
of the magnetic field lines. Another reason 1s that the
cells at the northern and southern extremities were made

(*4
large (10 in extent).

If the model were to be used to simulate the ionosphere
in the equatorial regi;n it might be necessary to use a
different boundary condition at the latitudinal extremes.
This would be necessitated by the orientation of the

magnetic field lines which, near the equator, would channel

plasma movements in latitudinal directions.

V-6 Calculation Time Step and XMODs

By extending the model to two dimensions an added
degree of freedom was given to the process of tramsport. In
the one dimensional model transport, of course, could only
occur in the vertical direction, but in the two dimensional
it could also occur horizontally. To answer the question -
Would the same time steps that were suitable in the one
dimensional model also work in the two dimensional? - an
XMOD "calculation for horizontal transport was wade. As
expected, the process of horizontal transport is quite slow
due to the small latitudinal concentration gradients and to

the orientation of the magnetic field lines. Thus

horizontal transport could use a longer time step than
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vertical transport if desired. It was decided, however, to

use the same time step for all transport.

The latitudinal variation of the ionosphere over the
range considered in the poleward wall simulation was small
enough to permit calculating XMODs for all processes along
only one column of <cells at a particular latitude. This
saved computer time and facilitated the 1interpretation of
the XMODs when checking the stability of the calculation.
Had there been a large wvariation with latitude of important
physical parameters, then XMOD calculations would have been
necessary at each column of cells to make sure that any

instability 1in the simulation would not go unnoticed.

In summary, then, the same time steps for all processes
and at all spatial locations were used in the two
dimensional simulation as were used 1in the one dimensional.

These were on the order of one to two seconds.

V-7 Accuracy

Extending the model to two dimensions did not introduce
any new sources of error in the simulation nor did it change
any. This is one of the advantages of FES. The finite word

length of the computer 1is the ©primary source of error

regardless of the complexity of the model.
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This very often 1s not the <case with alternative

methods of numerical analysis of complex systems. Those
techniques that are explicitly concerned with solving
differential equations are not so easily extended to

additional spatial dimensions. This is because, frequently,
entirely different mathematical alpgorithms must be developed
or adapted. When the algorithms are changed to accommodate
greater mathematical complexity it is not uncommon that the
overall accuracy of the method will deteriorate beyond that
caused by the additional round-off errors. This situation
means FES, in principle, has an advantage as no algorithms

are changed.

i




s N N AR, 1 R ¥l 1 i e

89

Chapter VI

Mid-Latitude Trough Poleward Wall Simulation

i T R S —

VI-1 Introduction
The two dimensional model was described in detail in
the previous chapter. The simulation of the mid-latitude

trough poleward wall was sclected as an interesting first

application. The geometry of the model is shown in Figure

V—l.

VIi-2 Initial Two Dimensional Profile

Figure VI-1 shows the 1initial profile used in the
simulation. It is based on the average 1ionospheric trough
found by Mendillo and Chacko (1977) during a period of very
low magnetic activity 1in December of 1971. 1In order to
investigate whether particle precipitation 1in the auroral
zone could be responsible for the sh%pe of the poleward wall
of the trough, the initial profile was established as shown
in Figure VI-1 with constant' Ne concentrations at all
latitudes northward of 66.;?Corrected Geomagnetic Latitude
(CGL) . The simulation employed an O+ ion-electron pair
production rate typical for the auroral zone (Knudsen et al,

1977) that 1is shown 1in Figure VI-2. The expectation was

that the characterisitc shape of the poleward wall found by
Mendillo and Chacko (1977) would emerge during the

simulation. Since the poleward wall was found to occur at

—
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° - 0
about 64 CGL (Mendillo and Chacko,1977) which is about 1 -
| f’ equatorward of the statistical location of the
equatorward edge of the diffuse aurora, the production

function was "allowed to operate" only in three colunns of

cells shown 1in Figure V-1 (all other cells had no
production). These three columns spanned f’ in latitude from
66°CGL to 59.CGL; the production of 0O+ ion-electron pairs
in this region mimicked the ecffect of the diffuse auroral |

precipitation.

VI-3 Results ;
At t=0 the production of O+ ion-electron pairs began.

The production function used to mimic the diffuse aurora was

"turned on" for the initial 30 minutes of the sinulation and

"turned off" for the remaining 30 minutes. This coarse time

modulation of the production was selected because'it was

simple to impose and adequate to get an idea of the effect

of this production on the development of the poleward wall.

Figure VI-3 shows the profile at t=30 minutes (at the

} time when production was turned off). Figure VI-5 shows an 1
average steady-state poleward wall profile (Mendillo and
Chacko, 1977) for a quiet magnetic period. The enhancenent

at “ux and 450km in the simulation 1s considerably greater

than that appearing in Figure VI-5. At 550km the agreement

between the simulation and Figure VI-5 is excellent; above

oo b T g 2 O s o v e aev e
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PoLEWARD WALL SIMULATION
Topsipe ProfFILE, T=30 MINUTES
1 10°
£ n
P max
450 km
4
\J 750
St
850 S
= ]
W 4
950 F
| ]
3 ES 103
1400
~+ —t ' : 4 j ; 102
50 55 60 65 70 75 80

CoRRECTED GEOMAGNETIC LATITUDE i




-

94

Ficure VI-4
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Ficure VI-5
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this height the development of the wall 1is less than the

steady-state profile. This may be explained by the fact

that the production function (see Figure VI-2) is relatively

large from about 150km to about 450km; outside this range
the production of O+ is rather insignificant. Therefore the
formation of the poleward wall at the higher altitudes is
~dependent on the process of upward diffusion from the iowet
altitudes where production is substantial. At t=30 minutes
the large amount of O+ created at the lower altitudes has

not had an opportunity to diffuse upward.

Figure VI-4 shows the sinulation profile at t=60

minutes ( from t=30 minutes to t=60 minutes there was no
production of O0+). Upward diffusion has been smoothing out
the vertical Ne gradient. The poleward wall is now better
developed at 650km through 950km. At 1400km, however, the

profile has decayed more than it has been enhanced by upward

diffusion; therefore, little of the poleward wall shows up
at this height and this is the ‘cause for the poor comparison

with the steady-state profile of Figure VI-5.

At u“x » 450km and 550km the simulation profile has a
higher peak density at the "top of the wall" than does the
steady-state profile - 60, 65 and 36 percent respectively.
This is due to the fact that the simulation profile at t=60

minutes 1is not 1n equilibrium and, of course, the O+
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production function of Figure VI-2 that was turned on for 30
minutes and then off for 30 minutes is probably not the best
approximation to the real steady-state condition.
Nevertheless, the agreement between the average steady-state
profile and the simulation is rather good especially with
respect to the general slope of the poleward wall at the

various altitudes.

Figure VI-6 and VI-7 show the bottomside F region
profile at t=0 and t=60 minutes respectively. There are no
measurements with which to compare as the Mendillo and
Chacko analysis (1977) was based on Isis 2 topside sounder
data. The initial bottomside profile shown in Figure VI-6

was arbitrarily chosen.

The fact that the poleward wall of the mid-latitude
ionospheric trough 1is attributable to the precipitatioﬁ
associated with the diffuse aurora 1s well known and this
finite element simulation supports the plausibility of such
an explanation. The hope 1is that the flexibility of FES
(particularly the ease with which a model may be extended to

another spatial dimension) has been further demonstrated.
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Ficure VI-6
PoLEWARD WALL SIMULATION
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Summary
A two dimensional computer model of the night-time
ionosphere has been developed to simulate atmospheric

processes acting at mid and high latitude regions. Since

the temporal scales of the effects considered were much less
than a day, an "initial value probhlem" apnroach was adonted.
The computational method wused was a numerical technique
whereby the finite eclement sinmulation (FES) approach was
applied to physical and chemical processes, rather than an

explicit solving of the set of differential equations

governing the ionospheric systen.

The following physical processes were included in the
model: transport of O+ and H+ ions due <to ambipolar
diffusion caused by concentration gradients and
gravitational irift (transport of NO+ and 02+ was not
treated), the chemical reactions 0O+ + N2 ———e N +’N0+, NO+ +
e—»N + 0, O+ + 02 —>02+ + 0, 02+ + e=—»0 + O, H + O+

H+ + O, production of 0+ 1{ons due to the precipitation of

auroral electrons.

A neutral atmosphere consisting of 0, 02, N2, Hej and H
was input to the model as well as an initial plasma profile
consisting of Y+, 04+, NO+ and 02+ (NO+ and 02+
concentrations are hoth zero initially). During simulations

the temperature profiles of the neutral atmosphere and

b L i i a5 A i3 e
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plasma did not change (electron temperature was evervwhere
equal to twice the ion temperature which was everywhere
equal to the neutral temperature). Furthermore, the
concentration profile of the neutral atmosphere was

considered essentially time indepnendent.

The cell geometry was an array of "wedge" sha}ed ;ells
witﬁ northern and southern boundaries formed by rays drawn
from the earth’s center. The upper and lower boundaries of_
each cell were arcs drawn with a geocentric center. The two
spatial dimensions covered by this geometry Qere altitﬁde
(from 150km to 2000km) and latitude (for the poleward wall
simulation the 1latitudinal extent of the array was about
265- The north-south axis of the array was colinear with a
geomagnetic meridian. Suitable boundary conditions for
physical processes were used at the extremities of the
array. In altitude thickness the cells raqged ffom 20km to

100km at low and high altitudes resnectively.

When a simulation was made the 1{initial profiles
(neutral and plasma) were {input and‘the time evolution of
the concenctrations of 0+, '+, NO+, and 02+ was calpulated
for each cell. This was carried out using a sufitable time

step for each nrocess and updating the ion concentrations 1in

response to chemical and transport effects.
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A one dimensfonal (height-dependent) version of * the
code was wused ¢to simulate the 1{ionosphere beneath the
mid-winter dayside auroral cusp (effectively a night-time
ionosphere). The one dimensional code was also used to
simulate the behavior of night-time Millstone Hill profiles.
A two dimensional (heicht and 1latitude) simulation was
carried out for the mid-latitude 1onospheric trbugh> ;nd
poleward wall region. In each case, the simulations spanned

a 2-3 hour time period.

This work has shoun the flexihility of the FES

technique and its suitability for computer modeling studies

of 1onospheric processes and effects. In the future,
temnevrsturs atfectes and elactrcdynanic d-ltts coull be added
in order to achieve a more realistic model. Beyond these

two processes, the effects of neutral wind plasma transport
and additional chemical reactions might also be included.
Finally, an extended model (iacluding ’the additional
processes mentioned above) couli be expanded to 3 spatial

dimensions to realize the most general model possibhle.
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