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INTRODUCTION

No exact date can be desi gnated as marking the birth of organizational

deve lopment. Perhaps the late 1950 ’ s or early 1960 ’ s marked the fi rs t use

of the speci fi c term . What has taken place , there fo re , has occurre d

within the las t 15 years , years whi ch have seen a subs tantial investmen t

in the range of acti vi ties loosely representing this applied field .

Although we lack exact dollar coun ts , a plausible estimate of the total

funds invested in organizati onal deve l opment mus t run to hundreds of

millions of dollars . By any standard , this is a large amount , one that

no enti ty -- whether it be public or pri vate -- may take lightly.

This s ame time period represents as well the firs t point at wh ich

it was conceptualized as organizational development , as opposed to manage-

ment deve l opment or simply training. No exact definiti on has general

currency , but the term is generally taken to refer collecti vely to an

assortment of training or therapeuti c interventions whose aim is presume d

to be improvement of the organizati on and its menters.

However it is operationall y defined , the probl em of organizat io .-~al

development and change would appear to contain two component subprocesses ,

diagnosis and therapeutic intervention (Bowers & Franklin , 1977).

Althoug h equally crucial to the success of any development effort , diagnosis

takes prior importance for the simple reason that it occurs earlier in the

flow of developmental events , Thus , an Important part of the consu ltant 1 s

role Is often presumed to consist of translating a wide variety of symptoms

into a coherent pattern that permits planning and carrying out appropriate

./H_ ,
~--~. .  
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remedi al action. According to Lawrence & Lorsch (1969), the reasons for

the importance of diagnosis in organizational development are many and

persuasive:

(I) The client sys tem may not be aware of the prob l em at all.

For examole , the difference between present effectiveness

levels and unanticipated opoortunities , rather than obvi ous

diffi culties , may be the “prob lem.”

(2) The client system may not he aware of the real prob lem .

(3) A discrepancy between actual and desired outcom es doe’~ not

explain and account for itself.

(4) Prob len vari ance is likely to be multi ply caused .

(5)  Causes are likely to interrelate in complex ways .

(6) Causes are likely to differ greatly in potency , and what

is desired is a designation of vari ables wi th leverage.

(7) Meariin q can only be given to causal information by casting

it into arm appropriate configuration against a set of

principles .

(ii) What is requi red for action planning is an overa ll and

integrated view , not a parochial one.

(9) Diagnosis , if done well , provides some insurance against

rushing into an inappropriate treatment that may prove

damagina.

_ _ _ _ _  _ _  —_ _  

.
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In contrast to this , an article by one of the present authors (Bowers,

1976) turned attention to assum ptions concerning the consultant’ s dia1nostic

rol e in 0.0. The points made there bear repeating.

While a number of writers have a ttr ibuted a diag nos tic

role to consultants , what goes unrecognized is that

their di agnoses are often put to li ttl e other than

heuristic use (that is , they are used merel y to

stimulate an interesting discussion).

An un published study of consultants ’ diagnostic skills

showed (a) inability to agree with diagnostic con-

clusions more formally obtained , and (b) more positive

change occurrin g where consultants did relativel y little

diagnosing than where they did a great deal of it.

Most consul tants currently employ diagnost ic methods

which rely upon one observer--the consultant himsel f

or hersel f——to obtain data . The N is restricted , not

only in this fashion , but also by the fact that this

consultant-observer is limited to a time — bound behavior

sample.

These observations should not surprise us. Findings from the general

field of assessment and classification have provided strong support to

the position that statistical prediction is super ior to non—stat ist ical

or judgmental methods (Cronbach , 1 960). For examp le , in Meeh l’s (1954)

major review of clinical versus statistical prediction , it was found that

statistical prediction was equal to or superior to clinical prediction

in 19 out of 20 cases .
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Citing this body of accumulate d evi dence , Cronbach explore s the

reasons for perenially poor shcwsings by (clini cal) judges :

• Judges combine data by means of intuitive weightings

which they have not checked.

• Judges casually change weights from one case to the

next.

Judges are unre li ab le, in the sense that the same

case mi ght not be judged the same way twi ce in

successi on.

Judges have stereotypes and prejudi ces which affect

their judgments.

His conclusions are the following:

“What does this imply? It implies that counselors ,
personnel managers , and clinical psychologists should
use formal statistical procedures wherever possible
to fi nd the best combining formula and the true
expectanci es for thei r own situation . They should
then be extremely cauti ous in departing from the
recommendati ons arri ved at on the basis of the
statistics.. .“ (p. 348)

If this is the desirable state for organi zational development as well ,

it is scarcely what in fact obtains. Levinson (1972, 1973), in h is

published remarks which led to the celebrated exchange wi th Burke (1973)

and Sashkin (1973), stated that there is little resembling formal di agnosis

in 0.D. Consistent wi th Kahn ’s (1974) observations , Levinson stated

that the field is characterized by “ad hoc problem-solving efforts and a

heavy emphasis on expedient techniques .” Tichy (1974) does not reassure

us when he finds , in his systemati c empiri cal study, that change agents

( consultants ) seem to have limi ted diagnostic pe rspecti ves , that their

- — — -~ - --- - . . - _________________________
_ ‘4

_
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diagnost ic frameworks are rather closely limi ted to thel ” personal values

and goals , and that the potential for intrusion of bias i s not small.

Unfortunately , recommended alternati ves are relatively scarce .

Levi nson ’s reconinendations build upon a view and a method of organizati onal

diagnosis that is an extension of the clinical case method. While large

amounts of empi rical data would be gathered , injecting a clinical judge

between the data and the conclusion runs the risks listed above by

Cronbach .

On the other hand, this is not the situati on nor the age for “raw”

empi ricism. As the lengthy discussions nati onally about discri minati on

in testing have revealed , in the interest of fai rness and equal treatment ,

more must be taken into account in a decision process than any simple set

of numbers , especially where connecti ons between the numbers and real

world events may not be obvious. In a similar vei n, the sudden rise of the

assessment center concept has shown that an appropriate cri teri on in this

day and age (in employee selection , but by extension to the problem of

treatment selecti on in 0.0.) must include demonstrable connecti on between

the measures used and the operations or functi ons performed in the real

organi zati on.

These facts lead us to the followi ng preliminary conclusions , which

form a starting point for the research to be undertaken in the present

report:

The base of sci enti fi c knowledge which undergirds

organizati onal development , while it is growing

rapidly, is still remark ably small.
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Much of what Is done is based upon consultants ’

predilecti ons or fads , not upon so ’ d reasons

diagnostically generated.

There is as yet little that could really be

termed rigorous diagnosis practi ced wi thin the

0.0. profession .

Here , as elsewhere , statisti cal predicti on is

likely to prove far more accura te than clinical ,

or clinically mediated, predi ction .

• Raw empiricism , in the form of predictors not

obviously related to the processes and functions

being diagnosed , no matter how seemingly accurate ,

are no longer societally acceptable. Predi cti on

must be based upon measure s deri vable from solid

sci enti fi c evidence about organi zati onal

functi oning. -

To understand what is or must be Involved in diagnosis , we turn to

a fie ld which has practi ced and taught diagnosis for years and decades ,

or even centuries : medi cine. Ledley and Lusted (1959), in what must

be counted as a seminal arti cle , dealt at some length wi th the reasoning

foundati ons of medi cal diagnosis. Exhibit 1 presents a few of the principal

points which they make , along wi th organizati onal diagnosti c analogs .

In the next sections we present a brief discussion of the content of each

point. 
.

______  ~~~~~ .~~~~~~~~~~~~~~~~~~~~

-
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Symptoms and Disorders

The total pool of availab le characteristi cs (of client uni ts ) is

at any time limi ted to those which our knowledge base contains some infor-

mati on about and which our measurement methods are capable of measuring.

All avai lable characte rist ics are , at some level on thei r respecti ve

scales , potential symptoms . Whether they are , in  fact, regarded as

“symptoms ” or not depends upon what pas t research and experience has found

to be true - -- that is , what has been added to the knowledge base.

What , then , are diseases , disorde rs , or states of organizati onal

dys functi on? A disease is a hypothetical construct -- a theoretical

term used for convenience purposes to refer to a whole chai n of physical

events whi ch are hypothesized as having occurred. “Proof” that the

hypothesized sequence has occurred (or is occurri ng) is obtained by some

form of validati on process. This validati on can be concurrent or even

retrospecti ve : if little Johnny has infl uenza , he should display

particular addi tional characteristi cs or should have displayed them within

the las t 24 to 48 hours . It can also take the form of construct

validati on , that is , of showing that only those observables that are

hypothesized as going together in fact appear. Finally , the val idation

process can be predictive: we can wai t to see whether subsequent,

predi cted signs of influenza appear in little Johnny t s case. Throughou t

this sequence of comparisons , however , “influenza” is a hypothetical

sequence of events which we presume to be able to see speci fi c signs -

of at spec ifi c points in time. rts excellence as a classifi cation

category at any given point in the profession ’s development is enti rely

dependent upon the quality and completeness of the know ledge base from

whic i’ i’;~~ work , as it relates to the distinctions between this category

and others.

_ _ _ _ _ _- 
- -

-
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What , then, determines what a disease is? It is the generalization

and codi fi cati on processes which pas t knowledge generators have gone

through In integrating the findings from research and experience .

Diagnosti c procedures whi cli rely upon “expert” assignment to di agnosti c

categories simply substitute the expert clinici an for more public and

replicatable listings . If the experts ’ procedures are unreliable , their

classifi cati on is , as a cri teri on, worthless. If they are reliable and

valid, it is a valuable aid -- a shortcut to employing the knowledge

base directly and in its enti rety .

Regardless of the way in which we mediate the process by which the

knowledge bas e ’s contents get represented , the disease , disorder , or

dysfunction is nothing other than a s tring of symptoms very much like

those whi ch we look at in any particular case. It is to this hypotheti cal

symptom string or patte rn that comparison is made in a di agnosis.

Diagnosis as Probability Statements

In organizati onal development and change , the diagnos tic process

follows essential ly this same pattern. Symptoms are organizational

characteristi cs which pas t research ~ndicates go together to define some

more general s tatement of organizati onal health or dysfunction. That

our “diseases ” do not have exoti c names in Lati n should not dismay us.

Perhaps the absence of names at all is an advantage , in fact. Certainly

there have been fewer years and resources avai lable as yet for the

codi fi cati on of the knowledge base, and our professional schools teach

us to be hesitant, cautious , and qual ifying in our statements , rather

-

. 

- 
than authori tati ve , definiti ve , and final. These are issues of style,

howeve r, rather than subs tance . The fact remains that there is an
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existing knowledge base , compari son to which permi ts us to make a

probability statement concern ing any case at hand. Here , as in medicine,

a diagnosti c statement is a “bes t guess. ”

Relevance to Treatment Selecti on 
-

The whole purpose of a di agnosis is to permit the selecti on of an

optimum treatment or intervention. Here , as in the cas e of medi ci ne ,

such choi ces are subject to soci al , ethical , economi c, and moral

constraints imposed by the society in which we live . Certain interventions

may be social ly unacceptable or even morally offensive . For example ,

intensely confrontati onal techniques are clearly unacceptable in many

more tradi tional organizational settings , and under certai n ci rcum-

stances it is conce ivable that top management team development training

might generate an in-group clubbiness whose effects are racially

dis cr iminatory ar d therefore morally offensi ye. Other interventi ons ,

no matter how appropri ate and promising , might be so expens ive as to be

prohibiti ve , while still others that would solve the problem might

lead to violations of pri vacy and confidentiality which mus t be judged

to be unethical .

However, w ithin the limi ts which these cons traints impose , the

problem becomes one of selecting an optimum treatment from a pool of

those avai lable. What is optimum? Ledley and Lus ted (1959) turn to

value (decision) theory in an attempt to answer this questi on. Bowe rs

and Hausser (1977) have shown how the organizati onal development problem

can itse lf be cast into these same terms , and have presented empirical

evi dence about a limi ted number of intervention strategies .

T_ :_
~

I_ _
~~ 
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A diagnos ti c procedure which clearly di f fe rentiates cases to which

each of the known and available interventi ons are approp riate would

obviously be superi or to one which, In some measure or other, was unable

to distinguish a condi tion calling for one intervention from a condi tion

calling for another. At the mos t undesirable extreme would be a

“di agnostic” procedure whose conclus ions lead always to the same

treatment or intervention ,, a condi tion whi ch Levinson (1972) implied

occurs in organizational development all too frequently.

Role of the Knowledge Base

Even with a relatively simple rating system of “Yes-No” or

“Present—Absent ,” a list of N poss ib le characteri stics produces 2N

potential combinations . The number of potenti al “diseases ” or dysfunc-

tional states -- represented by the number of cells in an N—dimensional

latti ce —- is obvi ous ly unrealisti cally large . In any comprehensive

scheme , all of the avai lable units i~ the worl d probably would be

Insufficient to providing a single case per cell. The equally obvious

conclus ion is that most cells are empty , that they represent nonexistent

disorde rs , and that only a relati ve few comprise the set of “real”

possibiliti es . It is the task of the knowledge base to provide us wi th

current, accurate informati on about what these po~sibilu~ ies are .

Much the s ame point is made in the theory of adaptati on in

natural and arti fici al systems (Holland , 1975). Combinati ons of

characteristics rapidly generate astronomi cal numbers of possibly

adapti ve structures . If the organism or sys tem we re to choose an

enumerative adapti ve plan -- simply running down the list randomly

—~~~ - ----v - -  —---.—-—____
—
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unti l it found the one that worked -- adaptation would rapidly become

Impossible. As the writer jus t ci ted indi cates , given even the fastest

computers in ex is tence , it would requi re “a time vastly exceeding the age of

the univers e~to test 101 0 0  structures.” Instead , adapti ve plans to be

feasible mus t be robust -- that is , they mus t be effi cient over the range

of situations which will be encountered. One general requi rement,

therefore , is that an adapti ve plan must retain advances already made ,

as well as parts of the history of what has occurred. This informati on ,

of course , is what consti tutes the knowledge base in any di agnosti c system.

Improvement Probabilities and the Single Case

At first blush , the statement seems unfeeling or inser~sit ive that

we maximi ze the probability of any m dlvi dual unit’ s showing improvement

when we apply to it a strategy show n to maxi mi ze the number of units

showing improvement. Organizati onal development is , afte r all , a human

practice profession , and it seems impqssible to ignore facts obvi ous ly at

hand (within range of our personal observations , for example).

Nevertheless , observati ons based upon an N of one (observe r),

collected under atypical conditions and within nonrepresentati vely short

time frames, are no more re liable and accurate when taken singly than

they would be if used en masse for large numbers of cases.

This issue was touched upon by one of the present writers in an

earlier report : “Even the most accurate diagnosis may suffer from mid-

stream or horseback revis ions made r~y the consu ltant as he approaches its

use. Basically , any data collecti on and analysis method treats wi th some

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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degree of care and accuracy a portion, but not all , of the behaviors,

I events , and Issues in the li fe space of the cl ient system. Some portion

is unique to that system , or to any group within it , or wil l  have been

excl uded from the array øf informati on categori es designed in the di agnosti c

process at its incepti on . As the consultant approaches a parti cular uni t

or group of the client system , he wi ll necessari ly see other aspects of

what he feels are its functi oning not represented in the di agnosis which

he has in hand. Since he is dealing wi th a real client , in a real world

situati on , the temptati on is well nigh irresistable to rev ise the diagnosis

on the basis of his currçnt observati on. Yet , he is one observe r observi ng

at best a limi ted and time-bound behavi or s ample. To the extent that

he makes such revisions he therefore very likely reduces both the

reliability and the validi ty of the di agnosis with which he works . Sai d

otherwise , he approaches each group , or each setting , as a unique instance

with live people and real problems . Yet in many ways the diagnosis and

treatment problem in organizati onal development is a “large fl” problem.

We re he to work on the basis of the diagnos tic data provided to him and

that alone , gi ven that it is reliable and valid , he would , across a large

nuirt~er of cases , succeed in a high porti on (assuming that the diagnosti c

and prescripti on processes are themselves high in quality , reliable, and

val~d). Yet he does no~ ordinari ly approach his role wi th that degree

of objective detachment , and each time that he yields to the temptati on -

to revise on the bas is of “current reality” he submi ts himself to a situation

in which his acti on steps are based on less than acceptably rel iable and

valid dat4. ” (Bowers , 1974)

-f I
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Toward Relevant Research

Clearly , therefore , any attempt to develop and tes t more rigorous

diagnostic procedures in organizati onal development should be based upon

a model containing principles of organizati onal functi oning. In other

words , it should be theoreti cally anchored to a conceptual statement that

is itsel f both organizational in content and comprehensive in scope .

While the literature on organizati onal management is ripe with theoreti cal

statements , most of them do not meet cr1 te ri a of accep tabi ii ty for our

present purposes . Many must be dismissed as less comprehensive than is

necessary for the present problem: that is , they are elegant treatments

of an isolated issue such as job de:ign or individual satisfacti on or

leade rship, b~t tney ignore other areas . Others may be rejected because,

although they encompass most of the domai n, they are lacking in adequate

empi ri cal underpinnings. Howe ver, cne theoretical statement which does

appear to meet the cri teria jus t outlined is the Likert meta-theoreti cal

paradi gm. (Likert , 1961 , 1967 , 1976; Bowers , 1976). It is this theoretical

statement which underlies the measures collected in the data bank to be

used in the research represented in this project.

Mos t recent evi dence suggests that this paradi gm assumes the form

taken in Figure l (Bowers & Franklin , 1977). As a set of principles , this
paradigm would appear to satisfy the cri teri a of comprehensive and

evi dential validi ty (Bowers & Franklin, 1977; Likert , 1977). It Is

operati onalized here in the form of the Survey of Organi zati ons, a machine-

scored standardized questionnai re which has been used in various editions

since 1966 to collect organizatlo .al survey data for assessment , feedback , -

and benchmark purposes (T aylor & bowers, 1972) . Porti ons of these -
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banked data have been used in earlier research efforts related to

organizati onal development. In this regard , a method of diagnosti c

classifi cation was previ ous ly developed and preliminari ly tested.

Termed CANOPUS, it contains a software package designed to generate.a

di agnos tic s tatement for groups and pyrami ds of groups comprising

organizations (Bowe rs , 1974) . This classifi cati on method is based upon

a typology of work groups developed in the course of pri or research.

The technique used for the development of the typology was profile

analysis , in which one arri ves at a clustering of work groups . The

profile consisted of a group ’ s scores on the SOO indexes and as a

profile reflected three basic kinds of Information : level , dispe rsion,

and shape . Level was the mean score of the work group over the Indexes

in the profile; dispe rsion reflected how wi dely sco res in the profile

di verged from the average ; and shape concerned the profile ’s high and

low points .

A measure of profile simi lari ty that takes shape , level and dis-

persion into account is the distance measure . If one considers a person

(or group) as a point in a multi dimensional space n wnich each dimension

represents a vari able or Index , then the distance between two points ,

that is , persons (or groups), can be computed using the generalized

Pythagorean theorem. The distances can then be exami ned to determine

whi ch groups cluster together in that multi dimensional space.

The clustering technique , called hierarch i cal grouping, uses this

distance measure as a measure of profile similari ty. Computer software

is avai l able for this technique in the program, HGROUP (Ve Idman, 1967). 
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This program begi ns by consideri ng each original object , in this case

a work group, of those to be clustered , as a cluster. These N clusters

are then reduced in number by a series of step decisions unti l all N

objects have been class ified into one or the other of two clus ters.

At each step the number of clusters is reduced by one through combining

some pai r of cl usters . The parti cular pai r to be combi ned at any step

is determined by the computer’s examining all the avai lable combinations
• and choosing the one whi ch minimally increases the total vari ance within

clusters . It is this latter minimi zing functi on that utilizes the dis-

tance notion. The tot al vari ance wi thin clusters is a measure of the

cl oseness of the points in multivariate space in clus ters already

chosen . A substantial increase in this variance , which the HGROUP

program labels an error term, indi cates that the previ ous number of clusters

is probably optimal for the original set of objects or work groups .

The program provi des an identi fi cati on of those groups contained in each

cluster so that further analyses can be conducted on phenomena within

clusters . 
-

The HGROUP program was applied to three random subsarrples drawn

from the data bank (Hausser & Bowe rs , 1977). When the three sets of

data were considere d jointly , a tot~l of 17 distinct profi les emerged.

In many ways , this software system would appear to meet general ly the

requirements listed:

It compares data to appropriate norms .

Problems once identi fied are priori tized in terms of

their potential lm3act upon outcomes.

It seeks causes for observed conditi ons among situa-

ti onal , informati on , skill and values conflict

predi ctors , employing a dis tance stati s ti c.
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It selects a broad set of potentiall y appropriate

action steps from an array of possibilities .

It converts the whole and its parts into a readable

narrative by computerized text-writing.

Still , the outcome of the method is based upon the measures , and those

measures derive from the theoretical paradigm previously cited . W h i l e

attractive , i t  is but one of several statements that might have formed

the basis for operations and measures. Clearl y some difference among

theorists is to be expected . T~ie oomain ~is sliced differently, and the

terms appl i ed to collections or clusters of behaviors and processes wil l

vary substantially. However, if the fundamental , general algorithm is the

same , we can at l~ast be somewnat reassured that subsequent work will

not be unacceptably parochial .

In an effort to address this ci estlon , in an earlier report the

writings of nearly 30 prominent persons In the organizational management

field were examined . (Bowers , Davenport & Wheeler , 1977) The conclusion

from this examination of the field was that we can be reasonably confident

- that a common algorithm underlies most of the major works in It. It

leaves us reassured that adherence to an alternative formulation from this

l i s t , if pursued to its most basic form , would not result in an utter’y

different diagnostic scheme . Terms might be different , and the operations

employed by each writer to measure particular sets of variables might vary

widely, but the rationale and the set of primitive constructs would be

very much the same .

- - ---.--~~~~--—- — ———-—-‘ —- - - - 
,- 

, - -  — - 
- 

—1-—u--



19

A Stock-Taking and Some Implicati ons

Against the expressed need for improved methods for diagnosis in

organizational deve l opment we can array the followi ng ili ajor points from

the preceding discussion . An adequate di agnosti c procedure necessitates :

(1) A theoretical mode l which is acceptably comp rehensive ,

which snares the same general algori thm present in the

array of principal alternati ve formulations .

(2) A bank of data , collecte d by a standardi zed instrument

in a wi de variety of organizati onal settings , both -

military and ci vil i an .

(3) A recogniti on that accuracy in di agnosis will , here as

elsewhere , very likely be enhanced by statisti cal opera-

tions rather than clin ica judgment.

(4) An acknowledqgnent of societal requirements rejecting “raw ’

empi ri cism in favor of stati sti cal procedures and measures

wh i ch are content valid. -

Considering the magnitude of the problem , the size of data sets ,

and the turnaround time requi rements present in most orq~nizat ion deve l op-

ment situati ons , yet another requi rement would appear to be present:

that wh atever operations result be computer-assisted. in this area, one

can profi t from the experience of another practi ce-ori ented profession

whose researche rs have explored :omputeri zed diagn ostic procedures ,

psychiatry.

_ _ _ _  
_ _ _ _ _ _ _ _ _ _ _  
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There, as elsewhere , substantial difference of opinion exists

concern i ng the best method of evaluating the importance of symptoms.

Two general types of model s relying upon probability statistics have

been proposed :

A. A discr iminant function model , in which each symptom is

given an empirically derived weight , and an artificial measure

is then obtained as the sum of the weighted values

(Crooks, Murray & Wayne , 1959).

The arguments in favor of a mu ’tiple discrim inant model are at least

threefold:

(1) It better renlicates the thoug ht process employed by the

human diagnostician , who does not treat each symptom in

present/absent fashion , but rather attaches greater or

ess weight to each symptom according to past experience

(i.e., his/her own version of the knowl edge base.)

(2) Symptoms which corre late highly wi th the presence /absence

of a disease are given more wei ght than those that have

showr. little or no correlation to its presence/absence .

(3) Appropriate weighting also depend s upon a symptom ’s

correlation with other symptoms. If the overlap is high ,

then oie would weight the second symptom much lower than

woul d be the case if the two symptoms have little relation-

ship to each other.

- 4 - -— - - -
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At least two objections have been raised to this method :

(1) It relies upon the accumulation of a large developmental

sampl e of cases , which is difficult , expensive , and
• in most instances unl i kely.

(2) It capitalizes upon accidental features of the develop-

mental sampl e and thus gives an inflated estimate of

its accuracy. If the validation sample comes from a

somewhat different population , the drop in efficacy

is even greater .

B. A Bayesian or frequency-count model , in which the relative

frequency of occurrence of each possible symptom-disease

pattern is considered (.edley & Lusted , 1959).

The principa l argument raised in  fa vor of a Bayesian approach to

computerized diagnosis appears to be that it also is claimed to model the

human judgment process by which symptoms are converted i nto a diagnostic

statement (that is , that the physician , for example , employs a conditional

probability judgment process in arriving at a diagnosis.)

The objections are a bit more extensive :

(1) It is difficult , if not impossible , in diagnostic work to

satisfy the conditiona l Independence requirement (the require-

ment that the probability of finding one particular symptom

given that the disease Is present , is unaffected by the

presence or absence of any other symptom.)

(2) As in the other statistical method , it requires the

accumulation of a large developmenta l sampl e of appropriate

form and content.

~~~~~~~~~~~~~ . .. , - 
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(3) The necessary assumption that the diseases are mu (4al l y

exclusive may not hold.

(4) As in the other statistical method , it capitalizes upon

accidental features of the developmental samp le.

To these have been added a third method which :

C. Treats the issue as a decision-tree probl em , thus rel ying

maximally upon excel l ence of the knowledge base and not at

all upon probabilities in a developmentai sampl e (Spitzer

& Endicott , 1 968).

The arguments in favor of this method are given by at least one

proponent (Spitzer , et al , 1 974) as the fol l owing:

(1) It is independen t of any speci fi c body of data ; that is , it

does not require a large deve lopmental sample.

(2) It is not constructed so as to be optimal for any one

populat ’un and for this reas on “ travels well” frotii one ‘4~ ttinq

to another.

(3) As n the cnse of each of the other two methods , i t  i s  tho ugh t

to represent opti mally the thought processes of the h uman

diagnostici an .

The objections are the following:

(1) It is qui te dependen t upon the accuracy of the theory which

underlies trio decision tree and Is therefore u1ti ni at~ly as

dependent as the other methods upon pas t data accumulatio ns ,

their care and form.

(2) Its qerieralizab ility may be mo re apparent than real.

(3) Its assumpti on that the diseases are mutually exclusive

may not hold.
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Comparison of the Three Methods

Several efforts have been undertaken in psychiatry to compare two or

more of these methods empirically. The results are best described as

decidedly unclear. Overall and Hollister (1964) conducted one such com-

parison , but , unfortunately, the -rules used by their computer programs

were obtained from diagnosti c stereotypes provided by experts , rather than

from observed characteristi cs of actual cases .

Meirose , et al. (1970) compared a multiple discri minant with a

decision—tree approach and found that: (a) on single assignments the

decision-tree approach showed a greater degree of agreement with an expert

jud gment cri teri on; (b) if fi rst, second , or third possible assignments

were allowed , the multiple discriminant me thod sho~ied a greater degree of

agreement than did the decision-t ree; and (c) in any event , each me thod

perfo rmed better for certai n diagnosti c categori es .

Finally , Fleiss , et al. (1972) compared all tti ree methods 3nd found

none of the three to be clearly superi or to the other two. Agai n, however ,

the cri terion was agreement with expert di agnoses , a cri teri on whose

unreliability the authors duly note .

A Dilemma and Some Issues

The work from psychiatry , just cited , contains a di lenuma wh ose existenc e

questi ons the whole body of findings and whose resoluti on might be seen

as rendering the whole exe rci se rather tri vi al . Elegant , replicatable ,

and readi ly transportable methods are designed and tested against a

cri terion of “.~ud gment by expert clini cians .” Yet here , as elsewhere , the

_ _
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Cronbach warnings apply: expert clinical judgment is notoriously unre li-ih i ”

What has been developed , therefore, are three elegant ways of replicating

an unreliable procedure . On the other hand , had a reliable , replic atah le ,

transportable procedure existed for use as a criterion, it would no doubt

have been more sensible to employ it as the diagnostic method , rather than

as a criterion for other methods.

Severa l imp lications stem from this observation . Fi rst, where in

psychiatry expert clinica l judgment is an unreliable classification method

and criterion , in the present instance we do possess a reliabl e, verifiable

procedure , one based upon the distance statistic. An issue of some

importance lies in these facts , that a distance function was used to

generate the original typology and that at least the discriminant function

bears a close kinship to that method -- closer than does the decision

tree procedure , for example. This breais down into two component questions:

(a) to what extent is the typology an arti fact of the method , and (b) to

what extent are our findings simply evidence of the fact that nothing

can approximate a distance function like a distance function?

To address this , let us suppose that the total population of approxi-

mately 7,000 groups were uniformly distributed In the 14 space represented

by the measures . To generate the typology , we originally selected three

samples totalling 533 groups . We found that the clustering procedure

classifi ed these into 17 clusters . Was that clustering a chance outcome,

a “forcing ” into clusters? The original results suggest that the probabi lity

of that was extremely low, Still , let us suppose that it was that once

in 50 or 100 times when such a resu t would occur by chance. What would

then be the result of attempting to fit the entire population to the types

-5 -, 
-. 4
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so generated? Obvious ly, we would not expect a fit to occur -— by a

distance function or any other function .

Alternatively, one may approach the problem from a conceptual ,

rather than an empirical , viewpoint . Let us assume for the moment that

the typology is real —- that these really do exist 17 types which have

true values on each of the 14 dimensions. In the orig inal study we

identi fied that they do exist and then estimated their values by calculating

the mean index scores for the defining clusters. Our estimates may be

in some measure discrepant from those true values. Regardless of the fact

that a distance function was used to define the clusters , the profile

estimates differ from the true values on one or more of the three con-

stituent elements of distance: level , dispersion , and shape. In other

words, our estimate of the type ’s profile value may differ from the true

value because it is too high or too low (level), because the component

indexes are too compact or too spread out (dispersion), or because the rank

order of indexes in the profile is out of order (shape.)

Pulling these alternative lines of thought together , if a typology

does truly exist , and we have closely estimated the pro file va ’ues

involved , it matters little that we did so by a method that clusters

according to a distance function . The profiles are for all intents and

purposes those of the true types. We can then judge the accuracy of the

distance function -- or the discrim inant function or the decision tree

method —- by the tightness with which that method Is abl e to align the

population to the “true” types. in part , therefore, we do two things

simultaneously when we classify all cases In the population by a distance-

function :



26 
-

(a) we assess the plaus ibi lity of the original typology
i t s e l f , and

(b) if the typology proves to be plausibl e , we assess the
degree (compared to other methods) to which a
distance function itsel f is effective in classifying
cases.

However , above and beyond this issue , there  are other i s sues  of

equal or greater importance , the answers to which are in no way obvious.

These issues of evaluating classification nrocedures include:

Accuracy Based Criteria

Proportion of correct classification

Typology reproduction

Weighted dimensional distances

Zero-one counts

Severity of misclassification

Non-Accuracy Based Criteria

Information required to make a decision

Amount of data required to develop the diagnostic

process

Ease of calculation

Of these, one -— weighted dimensional distances -- seemed, and in fact

proved , to be beyond the scope and resources of the present project. The

remaining seven Issues were investigated . A brief description of them is

presented in the fol lowing sections .

j
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Accuracy Based Criteria

The purpose of this section is to present four different criteria

to use in evaluating classification procedures , each of which is based on

a measure of accuracy . In later sections , non-accuracy based criteria

are discussed .

The four different classif i cation procedures to be investigated are

a decision tree (fIT), multip le discriminant function (MDF), a Bayes rule (B),

and a strai ght (least squares ) distance function (OF). The typo~ogy into

which work groups are to be assigned has been discussed in earlier reports

(Bowers, Davenport & Wheel er, 1977). Two aspects of the typology and its

development are relevant to the investigat ion here. ~ rst , it has been

derived by a clustering algorithm which , in effect, grcups the observations

(vectors of mean scores from work groups) so as to minimize the variance

within clusters . The variance metric is al so a distance metric , which will

result in the same classification by the OF for a particular work group

as you would get by including that work group in the clustering process

ori ginally. The consequence is that we will use the distance function (OF)

classification as the correct classification for any part icular work group.

The typology developed by the clustering al gorithm allows the creation

of a vector of scores from the averages across all work groups within

the cluster (Bowers & Hausser , 1975). Tnus , we can think of the typology

containing 17 types as a set of 17 vectors. That is , a type is represented

by a s ing le vector of scores . -

- - —— — —  _______________________________________ — . .  
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Proportion of Correct Clasa if ication

The classical criterion for evaluating classifi cati on schemes is the

- proporti on of agreement wi th s ome exte rnal “expert” opinion . In the

present situati on , as discussed above , the expert opinion will be that

provi ded by the distance functi on (OF) . Howeve r, there is some interest

in seeing how wel l one data analyti c technique is able to reproduce another

data analyti c technique when addi tional cri teri a (beyond proportion of

agreement) are considered. The reader is referred to the following

sections for discussion of other cri teria.

As a beginning , we propose to analyze the three classifi cati on

procedures , MDF , B , and DI, by comparing the proporti ons of agreement wi th

DF. The s trai ghtforward process will be as follows :

For e&ch of MDF, B, and DT, compute the proportion of the

(approximately) 7 ,000 work groups which are assigned to the s ame

type by both the gi ven procedure and OF.

The fi gures obtai ne~f from the above analysis can be viewed , for

each procedure , as the pe rcentage correct within each type of the typology

as well as aggregated acros s all types . Such a review may enhance the

applicati on of the technique In other settings .

~~p r o(l ’Ac(~ the ~~~~~~~
Assume a particular classifi cat ion procedure has c1as s~ f ied , say , k

groups into a single type within the typology . It then would be possible

to compute the averages for those k groups , resulting in a single vector

of index scores. It -Is desirable to have this vector of scores for the

~1 
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assigned groups be clos e to the vector of score s wh ich represent this

type . A measure of accuracy of predicti on would be to compute the sum of

the dis tances between each of the 17 types and thei r correspondi ng

mean vecto rs from the groups assigned to them.

A cri teri on for evaluating the di fferent classifi cati on scheme s , then,

would compare the suns of dis tances between the typology vectors and the

group means. Because of the use of a standard distance measure to compare

the type vector and the vector of average scores from the Observations

assigned to that type , the distance function w ill dO bes t here , as well.

However , it wou~d be appropriate to compute the sum of the distances

for DF to use as a s tandard agains t others which could be compared.

The procedure to implement this process , usi.~g all work grounc ,

Is as fol lows :

For each of MDF, B , DI, and OF: -

1. Compute a vector of average values for each set assigned to

a type by the procedure .

2. Compute the distance between this vector of averages and the

type vector.

3. Sum the distances across all types.

For each of MDF, B , and UT:

4. Compute the rati o of the sum to the su~n for OF.

- 
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Zero-One Count

In assigning a work group to a single type within thr’ typology ,

two di ffe rent patterns of work group scores may lead to the same distance

from the type. Conside r the fo llowing ex amp le , simplified to reflect

only four dimensions.

type (2,2,2,1)
work g roup 1 (4 ,4 ,4,3) distance = 4
work group 2 (2 ,2,2,5) distance = 4

One approach to overcoming the above situation is to use the weighted

dimensional ai s tances descri bed earlier. An alternati ve approach is to

count the number of dimensions for which the assigned group is signifi cantly

di fferent from the type. If we define signifi cantly di ffe rent as being

greater than or equal to two in the above examp le , the counts would be

four for work group 1 and one for the second work group . Mathemati cally ,

this counting can be represente d as the sum of the values c ,

fi, if IY —X I~.sC. < a n d C = ~~c .
~ if 1Y —X 1 1<s ,

Here s is the value defining significantly different , and V and X are ‘he

vectors representing the points of interest. Then C may be computed for each

work qroup assigned to a particular type, and an average computed for each

type. The choice of s should be based on some measure of r e l a t i v e  magnitude

or theoretical argument. For the present stacy, we propose s be chosen as

a measure of the average variability of the SOO indexes .

Thus, the average of C could serve as a cri terion for evaluatin g the

accuracy of classification . The peocedure involved would be:

(1) Assign a value to s, the significant difference.

- - 
(2) For each procedure, compute C for each work group.

(3)  Comp~ate CT for each procedure.

-- 4 - -
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Severity of Misclassification

- One argument against the use of the cl assical frequency of correct

classifi cations is that it treats all misclassifi cati ons as equal. That

Is, there is no distinction between miscl assifying a parti cular work group

into any of the k-i incorrect types in a typology of k types. It is not

unusual , however , for the cos t of misclassifi cati on to be wi dely di fferent

acros s the k-i incorrect types , as well as being conti ngent on the correct

type. For ex~mpie , incorrectly diagnosing an individual wi th a severely

sprained ankle as having a broken ankle or having lei.kemi a has different

cos ts; additionally , incor rectly diagnosing an encephalitis case as a

broken ankle or leukemia has yet di fferent costs.

An alternati ve to tne straigh t proporti on of correct cl issi fication

criterion of accuracy is one wh i ch a’.lows for di fferential costs of

miscl assifi cation. In particular , we might consider variations upon

either of two different costing models for misclassification:

1. That a cos.t of 0 be assi gned to any misclass i f ication of a

work group into a category wh i ch calls for (a) treatment
- If so aoes the correct category , or (b) non-treatment if

so does the correct categOrf; otherwise the cos t is 1.

2. Tnat a cos t of 0 be assigned to any misclassifi cation of

work group into a category which calls for a treatment which

i s known to have a positi ve effect on the correct category ,

and a -cost of 1 if the incorrectly selected category calls

for a treatment which Is known to have no e~fact, or a negative

effect, on the correct category. - 

a

-- - ~~~~ - - - -- - -
~~~~~~~~~~~~~~~~~~~~~~~

- -
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These are onl y two models of a vast number of possibilities for costinq

misclassification. However , they are refl ective of the primary concerns

of misclassification -- the application of inappropri ate or harmful

treatments . In the present instance , we have chosen to use a variation

upon the second fo rm of costing —- one which takes both direction and

severity -into account . 
-

Bowers and Hausser (1977) examined the effects cf different change

strateg ies on each of the 17 groups of the typology . They rated the

effects either as ne9ative , neutra~, or positive. For number 1 above ,

it is possible to define a work group cafllng for treatment. Otherwise ,

the work group calls for no treatment. The results of Bowers and Hausser

(1977) can also be usea to establish the appropriate pattern of costs for

number 2 above.

Non-Accuracy Based Cri teri a

Info rmat ion Required to Make a Decision

- One cri terion by which one can compare diagnosti c techniques Is the

informati on reaui red to reacfl a diagnos is. If two techniques perform

equally well when the full set of indexes is used in the diagnosis, then

it will be to the di agnostici an ’s advantage to use the one whi ch requi . es

less information to reach a decision . Collecti ng and processing information

is cos tly , in terms of money , time, and complexi ty of process ing. For

ins tance , if one can obtai n results using three piece s of info rmation

that are as good as the results using fi ve pieces of info rmati on , It  w i l l

clearly be advan tageous to use only three pieces of informati on.

The most obvious way of reducing the amount of requi red informati on

is to find an appropriate way to reduce the nunter of Indexes that are

~ 
~~- used In the di agnos tic process. There are two ways of reducing the nunter

of indexes . The first is to dis card or eliminate indexes that have been

- --4-- — —--t - — ___- - -- —--- - - - _ _ _ _ _ _ _ _ _ _ _ _ _
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shown to be unnecessary for the diagnosis. The second is to combine

several indexes into “super—indexes. ” For instance , it might be possible

to combine the four peer leadership indexes into a single index.

Another method of reducing the information required to make a decision

is to reduce the number of respondents proportionately from an organiza-

tional survey. To investigate this approach , we propose to draw two

random samples (67% and 33%) of individuals from the total data set and

classify the “reduced” wor k groups . Evaluation of the effect of this

reduction will be the proportion of agreement in classifi cation between

the use of reduced data and full data .

Amount of Data Required to Deve lop the Diagnostic Pro cess

Of interest to the researcher is not only the amount of data that must

be processed to obtain a diagnosis , but a l so  the  amount of data required

to generate accurate diagnostic processes.

All of the techniques to be tested require some kind of historical

data base , from which the diagnostic process is generated . In all

instances , larger data bases should provide more accuracy than smaller

ones. If one technique can be generated quite accuratel y from a smaller

data base than another , that technique would be preferable , since it would

be more cost effective.

The amount of data necessary f~r the techniques will be observed

variously, ranging from sample sizes necessary to stabilize estimates to

the generalizability of procedures computed from a developmental sub-

sampl e to the remaining sample.
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Ease of Calculation

The ideal diagnosis technique is not only accurate , but relatively

simple to perform. In the organizati onal di agnosis situati on , the

diagnostici an may very well be a cr.ange agent who must make treatment

reconr~endati ons while on site or otherwise out of contact with computer

facilities.

Three ease-of-calculati on factors are:

1. Can be ca lculated on—site versus In a central -

locati on.

2. Can be done with a hand calculator or by hand versus -

requi ring EDP facilities.

3. Few things to be calculated versus many things to be calculated.

W h i l e  not identi cal, these three factors are obvious ly not completely

independent of one another.

The comparison of di agnosti c techniques on these fac tors will be a

matter of subjecti ve j udgment. It is proposed that after the optimal

soluti ons have been determined for each diagnos is technique, the researchers

create a table Indi cat ing their assessment of each technique on the ease

of calculati on factors . The diagnos tici an will then be able to select

among the techniques when ease cf calculati on is an important aspect of

a project.

. -
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A Restatement of the Research Questions

From the concepts and discussion presented in the preceding pages ,

we propose to examine findings germane to the fol l owing questions:

(1) Is there evidence that the original typology holds up when

appl i ed to the entire population of groups ; that is , does it

appea r to reflect reality?

(2) If the typology holds up. how effective is a distance

function in classif ying by type?

(3) Using the distance function classification as the criterion ,

how accurate are discrimi nant function , decision tree , and

Bayesian methods in classifying groups?

3a. What proportion of cases does each method classify

correctly? (Proportion of correct classification )

3b. How wel l does each method do in reproducing the

typology; that is , how close is the vector of scores

for assigned groups to tr,e vector of scores which

represent the type? (Typo~ojy reproduction )

3c. How do tne methods differ in number of dimensions and

which scores E.re significantly different from the

type values? (Zero—one count )

3d. How do the methods differ in the cost lines (in change

outcomes) of misclassify lr .g groups? (Severi ty of

mlsclass~ ~ication )

(4) To what extent are the methods ab ie to classify groups correctl y

using -reduced information sets?

4a. Can data from samples of respondents be used equally

wel l as a complete census of group members in classifying
I

groups?

____ -—- -- - _ _
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-
~~~~ 4b. Can less than all Indexes be used equally well as
I

all indexes in classifying groups ?

~5) Do the methods differ with respect to the amount of data

required to develop the method ?

(6) Do the methods differ in ease of calculation? 

~~~~~~~~~ 
_ -

~

_

~~
I—-

~~
I---_
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CLASSIFICATION TECHNIQUES

The original development of the typology used in the present research

is reported by Bowers (1975) and Bowers and Hausser (1977). In effect , using

a clustering algorithm and three different samples of work groups (two

civilian and one military), they found that 17 different types resulted .

The analysis was done using the same 14 SOO indexes being used in the present

research. The 17 types that comprise the typology can be thought of as

17 points in (14-oimensional) space.

- 
- The classification issue is one of assi gnment of new work groups to

these different points (types). Four different procedures historically

have been used in a variety of classif ication app lications. They are briefly

described bel ow:

(1) Di stance tunction : Find which type a new unit is closest to

with respect to some metric (usually the typical Euclidean

metric). - 
-

(2) Decision tree: By asking a pre—p lanned series of questions , . 

-

whica , depending on the pattern of responses , leads to a

final sta-te or type within the typology .

(3) Discrim inant function : From a developmental sampl e one com-

putes a set of weights to be assigned to indexes , resulting In .. -

an equation , for each type in the typolo~y. By applying all

equations to the score values of a new unit , the unit is classi-

fied as belonging to tha t type for which the resulting equation

value Is largest.

- --- - - -—--4 ——-—-~~~
— - - -  - - --- —- --—~~~— -—- -

~~~~ ~~~~~~~~~~~~~~~~~~~~~~
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(4) Bayesian: Based on the developmen t of prior probabilities of

different score patterns for different types , poste rior

probabilities are calculated from the score values of a new unit

for each type In the typology . The type for which this posterior

probability is greatest is the type to which the n~w unit is

assigned.

Research into the effectiveness of these different procedures for the

purposes of medical diagnosis is mixed . As indicated earlier , different

studies have claimed success for each of discriminant function , decision

tree and Bayesian approaches .

The present research is to investigate the applicability of the

above techniques to the field of organizational diagnosis. The pu;-pose of

this section is to outline the tecr~niques only as they were appl i ed herein .

Later sections wIll discuss the effectiveness of the various techniques .

Distance Function

The distance function classification procedure first computes the distance

between a new work group ’s index scores and each of the 17 types , m e  work

group is then assigned to the type to which it ~s closest. Notationail y,

let (xi,x2,.. ~,xi~) be the index scores for a new work group. Let (mj1 m j2~...i

m~~4) be the vector of values for the jth type in the typology . The

(Euclidean) distance from- the work group to the jth type is given by

14.

= A~
J

~~~~(x
i~~mil

)2

The applicatio n of this technique:

does not involve a developmental sampl e,

Invo lves nearly 5C3 calculations , implying the assistance 3
of some type of computer or other programmable calculating

equipment ,

- ~~
- - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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does not require a “correct” classifi cation in its

development.

The existence of a “correct” classification is an issue which makes

organizational diagnosis , in its present state , different from medical or

other diagnosis/classification. In these latter applications , either time

(such as in predicting success or failure) or a board of experts (such

a group of tra i ned clinicians deciding a patient is schizophrenic) create

the “correct” classification. The result is that most numerical techniques

are then judged by their ability to replicate these decisions , that is ,

classify into the “correct” category .

In the present situation , there is , strictly speaking, no ex~-erna~

“correct” ckssification available . The investigation of the numerical

classification techniques , then , is not to compare them to the “correct”

classification , ~ut to examine thei r performance relative to each other.

The option is to take one of the techniques and compare the others wi th

it. The selection of this sing le technique was made easier in the present

situation by the methodology used to develop the typology. The underl ying

mathematical approach was to cluster those work groups which were similar

to each other, their similarity teing judged by their Euclidean distance.

Thus , the typology itsel f, was based on grouping by a distance criterion.

Thus , for this study , a new work group ’s “correct” classification was

considered to be that which it was assigned by the distance function.

- - 
- -T
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Decision tree

The approach we have labeled as decision tree is somewhat different

operationally from the classical application of decision tree techniques .

In the latter , a series of questions Is asked sequentially, the answer

to one indicating which question is asked next. Pictoriall y, the tree

effect is demonstrated below.

Figure 2

= 

Quest ion

In the present appl i cation , a series of questions was asked with the answer

to one not affecting which question was to be asked next. In essence, a

series of yes/no questions were asked , and the number of favorable answers

recorded . The history of this approach Is discussed more fully by Wheeler

(1978 ) and 8owers , et al (1977) .

_  
_ __ _ _

I- 7 . 
-
,- - 
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In particu lar , the approach herein can be visuall y represented as

fol l ows:

Figure 3 -

Index Type 7 Intervals

1 (2.8309,4.0243)

2 (2.8768,3.9558)

3 (2.2041 ,3.2587)
4 (2.3448,3.4100)

5 (3.0014,4.0986)

6 (2.4958,3.5316)
7 (2.3023,3.3471 )
8 (2.3070,3.3290)
9 (2.1423 ,3.1649)

10 (2.0692,3.0188)
- 11 (2 .4115 ,3.377 1 )

12 (1. 9535 ,2. 8609)
13 (2.8355,3.8083)

14 (1 .5535,2’.6925)

In the above figure , a new work group ’s values for the 14 indexes are

compared to the intervals given for Type 7. The number of intervals which

contain the new index values are recorded , and that becomes the fit for

Type 7. The fit for each of 17 possible types is computed , and then the

maximum 0-f these fit values is ascertained . The classifi cation rule is to

place the new work group in that type for which the fit is the largest.

The results of this approach are presented in the next chapter.

- It Is possibl e, It should be noted , to Insert the above form i nto the

cl assical decision tree model a?plied to each type. The technique , then ,

Is the appl i cation of 17 decision trees. If, in Figure 2, Question 1 (Q~.)

-.-- -— - ---------.—--— -—.—-—-—--— -,———, --- -- - . ____________________________________________

~~~~~~~~~~~ .- .,~~
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was whether the new work group ’s first index falls in the appropriate r~mge

for the first index , and both Q2 and Q~ 
were to ask if the second index i~

in the range for the second index , Q~ through QA would ask the same for the

third index , etc. down through the 14th Index , then the End state (Es
)

would be the fit for that work group for that type.

The last feature of impl ementing this technique has to do with the

selection of the Intervals. That is , for each of the 17 types and 14

indexes , intervals were constructed . While a variety of procedures might

be used , some of which may not be data based , it was chosen to use symmetric

intervals about the idea l value. The distance about the ideal value was

taken to be a certain number of standard deviation units. For examp le ,

for Type 7, index #1 , the i deal value is 3.4276, and 1.5 standard deviation

unit s is .5967, yielding an interval of (2.8309 ,4.0243) (see Fi gure 3).

The i dea l values were taken to oe the index means of the groups of each type

resulting from the original development of the typology.

To app ly this form of the decision tree approach , it

does require the establishment of Intervals , most likely

- from a developmental sampl e, wnich  have been “correctly ”

c l a s s i f i ed ,

coes not reç.lre Invo lved  mathematical calculations in

its assignment of new work groups , thereby permitting

either hand or computer use.

Discriminant Function

The discriminant function approach Is a data based classification

procedure. That is , from a dev~1opmental sampl e, a set of linear (or

quadratic) functions of the predictor variables are generated which

maximally differentiate among the groups of the typology.

- --  - — —-— —--- - - -----~~ 
-
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To appl y the discri m inant function technique , it is assumed that one

has a set of predictor variables that are not highly interdependent

(multicollinear). This is exacerbated by the fact that this requirement

is to be met within the subgroups that represent the various classes of

the typology . In the present work , interdependence between the 14 indexes

(predictor variables ) was sufficiently hig h that it precluded the calculation

of the discriminant functions .

The option of reducing the number of predictors was explored . As may

be expected , the highest level s of interdependence were found within the

three major categories of indexes : organizational climate , supervisory

leadership and peer leadership. The approach taken to reduce the number

of indexes was to do a cluster analysis on the 14 indexes , clustering by

the degree of correlation . The indexes clustered within the three areas just

mentioned . However , for example , without taking all four peer leadership

indexes into a cluster , those l eft out wculd still correlate quite strong ly

with the cluster (.7 to .85). Thus the decision was made to form three

super-indexes :

Organizational Cl imate (Decision Making Practices , Communication

Fl ow , Motivational Conditions , Lower Level Influence , Human

Resources Primacy).

Supervisory Leadershi p (Support , Work Facilitation , Team

Building and Goal EmphoEls).

• Peer Leadership (Support, Work Facilitation , Team Building

and Goal Emphasis). 
-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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Thus , all discriminant function classificati on is based on the three super~

indexes , each being the sum of its component indexes .

The total data base availabl e for this project was divIded randomly

into two equal subsets. These samples contained over 3,000 work groups

each , all of which had previously been assi gned a “correct” classification

by the distance function algorithm . From the developmenta l sample ,

dis.crim inant function weig hts were calculated . The app lication of these

resulting discriminant functions to the test sample Is described in a later

section .

The application of this technique

does require a fairly large developmental sampl e with

use in a typology with numerous types,

does require prior “correct” classification of the

developmental sampl e,

does require extensive calcul~.tions to develop the

discr iminant functior,s,

does require involved calculations to assign a new

work group, indicating the use of a computer.

Bayesian Method

Principally, the Bayesian approach InvOlves the establishment of a

set of prior probabilities and likel i hood functions , the calculation , for

a new work group ’s actual scores, -~~ set of posterior probabilities , and the

assignment of that work group to t!~e type for which the posterior probabilit y

is the largest. A more detailed explanation for the consideration of this

approach is included in Bowers, et al (1977).

~~~~~~~J . _

~~i~ 
~~~~~~~~~
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For the present work , the development of the prior probabilities was

simply the relative frequencies of each type in the entire data set.

As discussed in Bowers , et al (1977), the development of the likel i hood

functions , which are used in the calculations of the posterior probabilities ,

is pivotal . The famil y of distributions used to develop the likel i hood

functions is critical . The mu ltivariate normal famil y, while mathematicall y

convenient , has the shortcoming that it permits arbitrarily large or small

va lues  for its observations. The values obtained from the work groups are

means from five point scales , and thus are bounded . The multivariate normal

family is also symmetrical in each dimension . For the same types in the

typology which have relative large index means , say near 4.7, and say

a standard deviation of .3, it is impossible to be more than one standard

deviation above the mean (the maximum score being five), and some values do

fall below 4.4, resulting in asymmetrica l distributions. For these reasons ,

the multivar iate normal distribution was omitted from further consiceration.

Another fami ly of distributions which was investigated was the beta

family. This family has density functions of the form

(1) f(y) = 
~~~ 

y
a_l (l_y) 8_l

,

for o<y<l , and ct>o,B>o . The different members of the family (for various

combinat ion  of ct and 8), are not necessarily symmetrical , and have bounded

range (0,1). A simple conversion of a work group score , say x , by

y = (x—l )/4 results in values In the appropriate range.

In order to fit a member of the beta family to an empirical distribution ,

one can estimate the parameters c~ and ~ by the followi ng :

4 (2) a ~,~fM(l_M)_S 2]

(3) s .~�tM(1_M)_ S2



46

where M = l/4(’~
’-l) and S2 = ~~~ 3~ and V being the me-an and variance of

an index on the five point scale. These equations ‘result from the fact

L tha t the mean and variance of the beta distribution are given by

p =

(~ 2 =

The procedure for computing the posterior probabilities for a new work

group, given the likel i hood functions , i~ as fol l ows :

#1 From among the profiles of types 1 throug h 17 , sel ect one

to serve as a standard , say #3.

#2 Let Q~ 
represent type j, for j=l ,...,l7 . Then let P(Q~) be

the relative frequency of type j (based on the distance function

classi fication of all work groups in the sample).

#.3 Let a new work group have a vector of converted index scores

given by I = (yi,y~,...,yi.), Where y 1 = [(X
~
_l)/4, X 1 b e i n q

the 1th actual index score.

~4 Now compute , for j=l ,...,l7 , the val ue of the odds-likel i hood

rat I 0

(4) 
P(Q~II ) =[—jj— fij Y

~i 
P(Q)~

P (Q311) L1
~ 

f i3 (Y i)j  P(Q3)

where f1~ is the estimated density function , given in (1), for

the i th index within the 1
th type. Note that a and B also change

for eac h I and ,. Implicit at this point is the prior calcula-

tion of the estimated parameters a and B for all 14 (indexes) x

17 (types) cases.

‘I 
—

~~
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#5 Now compute P(Q 3JI ) by

P (Q311) = [i7 P(Q .II)1

Li=~ 
P(Q3II)J

#6 Returning to equation (4), it is now possible to compute the

posterior probabilities P(Q~II ) by

(5) P(Q~ji ) = [ P Q~In]P (Q1I)
LP(Q311)J

Again note that the selection of profile 3 was arbitrary , and

any of the 17 types could have been sel ected.

#7 Find the value of j for which the posterior probability,

P(Q.II), j=l ,2,...,l7 , is largest and assi gn the new work

group to that type.

#8 Repeat steps #3 through #7 for all work grc,ups that are to be

classified.

It is important to note here that this approach assumes , at step 4,

that the indexes are independent. That is , the joint (multivar iate) density

of all 14 indexes can be equated to

f(yi ,y2,...,yi~ ) =~~~ f1 (y1 )

only when the indexes (y1 ’s) are Independent. In the present case, they

are not. As suggested elsewhere (Bowers, et al. 1977, pg. 57), one can

consider group~ng the indexes into relativel y independent clusters .

- - - —-— —~~~~~~~~~~~ -- - -- - - - ~~~~--~~~~ --
-
—~~-— - - 
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The appl i cation of the Bayesian approach

• does require a fairl y large developmental sample ,

does require prior “correct” classification of the

developmental sampl e,

• does require a relatively independent set -- or
collection of relatively independent subsets --
of predictors ,

does require extensive calculations , thus computer

resources , for both developmental and application

to new work groups .

The results of the application of this Bayesian approach are presented

in the results section .

I’ 
- 

.
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BASIC PREPARATION OF THE DATA

The data used in this study represent organizational measures on both

military and civilian units. The measures of behavior within organizational

life are comparable across both settings. The purpose of this section is

to describe the data set used for this study .

The existing national (civilian) normative file of the Survey of

Organizations (SOO) contains 5,994 groups . It represents the total body of

data collected since 1 966 from some 36,607 persons and 137 organizations

in a broad segment of the civilian industria l population. As such , it

represents many different industries , functions , and hierarchical levels.

Available also are data from two independent military samples . The

first of these contains more the 787 usabl e groups of Navymen from whom

questionnaire data on S00 indexes were collected in late 1972 and earl y

1973. The second contains 668 groups of Army soldiers from whom data were

col l ected in late 1974 and early 1975. In each of these instances , in

order to satisfy the need for intact units , it was decided to collect data

from all members of a sel ected number of organi zational subunits or “r~odules .”

These modules consisted of a pyramid of work groups three echelons , or tiers ,

tall. Thus data were col l ected from all members of the three organizational

levels immediately below a designated “module head .” Modules themselves were

sel ected by what amounts to a stratifi ed random sampling procedure . Methods

are spel l ed out In greater detail in two technical reports (Michaelsen , 1973;

Spencer , 1975).
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Taken together , these various data sets comprise a sample of oroupe , to

be empl oyed in the main anal yses . From the onset of the project to the

present time , these various data sets have been reformated so that all

share a common format. All data have been entered into a sing le large

file.

Measures Used

The Survey of Organizations contains in its 1974 edi tion 16 standard

indexes . Two of these, because they hav3 not been universally used since

the start of the data bank , will ~e dropped . The 14 which remain wi ll

form the survey index measure s to be used in the present s tudy:

Organizational Climate 
-

Decision Making Practi ces -- the manner in wh ich decisions
are made in the system: whether they are made effectively,
made at the right level , and based upon all of the
available information (4 i tem index)..

Communication Flow -- the extent to which informati on flows
freely in all directions (upward , downward, and laterally)
through the organization (3 item index).

Motivational Condi tions -- the extent to which condi tions
(people, pol icies , and procedures) in the organization
encourage or discourage effective work (3 item index).

Human Resources Primacy -- the extent to which the climate,
as reflected in .the organization ’s prac tices , is one which
asserts that peo~’e are among the organization ’s most
Important assets (3 item index).

Lower Level Influence -- the ex tent to which non-supervisory
personnel and first-line supervisors influence the course of
events in their work areas (2 item index).

I. 
I

_ _ _  
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Supervisory Leadership .

Supervisory Support -- the behavior of a supervisor toward
a subordinate which serves to increase the subordinate ’s
feeling of personal worth (3 item index)

Supervisory Team Building --- behavior which encourages
subordinates to develop mutually satisfying interpersonal
relationships (2 item index).

Supervisory Goal Emphasis -- behavior which generates
enthusiasm (not pressure ) for achieving excellent
performance liVels (2 item index)

Supervisory Work Facilitation -- behavior on the part of
supervisors whi ch removes obstacles whi ch hinder successful
task completion , or positi vely, which provides the means
tiecessary for successful performance (3 item index)

Peer Leadership

Peer Support -- behavior of subordinates , directed toward
one another , whi ch enhances each member ’s feeling of
personal worth (3 item index). ~~~

_

Peer Team Buildiig -- behavior of subordinates toward one
another whi ch encourages the deve lopment of close , coopera-
tive working relationshi ps (3 item index).

Peer Goal Emphasi s -- behavior on the part of subordinates
which stimulates enthusiasm for doing a good job (2 item
index) .

Peer Work Facilitation -- behavior which removes roadblocks
to doing a good job (3 item index).

Satisfac tion -— a measure of general satisfaction made up of
items tapping satisfaction wi th pay, with the supervisor ,
wi th cc-workers (peers), wi th the organizati on , with
advancement opportunities , and wi th the job itself
(7 item index).
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The typology of work groups to be used in this study is reported

Bowers and Hausser (1977), contains 17 types , and is based on the indexes

of the Survey of Organizations. The resulting types have different profiles

across the indexes , with the patterns of these profiles being quite d~stlnct.

The data set contains work groups at a variety of organizational levels.

For purposes of analysis , the SOO data has been coded as representing one

of the fol l owing five distinct and exhaustive classifications:

Level 4 -- Top Management . Responses of empl oyees who report to
the upper—most level of management. Includes -responses
from individuals in vice—presidential , major departmental
heads , or equ iva len t  positions who report to the head
of the organization .

Level 3 -- Middle Management. Responses from subordinates reporting
to the top management positions listed above . Includes
responses of assistant department heads or genera l super-
intendents (those who head up sub-departments with in major
departments), technical/professional empl oyees (with at
least two subordinate level s below them)~ assistantcontrollers , etc . 

-

Level 2 —- Second-line Supervision. Responses~of foremen or equi-valent positions about their supervisors ~e.g., generalforemen). Personnel responding here may include any
supervisory personnel from the l owest (or two l owest,
depending on size of organization) levels.

Level 1 —- 1st line Supervision (blue—collar). Responses of non—
supervi !ory employees about their supervisors (e.g.,
foremen). Includes hourl y or equivalent line workers.

Level 0 -- 1st line Supervision (white-collar). Responses of non-
- supervisory employees about their supervisors (e.g.,

clerical supervisors in accounting , personnel , etc.) .
May also inc lude non-supervisory professional or technical
employees . -

An analysis of the present data to reflect the relative distribution

of the various level s is contained in Tabl e 1 .

Another factor which distinguishes among work groups is work group

size. The frequency distribution of work group size is contained in

Table 2. The existence of the very small (N=l ) and large work groups are
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TABLE 1

DISTRIBUTION OF WORK GROUPS BY LEVEL

Level Number of
— Groups

0 1 2 3 4 Classified

All work groups 35.0% 22.6% 27.1% 12.5% 2.8%

1 ,788 1 ,157 1 ,385 640 141 5,111*

Work Groups 31 .9% 23.1% 28.3% 13.7% 3.1% -

Slze<2(N 40—— 1 ,413 1 ,021 1 ,250 604 135 4,423**

*2 ,338 work groups have no level coding

**Of the 6,032 work groups wi th size between 2 and 40, 1 ,609 have  no
level coding .

_______ - _______________________
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evident. The existence of work groups with N=1 most likely refl ects

situations where (a) other members of a small work group were absent ,

(b) there occurs over—specify ing supervisory reporting relationships beyond

those that really exist , (c) specialized survey administrations (e.g., to

salaried employees only) , (d) the use of samples of employees , or

(e) miscoding/non —codings of work group identi fication numbers . Large work

groups may result from certain manufacturing settings where a supervisor

is directly responsible for many production people , or where , for whatever

reason , middle level s of supervision were not i dentifi ed .

As a partial response to the existence of very large or small work groups

in the data set , some analyses are done for only those work groups with

size between 2 and 40, inclusive. As shown in Tabl e 3, there are 6,032

work groups whose size is between 2 and 40. The existence of samp les

of employees were especially signifi cant in some of the military applications

of the survey administration . In fact, 32% of Arm y work groups and 38.4%

of the Navy ’s were of size one , where 14.7% of the civilian sample had work

group N equal to one. The resulting 6,032 work groups with size 2 through

40 are thus made up of 5,095 cIvilian , 452 Army and 485 Navy units .

In suninary, there are a total of 7,449 work groups , of which 6,944 have

complete Information for purposes of classification . There are 6,032

work groups with size two through 40 . Of these , 5,651 have complete

information . For purposes of the present analysis , the results presented

will be for the 6,944 work groups and/or the 5,651 work groups .

- - - -  - ~~~--- _ _ _
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RESULTS OF ANALYSES

Previous sections of this report have described the background and history

of the diagnosis/c lassification probl em, as wel l as approaches toward

sol ution . In this section , numerical results of the various approaches

under investigatio n are presented , as wel l as some discussion of their

relative merits. The basic results of the three approaches still under

consideration are presented first individuall y, and then a relative comparison

between them .

Distance Function -

The first step was to assign all work groups in the data set to one of

the 17 types of the typology according to which type the work was closest

to in the Euclidean sense. In order to do this , it was necessary for all

14 indexes be availabl e for a work group. In some instances , due to the

form of the SOO used and/or , most frequently, some items not being answered ,

all Indexes were not always available. Tabl e 4 presents the results of

classifying all work groups with compl ete data into the 17 types of the

typology. Tab le 4 also contains the same Information for those work groups

for which the work group size is between two and 40-. The differences between

the pattern for all work groups and those in the two- to 40 range are also

presented . The largest difference is in Type 1, which is the highest overall

profile of scores . This difference might be expected ; i.e., for those real

work groups with only one subordinate , the relations hip between subordinate

~~~~~~ - -
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‘
4

and manager woul d tend to be stronger , have greater information flow and

participation in decision making , etc. The actual distribution of 1 ,290

classifiabl e work groups of size 1=1 or N>40 is given in Table 5.

Two other distributions are of interest. The first is the distribution of

types by level of the work group within the organization . The results of

this analysis are presented in Table 6. The general pattern for this table

is a higher frequency in the low numbered types for hi gher level management

groups . This , too, is as expected . The higher score patterns (types) among

higher level managerial groups have long been known to users of the SOO , and

are acknowl edged by the use of different norm sets (conversions from raw

sco res to percentiles ) for each level .

The second analysis of interest is a comparison of types by the civilian!

military breakdown . This analysis is reported in Table 7 . The notable

feature here, other than the clear difference between military and civilian

patterns , is the similarity between the Navy and Army patterns. There are

more high , straight line profiles in the civilian data , more low straig ht

line and supervisor-divergent profiles in the military sampl e (see Bowers ,

1975; Bowers & Hausser , 1 977).

Decision Tree

The Decision Tree algorithm used in the present research was described

in a previous section of this report . The actua l implementation issues and

results are reported herein. The two major implementation issues are

described first. -

When computing the fit of a new work group to the 17 types , the possible

scores fall In the 15 point range from zero (no index score falls in any of

the corresponding Intervals) to 14 (all 14 index scores fall in their

g 
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corresponding intervals). The difficulty with this fact is the possibility

of ties , in particular ties for the best -fit. If, for examp le , the 1 7 f i t

scores for a particular work group happen to be (7, 3, 6, 8, 11 , 9, 6, R , 6 ,

9, 10 , 11 , 6, 5, 3, 7, 9), respectivel y, then there is a tie between types

5 and 12. Conceptually, it would be possible for all types to t ie. In

actuality, for the intervals investigated , the ti es are irio~~t frequently

among two to four types . The classiciation probl em is , “How do you assi gn

work groups , whose best fit according to the decision tree al gorithm , is

tied among two or more types?”

Two approaches have been taken with respect to the results presented

below . One approach is not to classify a group which has its best fit tied

among two or more types. A second approach , knowing the correct classification ,

is to consider the classification to be correct if , for those work groups with

best fit ties among two or more types , the correct type is among those types

tied for best fit.

A second impl ementation issue Is the selection of the intervals used in

the al gorithm . In the present work , while it had been decided to go with

symmetric intervals about the ideal value (mean of groups for a pdrt-icular

type used in developi ng the typology), the optimum width of such intervals

was unknown . The choice was to inspect a variety of intervals widths and

explore their effectiveness. Tables 8, 9, 10 , 11 and 12 show the frequency

of correc t classification and the overall percent of correct classification

for the five widths , 1.4, 1.5, i. 67, 1.75 and 1 .8 standard deviations either

side of the ideal value. In these tables , wor’- groups with tied best fits

were counted as correctly classified if the correct type was one of those

types tied for best fit.

r 
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Inspection of Tables 8 through 12 show an increasing percentage accuracy

with wider intervals. This pattern is somewhat misleading in that there is

a corresponding , non—linear (greater than linear) increase in the frequency

of work groups with tied best fit scores. The summary of these results

across the five tables can be seen in Table 13.

In selecting a standard interval width , the primary concern would seem

to be one of ties. As shown In Tabl e 13 , the percent accuracy of classifica-

tion does not effectively change if one classifies only those work groups for

which there are not ties for best type . This result needs to be interpreted ,

however , in light of the realization that there are fewer work groups to

classify with the larger intervals than the smaller . Thus , for intervals of

±1.4 standard deviations , there were (6,941-2,190 with ties =) 4,751 work

groups to classify , whereas with intervals of ±1.8 standard deviations , there

were (6,941-3,001 with ties =) 3,940 work groups to classify . Thus , the

larger interval classifi ed (57 .5% of 3,940 
~

) 2 ,266 correctly, whereas the

smaller classified (56.9% of 4,751 =) 2,705 correctly. These results indicate

sel ecting one of the smaller Intervals. -

A second concern , however minor , is the distribution of the number of

ties. In practice , if approximate~y 30 to 35% of work groups have tied best

fit scores , the class if ication problem Is different If most work groups have

only two types which tie or , say , four or five types are tied. In the former,

for treatment purposes , one might explore the advantage of both suggested

treatments , whereas in the latter , one would still be selecting among four

to five treatments. Tabl e 14 demonstrates tnat the number of tied types is

principally two , especially in the shorter intervals. -

- -- . - . . - - -—

~~~~~~ ~~ :~- - -~~~~~?~~ 4 - - -
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TABLE 13

ACCURACY OF CLASSIFICATION BY THE DECISION TREE

(Al l Work Groups )*

Number of Standard Deviation Units Used
On Either Side of the Mean

1.40 1.50 1.67 1.75 1.80

Percent Accurate
Classification 70.5 71.6 73.7 75.3 75.9

Percent of work groups
which had best fit in -

two or more work groups 31.6 33.2 38.1 41.7 43.2

Percent of work groups
without ties that were
accurately classifIed 56.9 57.6 57.5 57. 7 57. 5

*Based on 6941 work groups , regardless of work group size.

~ 
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TABLE 14

DISTRIBUTION OF NUMBER OF TIED TYPES

Number of Types That TiedInterval
About
Mean 2 3 4 5 6 7 8 N

± 
l.40o 70.8 21.1 6.2 1.1 0.5 0.1 0.0 2190

~ 
1 .SOo 69.2 22.6 5.6 1.7 0.7 0.1 0.0 2302

+ l.67o 67.7 23.1 7.1 1.2 0.6 0.1 0.0 2646

± 
1 .75~ 65.0 23.7 8.6 1.7 0.7 0.2 0. 1 2891

+ l .80a 62.3 24.9 9.5 2.3 0.7 0.3 0.1 3001
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Another feature of concern is whether the ties are distributed

proportionately across actual types or not. Tabl e 15 presents the dis-

tribution pattern of the work groups with tied types for best fit. By

comparison with the total distribution , one sees that there are somewhat

more ties among the relatively frequent correct types and fewer ties among

the more infrequent correct types. The diagnostic implications are that

the decision tree process will do somewhat better in identifying the rarer

types than the more common types.

A fourth feature is the degree of compatability between a particular

work group ’s index values and the intervals , which has-been called the fit.

The analysis of best fIt values , for only those work groups that had tied

types , is presented in Table 16. It shows that the average f it becomes

higher with larger intervals , as expected. For different iation purposes ,

it also suggests the use of smaller intervals.

As a consequence of the results presented above , it was decided to

select the intervals given by ±1.5 standard deviations. For this size , the

accuracy of classification was 71 .6% with 33.2% of the work groups having

tied best fit types. The accuracy was 57.6% when classify ing only those work

groups that did not have tied best fit types. In future references to the

decision tree al gorithm , the interval used will be ±1.5 standard deviations.

- A last feature of the classification accuracy of this procedure is the

accuracy with which it classif ies within each type. That is , given that a

work group is of a certain actual type, is the probability of being correctly

classified the same as it is if it were a different actual type? The results ,

computed from the figures in Table 9, are presented in Tabl e 17 . As can -

be seen , the percentages of correct classification are not uniform across

types. The greatest difficul ty is for types 3, 4, and 5. These types represent —

______ — — — 
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TABLE 16

AVERAGE BEST F!T*

Interval About Percent of Groups
Mean Mean Fit** With Maximum Fit**

± 
1 .4O~ 11.104 7 .1  -

~ 
l .50o 11.603 14.2

± l.67c~ 12.411 32.4

± 1.75~ 12.658 40.9

± l.80G 12.827 46.9

**The fit is the number of indexes for which the work group
data falls within the designated range ; the maximum is 14.

**These figures are for those work groups which had best fit
in two or more types (i.e., tied for which type it is to
be classified).

- -
~~~~~~~~~~~~~ ~~~~~~~~~~~
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TABLE 17

DECISION TREE ACCURACY BY TYPE

Correct Type Percent Correct

1 94.4

2 71 .1

3 57.5

4 58. 5

5 51. 5

6 72 .6

7 61.0

8 72.5

9 77.8

10 
- 

85.7

11 83.3

12 80. 6

13 81.2

14 73.9

15 87.3

16 80.0

17 89.4

Overall 71 .6

_
_ _  __I
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S0O score profi l es which fall close to the 50th percentile. In e x a m i n ~~’~rJ

Table 9, one sees tha t the predominant pattern is to assign these straig ht

line types into the non— straig ht line types (the latter are types 9 to 17).

Most of the divergen t profiles beg in wi th score patterns in this 45th to

65th percentile range , (the range covered by types 3, 4, and 5) which may

explain the difficulty of correctly classify ing these straight line types ,

while not having nearly the difficulty with the other straight line types

which are higher or l ower.

fli scriminant Function

The discrfm inant function ana lysis reported here involves classifying

work groups on the basis of three super indexes : organizational climate ,

superv sory leadership, and peer leadership. The reasons behind the

consolidation of the regular S00 i r,dexes i nto these three super indexes

were given in an earlier section . The total data set was divided into

two random subsets , each consisting of 3,016 work groups whose size ranged

from two to 40. The discriminant functions were generated from one sample

and then appl ied to the other sample.

The pattern of classification of this procedure is given in Table 18.

The percentage of correct c 1ass~f icat ion Is based on 2 ,823 work groups ,

(2,828 = 3 ,016—188 work groups without “Correct” classification).

The discrim inant functions were also applied to the developmental

samp le (i .e., the data set from which they were generated .) The results

are given in Table 19 . The remarkable consistency of the accuracy of

prediction (77.0% & 77.4%) indicate substantial stability across data

sets. This is significant and indicates portability of such equations

as wel l as decreasing the importance of a large data set for developmental

purposes .
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The combination of the developmental and test samples are reported

in Tabl e 20. For Tabl e 21 , the total data set , including those work groups

L of size one or greater than 40 which were previously omitted , was submitted

for discriminant function classification. The decline in accuracy (albeit ,

only from 77.2% to 76.6%) indicates that the odd sized work groups (mostly

N=l ) are not classifi ed as accurately as those with size between two and 40.

The last analysis of these figures was to examine the accuracy of

correct classification by “correct” type . The results of these calculations

are given in Tabl e 22. The two types with the l owest accuracy figures

are types three and five. In both types , the adjacent straight line

profiles , combined , would appear to be nearly as attractive alternatives

as the non—straig ht line profi l es (types nine to 17). -

Bayesian Method

The Bayesian approach , as Q~scussed earlier , involved several steps

(see page 46). Important to the metnoci is the concept of independence. —

This i ndependence is not with respect to work groups , but with respect to

the S00 indexes which are the “predictor variables. ” This section

discusses the results in applying the Bayesian method to tne organizational

diagnosis probl em.

As discussed by Bowers , et al . (1977), there are two traditiona l

approaches to handling the independence issue: (1) ignoring the lack of

independence , and (2) clustering the predictor variab les into relatively

independent subsets. The first approach raised si~rificant computational

probl ems. To describe them, it is nel pful to go throiigh the impl ementation

activities .
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The computer program that operationalizes the steps given earlier

(page 46) required the estimates of the two parameters , a and ~, for the

beta distributions which were used to model the actua l (but unknown )

distrib Utions of each. index within each type. The a values ranged from

just over one to nearly 28, while B values were from near zero to 20.5.

The resulting constant term s in the densities (the ratio of gamma terms in

equation (1) on page 45) ranged from two to two x l0~’. The result of having

numbers of this magnitude , when computing the odds—likel i hood ratio (given

by equation 4, step 4, page 46) was obtaining values which exceeded the

norma l storage capabilities of computers (10 72  or 10 72). Thus, the

al gorithm was not possibl e to impl ement in its present form. This is

primarily due to the lack of independence between indexes , and partially

due to the number of predictor variables.

In the investigation of possibl e clusters of indexes which have a

reasonabl e conceptual basis , the pairwise correlations remained above 0.5.

The multiple relationships would be even larger . The inability to meet the 
-

independence criterion of this technique remains a major obstacle. It also

seems hig hly unlikely that any set of predictors (not jlist S00 measures)

chosen to refl ect organizational functioning will; meet the independence

criterion .

While mult ivar iate models not requiring Independence are availabl e for -

use as prior distributions , the sampl e N necessary to estimate all the

parameters would exceed greatly the relativel y large N=7 ,000 that is presently

available. -

It seems unlikely, therefore, that Implementat ion of Bayesian c lass tf l .—

cation procedures , within the constraints of present application techniques ,

- - 

- 

- ~- - - 
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- -
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will prove viabl e to data—based organizationa l diagnosis. It would appear

that it rests with the mathematical statisticians to develop (and have

distributed ) techniques for using Bayesian approaches to highly inter-

dependent , multi-faceted data.

‘I’— 
— j . *~ 

-
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TABLE 22

DISCRIMINANT FUNCTION ACCURACY BY TYPE

Percent Accurately Classifi ed

Total Test Devel opmental
Type Sample Sample Sample

1 90* 81 89

2 85 90 92

3 63 
- 

66 64

4 77 79 76
5 69 69 70

6 82 81 82

7 76 77 77

8 76 - 78 78

9 75 - 75 - 74

10 81 82 85

11 77 73 82

12 88 93 88

13 77 78 75

14 76 75 79

15 86 83 86

16 81 82 77

17 76 81 77

*The total sample values are not the average of the two
sampl e values as the former only Includes work groups
of size one and those larger than N=40.
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ADDITIONAL CRITERIA

The results presented thus far have refl ected one primary concern

of classification procedures , that being, proportion of correct classifi-

cation . There are other accuracy oriented criteria as wel l as non-accuracy

based criteria which are also of interest.

One of the accuracy based criteria is the degree to which the clusters

of work groups (or other units of analysis) generated by the classification

techniques replicate the typology . Another criteria re-defines the concept

of closeness of a work group to the definitional values of the typology .

Still others have examined the cost (loss) of misclassifying a particular

work group into the “wrong ” type. These accuracy oriented criteria are

used to assess the organizational diagnosis procedures under consideration .

In. an earlier report in this series (Bowers, et al , 1977), several

concepts relating to criteria other than accuracy based criteria were

discussed as possible alternative approaches - to evaluating classif ication

procedures. Three such non-accuracy based criteria are considered here. -

One is whether the amount of information used in makin g a classification

can be reduced . Another is whether there are considerabl e differences

In the amount of data necessary to develop the procedures. Finally, the

ease in calculating these data based classifications , whether they

can be done “on-site ,” i s a major feature .

Reproduce the Typology

If one thinks of a typology which involves k variab les and n classes

as n points in k—dimensional space , one approach to eva luating a classifi —

cation procedure is to see how wel l the clusters of classifi ed units gather
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about the n points. To the extent that the clusters don ’t group abo’i

the definitional types , one can conclude that the lack of fit is due to

either the classifi cation procedure or the inappropriateness of the typology

itsel f (or a mixture of the two). The discussion here is primarily focused

at the classification procedures , but also implications regarding the

typology are presented .

Two major features of the fit of clusters to the typology are the

proximity of the vector of means of a cluster to the corresponding defini-

tional values of that type, across all types, and the degree of dispersion

within each cluster . To measure the proximity , the vector of index means

was computed for each of the 17 clusters which resulted from each of the

three classification procedures (distance function , discriminant function-,

and decision tree). Then the distance between cluster mean vectors and

the definitional values* of tne respective types was calculated . The

results are given in Table 23.

Two aspects of this analysis are relevant. First , looking only at

the rel ative magnitude of the distances , first across classification

procedures and then down the types, one sees that the distance procedure

has the best pattern of smallest distances by index. The decision tree

procedure has the second best pattern. The former is as expected . The

latter , while possibly surprising, is due to the nature of the algorithm

which assigns work groups to types by fitting them to the definitional

values.

*The values which were used as the definitional values of the typology were
results of the development of the typology (Bowers & Hausser , 1975). In
particular , they were the simpl e means of the cluster means from each of
the three samples used to develop the typology.
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TABLE 23

DIST ANCE BETWEEN TYPE C LUSTERS AND VA LUES

GIVEN BY TI-’E TYPOLOGY

Classified by

Distance Discriminant Decision
Type Function Function - 

- Tree

1 .3573 .4655 .6581

2 .4886 .6836 .6418

3 .2270 .2518 .2112

4 .2128 .3100 .2547

5 .1746 .2567 
- 
.1775

6 .4118 .5794 .4308

7 .2258 .2Sl 7 .2537

8 .3367 .4347 .4567

9 .3859 .7001 .5384

10 .3650 .4818 .5234

11 .4114 .5769 .4463

12 .3430 .4768 .4693

13 .4451 .5547 .4935

14 .2562 .3312 .2781

15 .3057 .3782 .5337

16 .5715 .8907 .7217

17 .4546 .6679 .6012

--4

- . - 
- —— - - -
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The interpretation of these distances is confounded by the fact tha t

the different procedures assigned different work groups , and thus , different

numbers of work groups , to the individual types (see Tabl e 24). For exampl e,

while the decision tree procedure has the smallest mean distance to the

Type 3 definitional values , it also classifi ed 244 fewer groups as Type 3

than did the distance function (the 244 groups were thus said to be mis-

classified). Hence, absol ute comparisons in Tabl e 23 must be made with

caution .

A second feature of the values given in Table 23 is the interpretability

of the numbers . For exampl e, how does one interpret a distance of .3573

in 14 dimensional space? As a partial answer to this dilemma , the distance

between two pairs of types (using the definitional values ) were computed .-

They were : 
-

distance (Type one to Type six) = l 5334,

distance (Type five to Type six) = 1.0218.

Thus , the distance of .3573 between the distance function cluster one and

the defining values is , at most , 23 percent of the distance toward Type

2 from Type 1. (Given the geometry of 14 dimensional space, direc-

tionality is not linear and thus the direction of the distance is difficult

to interpret.)

Again referring to Ta ble 23 , one notices considerable variation across

types. with respect to the distance from the definitional values. This

variation , however , is not particularly greater among the divergent types

(Types nine to 17) than among the straight line types (Types one to eight).

Given that the dispersion , as will be shown shortly, is not particulary
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TABLE 24

NUMBER OF WORK GROUPS PER TYPE*

Classified by

Distance Discriminant Decision
Type Function Function Tree

1 169 166 217

2 267 353 312

3 749 557 505

4 539 595 415

5 489 464 304

6 364 411 384

7 578 502 403

8 350 332 329

9 196 301 305

10 237 271 357

11 433 383 532

12 207 264 265

13 363 306 419

14 268 - 265 319

15 171 157 224

16 118 152 165

17 153 172 196

N=5,651

*For only work groups with N, 2<N<40

- 

~~~~~~~~~~ - - -----‘
~~. 
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greater for those types with larger distance values , changes in the

definitional values of the typology for those types are suggested .

The second feature of fit is the degree of dispersion within the

clusters . An (unreal) idea l model would have all cluster members falling

exactly at the same point in space . The actual dispersion was computed

for each index within each type, and averaged across indexes . These

average values are shown in Tabl e 25. Al so given is the weig hted average

of standard deviations from the three samples that were used to develop

the typology. The general pattern can be seen to be that all three classi-

fication schemes assign groups to clusters whose standard deviations are

smaller than for the developmental sample of the typol ogy (three subsamples).

Comparison of the values in Table 25 is simp lifi ed if one assigns

ranks to the four values given for each type. These values are given in

Table 26. The pattern of ranks for discriminant function shows that it

is the least variabl e within clusters (recall , howev er, it was the furthest

distance from the definitional values). However, returning to Tabl e 25,

one notices that most often the difference in average variability between

clusters given by the distance function and the discriminant function is

less than .01. Effectively, it can be saii that the variance within

clusters is approximately the same for all three techniques , all of which

are better than for the developmental sample.

In summary, the distance function seems to reproduce -the typology

most effectively (as expected). While there Is some difference between

the distance of the vectors of means of the clusters and the definitional

values for the three classification procedures, the variability

within clusters is approximately the same across procedures .

~
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TABLE 26

RANKS OF DISPERSION WITHIN TYPES

Typology
Developmental Distance Discriminant Decision

Type Sampl e Function Function Tree

1 3 1 2 4

2 4 3 2 1

3 4 3 1 2

4 4 2 3 1

5 4 3 2 1

6 1 2 4 3

7 4 3 2 1

8 4 3 2 1

9 4 1 2 3

10 4 3 1 2

11 2 1 3 4

12 4 2 3 1

13 4 3 1 2

14 1 3 2 4

15 4 2 1 3

16 4 1 2 3

17 2 3 1 4
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All three procedures seem to reproduce the typology with some effectiveness.

One implication is that the typology is not just developmenta l sample

based , and does have usefulness in a broader arena .

Zero-One Measure

As shown in the Introduction of this report , two differt work groups

may be equally distant from a particular type, but have quite different

closeness properties. A second way to measure closeness (other than the

distance function ) is to count the number of indexes of a particular work

group which are “fa r away” from the type values . The arithmetic of this

counting function for each work group can be represented by:

~

where C1 is given by

=11 , if IY 1 —X 1 1>s ,
~ 10, ifjY 1 —X 1 1<s ,

for l=1 ,2,...,l4. Here s is some defining value representing “significant

difference ,” and V and X are the vectors corresponding to the definitional

values of a type and a work gro~.p’s actual scores, respectively.

In order to compute C for each work group, average them within types,

and then average them across types, s was given to be some weight times the

standard deviation of the ith Index (averaged across types). The results

for different weights ranging from .5 to 1 .25 are given in Tabl e 27. As

would be expected , the average number of differences decline as the signi-

ficant difference value increases . Also , there appears to be no signi ficant

di fference among the classif1cat~on procedures with respect to this criterion

(for the weight values given).

— — _ _
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There is an interesting relationshi p between this zero-one counting

criterion and the decision tree algorithm . This zero-one method counts

the number of times an index is considerably different from the defining

value . The decision tree al gorithm , as used herein , effectively counts

the number of times an Index is close to the defining value . Thus , if the

weight had been 1 .5, then the decision tree algorithm would have been

effectively the same as classifying by minimizing the zero—one count .

The last feature to be gleaned from Table 27 is that there seems to

be considerable deviation between most work group index values and the

corresponding index values of the definitiona l types juding from the mag-

nitude of the average values given . Howeve r, the size of most i ndex

standard deviations is slightly less than .4, so, for example , when the

weight is one, 4 1/2 indexes (on the average) fall more than .4 from the

corresponding definitional value.

While not shown here, there was littl e or no difference between types

wi th respect to the average number of differing work group values.

Severity of Misclassif ication

As indicated earlier , errors of classification may vary quite widel y

in their Impact upon the group so classified. The Impact stems , of course ,

from the consequences of appl ying to the classified group a treatment

appropriate to the type of misclassification . If, for exampl e, the group

should have received survey feedback but instead receives data handback ,

the consequences might be on absence of the positive change that would nor-

mally have occurred , or even outright deterioration . Since appropriate

treatment is determined by the most favorable change consequences (as far

as our data carry us), In no case would the result be more favorabl e than

that Indicated for the appropriate treatment.



96

By Multiple Discriminant Function

4. To examine this , we returned to the tabl e of change consequences

contained in the ori ginal typology analysis (Bowers & Hausser , 1977).

For classifi cation by the discriminant function , accuracy (compared to

our criterion , the distance function used In the origina l typology ) Is

disp layed In Tabl e 28. Accurate classification Is contained in those

frequencies falling in the upper left to l ower right diagonal . All off-

diagonal cases are therefore instances of misclassification. Of the total

of 6,944 cases , 5,319 (77 percent) are classified correctly. One thousand

six hundred twenty five (or 23 percent) are misclassified .

Of the 5,319 classifi ed correctly, 5,149 are in other than Type 16 ,

,for which type no treatment evidence was available in the original anal ysis.

To these 5,149, we appl ied a simpl e coding scheme :

4 = ++ change In the original findings
3 = + change in the origina l findings
2 = 0 change In the original findings
1 = — change in the origina l findings
0 = -— change In the origina l findings

The mea n change for the 5,149 correctly classifi ed cases would there-

fore have been 3.10 (or “ + .“)

Of the 1 ,625 mIsclassified cases , 1 ,157 were In types (correct or

misclassifi ed) for which both correct classification change codes and mis-

classification change codes existed . To assess the impact of misclassifi-

cation , the fol lowing coding scheme was used:

4 = Assigned to treatment where result was (-- ) Instead
of correct one whi ch woul d have been (++ .)

3 Assigned to treatment where result was (--) Instead
of correct one which would have been (+ .)

or
Assigned to treatment where result was (-) instead
of correct one which would have been (÷+.)

4 
—~ 
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2 = Assi gned to treatment where result was (0) instead
of correct one which would have been (++ .)

or

Assi gned to treatment where resul t was (- )  instead
of correct one which would have been (+ .)

1 = Assi gned to treatment where result was (+) instead
of correct one which would have been (++ ..)

or

Assi gned to treatment where result was (0) instead
of correct one which would have been (4- .)

or

Ass igned to treatment where result was (-)  instead
of correct one which would have been (0.)

or

Assi gned to treatment where result was (--) Instead
of correct one which would have been (— .)

0 = Assi gned to treatment where result is the same.

The result is therefore a change degrading scale from 4 (maximum

amount of degrading ) to 0 (mInimum amount of degrading.) By assuming that

cases were equally distributed among tied “best treatments,” we calculated

the degrading effects of misclassification for the dlscriminant function

approach. Of the 1 ,157 cases , 857.83 were cases in which misclassification

results in no degrading of change. The overall effect is shown by type and

overall In Table 29. This indicates that the overall mean degrading would

be just under one half of a position , with a range from two ful l points to

zero.

However , this mean could occur from a number of different combinations ,

some of them far more serious from a severity of misclassification point

of view . For the 299.17 non-zero misclasslfieds , the distribution Is as

indicated In Table 30. The overwhelming majority of degraded cases represent.

* 
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TABLE 29

MEAN CHANGE DEGRADING FOR MISCLASSIFIEDS BY TYPE

(Discriminant Function Method )

Type Mean Degrading N

1 2.00 2

2 .88 56

3 .19 309

4 .59 137

5 .00 48

6 .03 77

7 1.25 154

:
10 N/A N/ A

11 .19 105 
‘

12 1.36 28

13 .00 86

14 .02 58 ~~~~~~
‘

15 1.00 11

16 N/A N/A

17 N/A N/A

Total .40 1157
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TABLE 30

INCIDENCE OF DEGRADING BY SEVERITY

(Discriminant Function Method )

Form of Misclassification

Misclassifi ed as Should Have Been N Percent

- - ++ 0 0

-- 17 6

- ++ 3

- + 8.83 3

O ++ 57.67 19

O + 148.33 50

- 0 1 0

+ ++ 61.34 21

—— — 2 1

1
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a tendency toward “no change ” misclassification , where positive change

should have occurred . In summa ry form, 89 percent were instances of no

positive change, whereas only 11 percent were instances of destructive

change. Stated more succinctly, had a discriminant function approach

been used , only one case in nine would have resulted in destructive

consequences.

By Decision Tree Method

For the decision tree method , accuracy of classification is displayed

In Table 31 . Once more for the total of 6,944 cases , 4,972 (72 percent)

were classified correctly. One thousand nine hundred seventy two cases

(28 percent) were misclassified .

Of the 4,972, 4,804 cases were in other than Type 16 , for which

no treatment evidence was available in the original anal ysis. The same

change—coding system (4 to 0) used in anal yzing the discrim inant function

approach was appl i ed to these cases. The mean change for these 4,804

correctly classifi ed cases was , in this instance , 3.03 (once more “+.“)

Of the 1 ,972 misclassified cases , 1 ,458 were in types (correct or

misclassified ) for which both correct classification change codes and

misclassification change codes exist. Of the 1 ,458, 905.17 were cases in

which misclassification results in no degrading of change . The overall

effect is shown by type and overall in Table 32. ThIs shows that the

overall mean degrading would be just over one half of a position , with a

range from slightly more than one and one half points to zero.
I

Again , this mean would occur from many particular combinations of

differing severity. For the 552.83 non-zero misciassif leds , the distribution

Is presented In Table 33. &nce more the majority of degraded cases

/
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TA BLE 32

MEAN CHANGE DEGRADING FOR MISCL AS SI FIEDS , BY TY V [

(Decision Tree Method)

Type Mean Degrading N

1 1.00 1

2 .77 109

3 .69 356

4 .41 244

5 .00 64

6 .39 114

7 .81 236

8 .00 40

9 1.57 60

10 .00 4

11 .68 71

12 .69 46

13 .00 39

14 .10 59

15 .73 15

16 N/ A N/A

17 N/A ‘ N/A

Total .59 1458

-I
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TAB LE 33

INCIDENCE OF DEGRA DING BY SE V ERITY

(Decision Tree Method )

Form of Misclassification

Misclassified as Should Have Been N Percent

- - ++ 0 0

-- + 58 10

- ++ 30.5 6

- + 42.17 8

O ++ 96.16 17

O + 213.17 39

- 0 6

+ ++ 105.83 19

- 1 0

~
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represent a tendency toward “no change ,” rather than toward outri ght

deterioration .

However , the consequences are in this instance somewhat more severe .

Seventy—five percent were instances of no positive change , while 25 percent

were instances of destructive chapge. Stated otherwise , by a decision

tree method , one case in four misclassifi eds with degrading would have

resul ted in destructive change .

A Comparison to Change Agent Choice

An interesting question is the way in which either of these method s

compare with the most common form of change treatment sel ection: change

agent judgment or choice. To assess this , we turned to the data used in

the ori ginal study whicn generated the hypothesis (Bowers & Hausser , 1977).

Tabl e 34 shows appropriate treatments , as determ i ned by the data in tha t

ori ginal analysis , proportions by type correctly classified and misclassified ,

plus , where feasibl e, a test of the difference between proportions.

Several observations seem worth making from these data . First , if

assigned treatment Is taken as indicative of classif ication , it is apparent

that change agents were exceedingly poor judges , since they misclassified

significantly more freqi.ently than they classifi ed correctly. Second ,

the differences by type are rather marked . Even ignoring types with small

frequencies , the correct classifi cation percentages range from 95 (for
0

Type 14) down to three (for Type 3). Third , the misclassification discre-

pancies are most marked In the case of those types whose appropriate

treatment was survey feedback alone .

This is demonstrated more pointedly In Tabl e 35, where cases from

those types calling for survey feedback alone and non-survey feedback

alone are compared . Only one-fourth of the cases which should have called

- 

‘
. . ~~~~~~~~~~~~~~~ ,. —“- .~ T . ---



106

TABLE 34

EFFECTS OF CHANGE CLASSIFICATION

1 •
Percent

Correct Correctly Percent
Type N Treatment* Classified Misclassified p

1 10 DH 70 30 -3 . 35 N/ A

2 58 SF 28 ‘ 72 -3.35 .001

3 98 SF 3 97 -9 .31 .0001

4 53 SF 28 72 —3. 20 .001

5 9 IPC 100 0 N/A

6 59 SF/IPC 34 66 -2.46 .01

7 41 SF 37 63 -1.66 NS

8 14 SF/IPC 100 0 N/A
9 26 SF 38 62 - 1.2 2 NS

10 4 DH 100 0 N/A
11 27 SF 52 48 +0.02 NS
12 46 SF/TPC 41 59 — 1 .22 NS

13 11 SF/L 100 0 N/A
14 56 IPC/TPC/LT 95 5 +6.73 .0001

15 17 IPC 35 65 -1.24 NS

16 -- (NA) —- —— --

17 4 LT 100 0 --

Total 533 40 60 -4.03 .0001

*DH = Data Handback
SF = Survey Feedback
I PC = In ter persona l Process Consu ltation
TPC = Task Process Consultation
LT = Laboratory Training

L~ 
— _ i _

~~~~~~~~~ _ :~~~~~~~~~~~~~~~~~~~~_ _ _ _ _
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TABLE 35

PERCENTS RECE i Vi NG APPROPRIA TE AND INAPPROPRIA TE TR EATMENT
FOR SURVEY FEEDBACK ONLY AND OTHER ONLY

‘

I 

Recei ved Received
Appropriate Inappropriate

Appropriate Treatment Treatment Treatment
N N

Survey Feedback onl y 73 24 230 76

Other than Survey Feedback Only 81 81 19 19

Z -8.00

p 0.0001

~~,
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only for survey feedback were assigned to that treatment , wherc’as mor ’ f L

three—fourths of the cases calling for some other treatment did , indeed ,

receive that other treatment.

Other data , not elaborated here , provide a bit more insig ht into this

shift . Among the 76 percent of survey feedback onl y appropriate groups ,

which received some other treatment , only 15 percent received data haridback

Sixty-one percent therefore were assigned to some form of more process-

oriented treatment ( IPC , TPC , or LT), a shift which has been noted more

broadly in anecdotal terms e1sewhere (Bowers, 1976).

W i t h  this in mind , it seems usefu l to speculate on the dynamics

of what mig ht have occurred . First , it is important to note that , at the time

in which these projects occurred , normative data were not routinel y availabl e,

percentile scores were not provided , and the typology and treatment findings

had not been generated . The change agents i nvolved were therefore “flying

bl i nd ,” except for intuitive judgments that might have been based upon

raw, tabulated survey data . Nevertheless , the classification process that

occurred could , in light of what we now know , have made one or both of two

kinds of errors:

A misjudgment of level (e.g., viewing what was
an 1—60—65 profIle as an 1—45 profile)

Ignoring, altering, or changing the weight given
one or more components (e.g., viewing an 1-60—65
profile as one with cl imate at the 60 level ,
but intra-group behaviors and processes at the
40 level.)

Both of these may wel l have occurred in the case of the 41 Type 7

groups , for example. This type, a straight — line or “I ” profile at the

30—35 percentIle level , called for survey feedback . Despite this , 20

groups (49 percent) received laboratory training , and six groups (15 percent)

L ~~~~~~~~~ _ _ _ _ _ _ _  - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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received interpersonal process consultation . As an instance of the first

type of error , it may have happened that the change agents reduced dissonance

from what were their preferred styles by changing the level to either

an 1—40 or an 1—25 , both of which call for interpersonal process consultat ion .

Alternatively, they may have subjectivel y chosen to focus on processes inside

the groups and changed the l evel of organizational climate upward (to a

Type 14), which calls for either of the process consultation treatments

or laboratory training.

Whatever the dynamic , the data seem to demonstrate that the classifi-

cation process implicit in treatment sel ection was far worse than would

have been the case had either a multip le discriminant function or decision

tree approach been used . It was on the whol e even worse tha n chance.

The unanswerable question , of course , is how well
’ the change agents would

have done , had they been provided with percenti le scores , type desi gnations .

and trea tment information geared to the typology.

Non—Accuracy Based Criteria

Information Required to Make a Decision

If a particular classificatio n procedure requires considerabl y less

information than another , yet performs (approximately) as well , It is

more advantageous in that col l ecting and processing info rmation is costl y

in terms of time and money. Di fferent conceptual approaches to the

reduction of data are discussed by Bowers , et al. (1977). The implementation

of these procedures , where possibl e, are discussed herein.

One approach to reduce the amount of data used would be the deletion

of some of the presently used 14 S00 -Indexes. One proposed technique

involved an analysis of the discrimination capabi lities of different Indexes

~~~~~~~~~~
. 
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within the Bayesian framework , i.e., those indexes 
•
with lik ~1ihood fune-

tions that do not vary greatly among profile types . The inability to

implement the Bayesian approach , as discussed earlier , prec l uded such

investigation . Al so) the implementation of the decision tree algorithm

took on a different form than ori ginally proposed . The present al gorithm

treats all indexes equally. The prior concept was to sequence the indexes

in order of importance. This would have permitted the comparison of classi-

fication of various (ordered) subsets of indexes with respect to accuracy.

The design of the decision tree algorithm as used In this research , for

reasons other than features discussed here, took an alternative form

(unsequenced indexes.) Thus , no numerical investi gations of the effect

of deleting some indexes took place. However, this concern is still

relevant , and ought to be considered in future classification investigat ions.

Another approach to data reduction is to reduce the number of i ndexes

by combining them into “super—Indexes ,” (rather than del etion .) This ,

in effect, is what was done to impl ement the discriminant function classi-

fication procedure. The Inability to do the discriminant functions on the

original set of 14 Ind exes , however , precludes examining the effect of this

consol i dation .

A final approach to data reduction is the el imination of some individua l

data from the data set. In many organizational settings , It is desired

(usually by the organization ) to survey only a sampl e of its employees .

The question is what effect will this sampling have on the diagnostic

process. If classification of work groups (or whatever else the primary

unit of analysis might be) can be done with only a sample of employees ,

sign i ficant savings would occur.

_-.  _ _ _ _ _  _ _ _ _ _ _ _
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A question that oug ht to be answered prior to such an investigation

is , “What would be a satisfactory percentage agreement in classification

between the total population and using a sample?” If, in fact , one could

classify work groups using only a sample of employees with 98 percent

agreement with what one would obtain ‘using all employees , the samp ling

process would be indicated. Likewise , if the agreement is only 10 percent ,

one would not want to sample. Where is the dividing line? There is no

factual information which indicates what one ought to choose for this

acceptabl e level of agreement.~ The opinions of the present investi gators

were that an acceptable level of agreement would be 80 percent (with a

little room for give , say down to 75 percent.) This was then used as the

criteria of acceptability in sampling, i .e., that 80 percent or more of

all work groups would have to be classified the same when using the sample

data set as when using the entire data set.

A second feature of this investigat ion has to do with the sampling

procedure used . With the Survey of Organizations , the primary unit of

analysis is the work group. Thus , what is being classifi ed is the work

group. Yet, we are not samp ling work groups , but individ ’.ial empl oyees .

One natural approach would be to do a stratifi ed samp ling procedure , t~king

the same percentage of employees from within each work group. However ,

as the support for sampling Is usually from the organization , their concerns

ought to be considered here as well. Our experience is that the organiza-

tion Is usually interested in taking a sampl e of all employees without

regard to work group affiliation . The effect of this is to have varying

proportions of employees within each work group, with no assurance of a

particular work group having any representation in the sample. While this

may represent the worst possible situation with respect to diagnosis and

- ~~~~~~~
— ----
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research , it has viability as being within real world constraints. For

this reason , in an attempt to investigate the effect of sampling employee~
on classification , unstratifi ed samples were selected.

Two different sample sizes were chosen for investi gation ; 67 percent

and 33 percent. The procedure was to randomly select 67 percent (33fl

of all employees , reform work group scores with the availabl e data , and

then to classify the work groups usIng the distance function. The resulting

work groups which had only one individual ’s scores were omitted (as were

those very large work groups.) The original number of classifiable work

groups (with size between two and 40) was 5,651 . For the 67 percent samp le ,

there were 4,757 work groups , a reduction of 15.8 percent. In the 33 per-

cent sample , there were 2,914 work groups , a reduction of 48 .4 percent.

These reductions are understandabl e In light of the fact that of the

origina l 5,651 groups , 16.5 percent, 15 .7 percent and 12.9 percent were of

size two, three , and four , respectively.

The results of the sampling effects on classification are reported in

Tables 36 and 37. The percertage of classifi cation agreement is 65.1

percent and 42.7 percent for the 67 percent and 33 percent samples ,

respectively. These figures are wel l below the pre—established acceptable

rate of 80 percent. The implication of this is that sampl i ng does negatively

Impact organizational diagnosis at the work group level .

It is possible that -had the sampl i ng been done in a stratifi ed manner

(say, 67 percent of all work groups), the percent agreement would have been

higher . It is unlikely, however , that it would be 15 percent higher .

This does indicate further investigation . Other sampling plans might

also be investigated . In particular , one might sampl e onl y from those work

groups of size four or larger .

- S
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Another response to the results discussed above mig ht be the suggestion

to take a larger (than 67 percent) proportion of empl oyees , say 80 percent.

This would increase the agreement in classification . However , the benefits

of using a sample rather than the entire population are greatl y diminished .

With that large of a proportion of the empl oyees , the time/cost savings

are minimized , the sampling costs are increased , and the questioning of the

non—participation of onl y a few by the employees themselves is increased

significantl y. In originally choosing the 67 percent level , the authors

consider it to be (at or near) the maximum level for sampling, given both

organizational constraints and employee responses.

It was decided not to explore the discriminant function and decision ’

tree classification algorithms on the 67 percent and 33 percent samples.

As seen in the previous section , the accuracy of classification of these

techniques , based on full data , is bel ow 80 percent. The ability to

reproduce the “correct” classification would be lower when u~inq a frac-

tional data set. A note of caution : a technique may be able to reproduce

itsel f with greater accuracy on the sample data than the distance function

procedure. What is b~lng said here is that a technique will not reproduce

the distance classification when using a partial data set than when using

the total data set.

In suninary , using samples of employees from an organizat ion , rather

than surveying all empl oyees, appears to signifi cantly alter the classi-

fication of work groups , and thus cannot be recommended for use in an

organizational diagnosis project.
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Amount of Data Required to Develop the Diagnostic Process

The three c ’
~assificat 1on techniques require differential data bases

for their development. The purpose of this section is to discuss avai lable

information regarding the necessary developmental data bases .

As earlier reported , the distance function techni que , when app lied

to the total data set, generated clusters of work groups which represented

the typology with a fairly high degree of compatability . However , there

is no need for any data , other than what may be used to generate the

typology , before impl ementing the distance function technique. That is ,

if one was to receive a typology from an outside source , no developmental

work would be necessary .

However , in most Instances , the typology will have to be developed .

In the present case, It has been shown that a typology based on a develop-

mental sampl e of N=600 was generalizable to the total data set (N=6,944).

The decision tree algorithm was based on intervals surrounding the

means of indexes of the types. If one had interval s provided , no develop-

mental data would be necessary. However, as before, this is unlikely.

To obtain the intervals , one could easily take the means and standard

deviations of the types resulting from the development of the typology .

The stability of the intervals used in the decision tree al gorithm would

be of concern (‘in addition to the validity of the typology). To insure

that the sample mean is close to the population mean , one would need

samples of approximate size 400, 1 ,600, 6,300 for the standard error of

~ to be .02, .01 , ano .05 , respectively, for each of the various indexes

wi thin types.
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The discr irninant function technique requires not on” y the typology ,

but an external ‘correct” classification on a developmental samp le.

The size of the developmental samp le is complicated by the relative

frequency of the various types. The smallest relative frequency times

the sample size ought to be at least 50 or more (the greater the number

of predictors , the larger this should be).

The results of the discriminant function analysis given earlier do

have positive imp lications. The ability of the discriminant function to

classify the test sampl e with the same accuracy as the developmenta l

sample indicates the stability and transferability of the discr minant

equations from a developmental sample to new data .

The conclusions of these remarks on the amount of information required

to develop the classifi cation procedures are presented in Fi gure 4.

Figure 4

Requirements for Development of

Classification Techniques

Some Data
Classifi ed

Typology Into Types

Distance
Function x

0 Dec i s ion
Tree x x

Discriminant -

Function x x

- I I

_ _ _ _ _  
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Ease of Calculation

The i deal diagnostic technique is not onl y accurate , but relatively

simple to perform . In an organizational diagnosis situation , the diagnosti-

cian may often be a change agent who would like to make treatment recomnien-

dations while on site and without having to resort to accessing and/or

experience the time delay of electronic data processing (EDP) facilities .

Three ease—of— calculation factors are :

(1) Can be calculated on-site versus in a central location.

(2) Can be done by hand or with a hand calculator versus

requiring EDP facilities.

(3) The amount of personnel time involved is relatively small.

While not identical , these three factors are clearly interrelated .

While anal yzing the different classification techniques with respect

to these issues is done subjectively, the difference between the techniques

is relatively clear.

Both the distance function and the discriuinant function techniques

are clearly most easily done by computer. The distance function technique ,

however , given a table of -Index va l ues for the types, could be implemented

wi th a hand calculator (preferably one with accessibl e storage and minimal

statistical routines ) ‘In 15 to 20 minutes (per unit of analysis , e.g.,

work group) by anyone with minimal training in the technique. The decision

tree al gorithm Is clearly the most straightforward , least cum bersome

technique. Anyone could use the technique to classify a new work group

In five minutes or less -- without the aid of anything but a tabl e of

i ntervals e~w
1 ~ pencil . The number of calculations for the decision tree

a1 gw’i~nm is the smallest (14 x 17 yes, no questions), second lowest for

—
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the discriminant function (altho u’jh quite complex), and highest for distance

function (although relative ly simple arithmetic ally).
t.

In summary , the decision tree methodology is the most portable ,

easily appl i ed, and requ i res the minimal personnel time . The distance

function can be done on—site , with a hand calculator , at a moderate level

of complexity . The discriminant function , for reasonable application ,

would require programmabl e equ i pment with over 200 storage units .

- .9-. - ,~~
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-
‘ D ISCUSSION AND CONCLUSIONS

We began this research with a view tha t organizational diagnosis ,

as practiced in most development efforts, is largely unsystematic , if not

capricious. We proposed to use a work group diagnostic typology as a

basis for compa ring severa l alternative , data based methods of performing

the diagnostic task. As such , the questions which we wished to investigate

revolved around the durability of the original typology and the effective-

ness of the distance function approach upon which it was based , the accuracy

wi th which discriminant function , Bayesian , and decision tree methods

would classify groups , the ability to empl oy reduced information sets

in diagnosis , and the comparative ease of classification of the various

methods. The previous sections of the report have presented the results

of our research; in the present section it remains to discuss their meaning

and si gnificance.

Durability of the Typology and Ability of the Techniques to Reproduce it

The typology does , indeed , appear to be quite dura ble. It holds up

quite nicely when appl ied to the entire population of groups. While the

Bayesian method met a dead-end early on, the remaining methods -- distance

function , discriminant function , and decision tree -- all produce within-

cluster variances which are not only not greater than , but are actually

smaller than , wi thin—cluster variances In the origina l developmental study’s

sample. This is significant because, had the ori ginal been a statistical

or sampling arti fact, we would have expected appl ying the distance function

(or any of the other methods) to the entire population to produce In the

fit— forcing within—cluster variances much larger values than those obtained

I’- - 
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in the original study . The fact that , if anything, the reverse happens

provides rather persuasive evidence tha t the typology really exists and

represents more than an artifact , sampling or otherwise , of the methods

used in the developmental study.

Beyond this , on the issue of size of within—c luster variances , no

method is decidedl y superior to the others. All produce variance values

near or bel ow those in the developmenta l study. However, as mig ht perhaps

be expected , the distance function produces in general cluster mean values

closer to our criterion of the “true” values (those of the ori ginal study )

than do either the discriminant function or decision tree methods.

Althoug h we have rather arbitrarily chosen the cluster means of the

ori ginal study as representing the time values , the probl em is no doubt

one of successive iterations , attempting each time to come closer to the

mark. This provides us with a somewhat broader perspective on the problem .

That the typology does seem qui te durabl e suggests rather strongly

that there are true types, with true cluster values in 14—space , which

exist. Viewed in somewhat factor analytic terms, there are true vectors ,

to which we are attempting in our research to rotate clusters classifi ed

by various methods. The variance (of groups in the population in 14-space)

can thus be broken down into two components : J
(a) Variance between the true vectors and mean cluster

vectors.

(b) Variance within—clusters of classifi ed cases from
their cluster means.

If each method aligned Its cluster vectors perfectly, they (the methods )

woul d differ in accuracy only by within—cluster variance. M we have seen ,

the three methods do not differ appreciabl y on this. As a general
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statement , therefore , we mig ht say that the evidence for thr’ typoloqy i’ .

quite strong , that each method produces vectors which are equally “ti ght ,”

but that the discriminant function and decision tree method s produce

cluster mean values which are somewhat more distant from the original

values than are those of the distance function . Since the latter may in

some measure refl ect the fact that the same method was used , great signi-

ficance ought perhaps not be attached to it.

Probl ems in Implementing a Bayesian Approach

The Bayesian method met, within the limits of this study , a dead end

because the profile indexes are not Independent. Pursuing it despite this

fact produced values for the odds—likel i hood ratio , which exceeded the

capacity of what is an up-to-date computer (AMOAHL 470V6). While a Bayesian

approach cannot be permanently dismissed , its feasibility clearly requires

that some answer be found to the probl em of index i nterdependence . This

interdependence is exacerbated when one has a fairly large set of predictors

(say more than 7). It seems highly unl i kely, however, that measures of

organizational functioning will ever be independent, and most likely, wi t’

continue to be many iti number .

Proportion of Correct Classifi cation

The remaining alternatives to the distance function itsel f -- namely,

discriminant function and decision tree -- seem on the surface to produce

approximately equal proportions of correct classification (77 versus 72

percent.) However , this Is true only If ties in the decision tree procedure

that involve the correct type are assigned to that correct type. ~nitting

tied cases , classification accuracy for the decision tree drops to 57 percent.

ii
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The decision tree procedure , as implemented herein , produces many tied

classifications. Here , as in its misclassifications , it seems unable to

reliably distinguish straig ht— line profiles from divergen t profiles at

approximately the same l evel and tends to consign the former over much

to the latter . -

The tied classifi cation probl em for the decision tree method led us

to apply, as an after thought, the severity calculation procedure (cf.

p. 102) appl i ed to misclassifications , to the ties themselves. In other

words , perhaps the decision tree ’s tendency to ties is not, in its effects,

much of a probl em. Table 38 presents the results of this further analysis.

They reveal that the probl em is not appreciably different from that of

misclassification . A large majority represent instances of an absence of

positive change. However , again as with decision tree misclassifications ,

approximately one case in four or five would result in destructive change.

In part , of course, the ties and misclassifi cation problem refl ects

the version of a decision tree selected for impl ementation in the present

study. In theory, we might alternative ly have chosen a sequenced form ,

in which being hig h or. the first index in the sequence excludes some number

of possibilities altogether . In fact, however , this possibility sec’ms to

be excl uded by the state of the knowl edge base. While there are sets of

variabl es known on the basis of research to be causal in relation to other

variabl es, the sequence is not fixed nor immutable. There ‘is instead more

nearly a gestalt flavor to the pattern of variables , with some “usually ”

or “generally ” thought to precede others. Therefore, something like the

present version of a decision tree seems the only feasibl e form , and , as

we have seen , I ts accurac y leave s some thi ng to be des i re d .

- - 4
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TABLE 38

CHANGE DEGRADINGS FROM DECI SION TREE TIES

Tie Leads Should Have Amount of
To Been Degrading N Percent

- - ++ 4 0 0

-- + 3 42 2

- ++ 3 12

— + 2 69.5 4

0 ++ 2 115 6

0 + 1 221.16 12

- 0 1 3 0

+ ++ 1 130 7

-- - 1 ‘ 5 0

No Degradings 0 1255.33 68

~
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Zero—One Count

The three methods — -  distance function , decision tree , and discri-

minant function -- do not differ appreciably on a zero—one count comparison.

At roughly .67 standard deviation units , approximately half of the indexes

per work group exceed the desi gnated value of the assigned type by that

much or more . Overall accuracy of classification notwithstanding, what

this suggests is considerabl e variation , perhaps idiosyncratic , perhaps

for particular indexes . However , the average number of indexes differing

signifi cantly from the designated value exceeds only slig htly that which
I

would be explained by random chance according to normal distribution theory .

Severity of Misclassification

The methods differ rather substantially in the consequences of their

misclassification . While the consequences of correc t classification under

either the discriminant function or decision tree procedure would be a

positive improvement of one quarter to one half a scale point , and the

majority of misciassificat ions under either would result simply in an

absence of positive change , the decision tree would much more frequentl y

produce destructive change (outright deterioration) in its misclassifie ds .

- Under the decision tree method , one misclassification in four would produce f -

destructive change , whereas only one in nine would do so using a discriminant

function . Either method would appear superior to change agent choice ,

however , since the latter produced results significantl y worse than chance.
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Use of Reduced Information Sets

Our results indicate that classificatio n accuracy suffers rather

t. dramaticall y when respondent sampling occurs . Even a two-thirds random

sample , which would generally represent a higher proportion than is

considered where sampling is proposed , produces a reduction in classifi-

cation accuracy that is unacceptable.

However , at least a portion of the results suggest that reduced numbers

of measures might produce equally satisfactory results . Our generation

of “super-indexes ” for use by the discriminant function , together with the

fact that fewer than the number of items involved in each would presumabl y

be required to obtain adequate interna l consistency , suggests that it might

be possible to generate a “short form” of the survey which would satisfy the

diagnostic classification purpose. It should be noted, however , that that

might not be compatibl e with feedback and development purposes .

Ease of Calculation

Only the decision tree method provides promise of easy calculation.

Were its accuracy and severity of misclassification problems to be solved ,

therefore , it might present sign i ficant potential for being transportabl~

and not bound to a large data bank and computer capability .

Conclusions from the Research

We con~1ude from this rather complex research project that the typology

which undergrlds our efforts at data based (computer assisted ) diagnosis is

indeed durable . Of the methods proposed for examination , two seem not to

be likely candidates at any immediate time for on-line use in real world

I - .9 ~~~~~~~~~~~~~~~~~~~~~~~~~~~
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settings. A Bayesian system , to be at all feasibl e, must first solve

the problems of dealing with interrelated measures . This is no mean feat ,
L

since it seems hi ghl y likely that measures of organizational functioning

are intrinsically inter—r elated , for a whole host of systemic reasons.

Any effort to solve the problem by orthogonal factor analytic treatment of

measures , for exampl e, seems likely to encounter the difficult y that such

efforts have in organizational settings in the past. What is orthogonal

in one setting at one time is no longer so in other settings or at future

times . Thus a Bayesian approach to organizational diaqnosis seems improbable

of realization without further research.

A decision tree approach , while eminenti ,’ doable , as the present

research has shown , seems to suffer from a mismatch between its requirements

and the reality of the situation . The state of the knowled ge base does not

permit a decision tree of optima l form (i .e., a “sequenced” one). On the

other hand , the fact that the non-sequenced form (like any other form ) makes

yes—no judgements means that it sacrifices information that both a distance

and a discriminant function use. As a result , it makes errors of classi-

fication tha t are b~~h too frequent and , more importantly, too costly in

their likely impact upon change outcomes .

Even the decision tree method , however , and certainl y each of the others

examined , would yield results superior to change agent choice , which did

significantly worse than chance.

Respondent sampling seems not to be a feasibl e route to making the

survey—diagnostic task more manageabl e, since even relatively large sampl es

produce unacceptabl e errors of accuracy. Collapsing of measures and reduction

of the number of items does seem a potentially feasibl e route , however ,

• provided that the task of the measures is limited to diagnostic classifications. -
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Perhaps one of the most significant findings is that neither of t~’e

comparatively accurate methods is easy of calculation . Only the decisio n

tree method has this potential quality and its problems of accuracy clearly

outweigh that ease. It seems likely, therefore , that any acceptable

method Of organizational diagnosis will for the foreseeable future require

the amassing of a large data bank and the availability of a significant

computer accessibility.

Against this backgrop, our conclusion is that research should be pushed

on the following issues of organizational diagnosis , answers to all of

which could greatly broaden the scope of what is possibie and iinpl ementable.

Additional exploration of the typology , including any

possibl e modIfi cations of the definiti onal values , its

generalizabi lity and durability .

Enlarge the knowl edge base wi th respect to the effects

of different treatments on different types within the

typo 1 ogy .

Investigation of the effect of level on work group

type. One question which illustrates this issue is

whether a Type three, level one is the same as a Type

three, level four. (Level refers to level of the work

group in the organization.)

How the ~~curacy of classification is affected by the

level of the work groups being classifi ed.

The effect on the typology of converting work group

scores to level percentiles prior to classification .

- ) ~~~~ 
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Additional inquiry into the decision tree t~’pe of

algorithm , with possible usage of non-uniform

intervals , both across types and across indexes.

Investigation into other forms of data reduction

• with respect to sampling. Possibilities mi ght

inc l ude stratified sampling or sampling onl y from

work groups with size above a certain level .

‘ p
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• SUMMARY

The process of organizational development and change contains two

component subprocesses , diagnosis and therapeutic intervention. Although

equall y crucial to the success of any developmental effort , diagnosis takes

prior importance because it occurs earlier in the developmental stream .

Thus , an important part of the consultant’ s role is often presumed to con-

sist of translating a wide variety of symptoms into a coherent pattern

that permits planning and carrying out appropriate remedial action.

If this is the desirabl e state of affairs , it is scarcely what in

fact obtains in most organizational devel opment projects . Reviews and

exchanges in the literature , plus the meager formal evidence , suggest that

the field is characterized by ad hoc probl em— solving and by efforts to

simp l y justi fy whatever it is that the consultant knows how to do.

If progress is to be made in organizational diagnostic methodology ,

procedures must be explored and tested which offer promise of systematizing

the task. In other fields with a similar diagnostic task , such as medicine

and psychiatry , advances have been registered by computerizing portions

of the process. In addition to speeding up the procedure , this offers

promise of handling as well the general problem of the clinical judge

(consultant): statistical prediction , here as elsewhere , is likel y to prove

far more accurate than clinical , or clinically mediated , prediction .

An attempt to develop and test more rigorous diagnostic procedures in

organizational development should be based upon a model containing principles

of organizational functioning. The Likert meta—theoreti cal statement

__• 
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formed the model underly i ng the resea rc h here i n re porte d , as well as th e

sourc e of content of the Survey of Organizations ’ data bank , containing

approxima tely 7 ,000 work grou ps , used to test the propo ’.itions which were

investigated .

An earlier study had used a hierarchical grouping technique which

employs t he di stanc e function as a measu re o f work group Survey of

Organizations ’ profile similari ly to generate a 17-type typoloqy . The type

profile means from this earlier study were taken as the patterns of symptoms

definin g the 17 alternative functional states , and the distance function

was used wi th all 7,000 groups to define the “true ” type of each group.

Against this criter ion, a num ber of questions were addressed :

. Is there evidence that the ori ginal typology holds up

when applied to the entire population of groups; that

is , does it appear to refl ect real i ty?

If the typology holds up, how ef fec ti ve is a d is tance

function in classifying by type ?

Using the distance function classification as the

criterion , how accurate are discriminant function ,

decision tree , and Bayesian methods in classifying

groups?

To what extent are these methods abl e to classify

groups correctly using reduced information sets?

Do the methods differ in ease of calculation?

The resul ts indicated tha t the typology did indeed hold up, with within —

cluster variances for all methods used to reproduce it which no larger

than , and ordinaril y smaller tha n , those of the origina l study. As might

-‘I
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• be ex pecte d , the distance function produced profile mean scures which werr

closer to those of the ori ginal study than were those of the other meth i’.

L examined.

The Bayesian method met with an early dead-end , since the survey indexe~

were both intrinsically and in fact interrelated . An attempt to calculate

odds -likelihood ratios despite this fact produced values which exceeded

the capacity of what is a very large computer. While this method ought

not be permanently dismissed , further progress is obviously contingent upon

some answer being found to the probl em of index interdependence .

On the surface , the decision tree and discriminant function methods

appeared to be approximatel y equal in their abilit y to classify groups

correctly. However , the decision tree method , at least as imp l emented

within this study, ’seemed prone to an inabilit y to differentiate among

types with some characteristics in common. Specifically, it generated

an excessive number of ties. For both these ties and its outrig ht misclass i—

fications , there was a degrading of projected change which was quite severe:

one out of four misclassified groups would experience outright destructive

consequences , wherea s only one In nine would do so using a discriminant

function method . Any of the methods was superior to consultant choice ,

however, where results were significantly worse than chance.

Reduced information sets in the form of fewer measures seem entirely

plausible from the study ’s results. On the other hand , sampling of respondents

produced unacceptabl e decrements in classification accuracy even at hi gh

percentages.

Both the distance and discriminant function methods require large

developmental data banks and a significant computer capacity for their

• -•
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r

Impl ementation . Onl y the decision tree method could stand alone without

these supports. However , its problems of accuracy and of the consequences

of its errors make that transportability a dubious advantage at present.
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