N——
S

AD=A065 136 CHARLES STARK DRAPER LAB INC CAMBRIDGE MA F/6 1/3 e

AN INTEGRATED FAULT=-TOLERANT AVIONICS SYSTEM CONCEPT FOR ADVANC==ETC(U)
FEB 79 NO0019=78=C=0%872

UNCLASSIFIED R-1226 | NL




9¢ 1S9 OV ay

2402 114 900




UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE (When Deta Entered)

REPORT DOCUMENTATION PAGE

READ INSTRUCTIONS
BEFORE COMPLETING FORM

1. REPORT NUMBER

2. GOVT ACCESSION NO.

3. RECIPIENT'S CATALOG NUMBER

4. TITLE (and 1}

AN TEGRATED FAULTjggLERANT ION‘CS
M CONCEPT FOR ADVANCED ATECRAFT KN
= _ et

f

6. TYPE OF REPORT & PERIOD COVERED

Final fepa: ’

} ET yemrum:a
R-122

7. AUTHOR(s)

/

CT OR GRANT NUMBER(s/

| N?}l}»’if)-n-e-}ﬁsn

9. PERFORMING ORGANIZATION NAME AND ADDRESS
The Charles Stark Draper Laboratory, Inc.
Cambridge, Massachusetts 9

1

1 4

49,

1 RE

10. PROGRAM ELEMENT, PROJECT, TASK
AREA & WORK UNIT NUMBERS

11. CONTROLLING OFFICE NAME AND ADDRESS
Department of the Navy

Naval Air Systems Command Code PMA~2693
Washington, D.C. 20361

/i

[1 Febfuamy—3979 ;

328

14. MONITORING AGENCY NAME & ADDRESS (if different from Controlling Office)

16. SECURITY CLASS. (of this report)

UNCLASSIFIED

16s. DECLASSIFICATION/DOWNGRADING
SCHEDULE

61)6) P' L

16. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited.

17. DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if different from Report)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverss side i necesssry and identify by block number)
Avionics Redundancy Management
System Integration Fault Detection
Fault Tolerance Fault Tolerant Computers

/\\ Damage Tolerance
/

CT (Continue on reverse side if necesssry and identify by block number)

A conceptual baseline design for a highly integrated fault- and damage-
tolerant avionics architecture is presented. The architecture is generic in
nature, and applicable to a broad range of aircraft types; including CTOL,
VTOL, and V/STOL; and all classes from supersonic fighters to transports.
The architecture embodies pools of modular resources, configured to flexibly"’
serve required functions on a priority basgis. n:g\."él ng system elements

which can serve _multiple ng tage of systematic
TaNn TV R UNCLASSIFIED ay‘/

SECURITY CLASSIFICATION OF THIS PAGE When Dete Entered)

08 34




R LT AP YR S0 o0 b P 0. MO e 10w

U PP RP————————————__TE T A

~——_ SECURITY CLASSIFICATION OF THIS PAGE (When Dem Entered)

stract (Cont.)

| =} ault-tolerance methods and procedures, the design tends to minimize repliica-
I8 tion of elements and overall complexity. In concert with logistics and
t 3 maintenance procedures designed around the pooled modular element approach,
the architecture can provide required performance, reliability, damage toler-
ance, and availability at minimum life-cycle costs. Its inherent flexibility i
allows it to readily incorporate a wide variety of mission~specific elements '
b and to easily adapt to growth and change as new elements and requirements
arise.

PRI EMRRRRAN .- |,

e smreyy e

B2 o L

"M s ——
g I Ny




e 2 e I AN TR AR T

gy

"?9, P
e o "
1 d 4 ,

e

2 e

.

i R-1226

AN INTEGRATED FAULT-TOLERANT AVIONICS
SYSTEM CONCEPT FOR ADVANCED AIRCRAFT

1 February 1979

(1] White Sectier

L[] Gt Sectis [
UNARNOUNCED 0
JUSTIFIGATION ......covmeercnencnsnaiinens “ Approved:

Department Head

OISTRIBUTION /AVAILABILITY CODER

TThist. AYAIL. d/or SPEGIAL

am bRy e DD C

MAR 2 1979

me
’m_grﬁz’ramu ]
Approved for piiie ralosons

p n

Distritnziisn At ents 4

y - Skt % Fiast o <l o, SR S d Yo
- ST s e L

.




P T INE .

-

B T

ey

A P NN

T

e B 9 AN 1 o e i i B AR AV L B AT AU S

ACKNOWLEDGMENT

This report was prepared by The Charles Stark Draper Laboratory,
Inc. under Contract N00019-78-C~0572 with the Naval Air Systems Command
of the U.S. Navy.

Publication of this report does not constitute approval by the
U.S. Navy of the findings or conclusions contained herein. It is pub-
lished for the exchange and stimulation of ideas.

Prepared for publication by the CSDL Publications Section.




TABLE OF CONTENTS

Section Page

1 ENTRODUCTPTON: o 5 oii i e slaiaiaataiatsts a nlaleloiatatals she oiaslo s ials s s o ois o sisssinie L
2 CORE AVIONICS SYSTEM FUNCTIONS AND GOALS.:eeecesscacacscaa 3
2.1 Functional Requirements and GoalS....ccveeeecccacces 3
2.1.4 Flight-Control RequirementsS........cccc0000.. 3
%: 2.1.2 Navigation RequirementsS......ccccceveececsss 5
55 2.1.3 Display and Control RequirementsS............ 6
:" 2.1.4 Communications RequirementS.........ccocoees 7
;; 2.2 General Goals and ProcedUresS.......cocevesceoceecccses 9
: 3 INFORMATION-PROCESSING ARCHITECTURE. .. ..cs0evessasaaassaadll
i 3.1 The Changing Information-Processing Problem.........1l1
i( 3.2 Technology Trends and OpportunitieS.......ccoeceeves..13

% 3.3 Criteria for Assessing Information-Processing
= ArchitectureB. ...« sise sis misisiaiagies v ooieinisio eins viasss sasslD
%‘ 3.4 Avionics System Computation Architectures...........l6
?‘ 3.4.1 Dissimilar Primary and Secondary Resources..l6
% 3.4.2 Replication of the Primary Resource.........l1l8
i 3.4.3 Pooled, Dynamically Allocated Resources.....20
3.5 Comparison of Avionics Architectures......c.eceeeee.2l
k. P % Performance-Related Criteria.....ccceeeeee0.22
3.5.2 Economy-Related Criteria....ccccoeeceeeceeccs.24
35,3 Safety-Related Criteria...cceeeecscccccseesalb
3.5.4 Summary of Architecture Comparisons.........28
3.6 Information System Architectural Baseline...........29
3.6.1 Fault-Tolerant Computer ComplexesS...........29
3.6.2 Embedded Computers......cceeesececesscssssssll
3.6.3 Data Communications.......ccocceesoeccscvcsse3l
3.7 sumry.....l.l...i.l.'."ll.'l.'.llv..I.....lll'.ll|33

iii
e — —————

RTINS e

RN, SN

VA, R

AL

pru s




!
| :
! TABLE OF CONTENTS (Cont.) :
L
Section Page
4 INSTRUMENTATION AND REDUNDANCY MANAGEMENT....cocccceee ST
4.1 Introduction.......... S T O T Py FE I AT S P £ AT O e b
4.2 Requirements of the Core Avionics System Design......36
4.2.1 Flight-Control and Navigation Functional
RequirementB .. vacscecscessosnsocssssecsssiosss3b 1
4.2.2 Fault-Tolerance and Survivability
REBQUIYOMENEB .o s o6 55 ¢ o s'si6ais s assibinsie s sie sisssiosisn 37
4.3 Instruments AVATLIADLG. i wacssoessissiesicssesesessasesssedd
4.3.1 Navigation InstrumentsS......ccceceeeseecccsscs 40
4.3.2 Flight-Control InstrumentsS.....c.ccceceeseesees 42 i
4.4 Failure Detection and Isolation Techniques....... ol 580
4.4.1 SeLE=TOBE . s ciein snonivaisi s el bmaie s s vanieoiseeiee s @7 {
4.4.2 Direct-Redundancy TeStS.....cccevosessossocsss 48
i 4.4.3 Analytic-Redundancy TesStS....c.occeeceseccsessdl J
? 4.5 Major Tradeoffs and ConclusionS......veeceeceeecscecess58
g 4.5.1 Inertial Components (Navigation and
¥ Flight Control)..... e e T e o
§ 3T S TU R TR LRI RO TS . |
% 4.5.3 Radio-Navigation AidS.......eeeeeeeencenscns 62
] 4.5.4 Autoland Receivers........cece.. Siale bin B htele o e te e kD
14 p

4.6 Summary and RecommendatiCnS....cceocececsescsccccsessb64
LIST OF REFERERCES . ¢ o e oo oo a:cnbiamseeseessasenesessssseasesli

5 DISPLAYS AND CONTROLS. .cccoccccoccsscsssscccosscassoscssascsnsll

5.1 INCEOANBELON . o1y iliin s oin o hin e wie u-win b avasisia s s s s oiow sipassiesl3
5.2 Advanced Integrated Display System (AIDS)......sece..74
5.3 Fault-Tolerant System Network and Architecture.......78
5.4 AIDS Integration With Core Avionics......ccecceeeeese?9
5.4.1 Level-]l Integration.....cecceeccesccscsssssss.80
5.4.2 Level-2 IntegratioN.cccececcsocsscocsccesseass82

5.5 Conclusions and RecommendationB....ccocevccccccccsssesB86
TIBT OF REPRIENCED o . iviicivssnvs snnisnvisnssoisebbnsssssssesss8 |

P

iv

¥ @n:“"~§wg“.¢\ S
i S s é




S

8
-

Byt

=

-

«

e

SRR

-2
3

o e o

de

Section

6

TABLE OF CONTENTS (Cont.)

Page

RADIO NAVIGATION AND COMMUNICATIONS
ALTERNATIVES/REQUIREMENTS .. ccceceessucnscssssnccsnsasassssBB

6.1
6.2

6.4

6.8

6.9

TOEEOANCETOIN: S o i s st s oo Ak s ety s siata siale =ia sin sy oislaia san B8
NAVSTAR Global Positioning System (GPS)........c....88
6.2.1 System DeScription....cssececcsasccscsssssssB88
6.2.2 User Equipment Description.......ceeeeeee...90
Joint Tactical Information Distribution

SUBtem (T IDB) st ai v e s onslierisinse alsns oo 0oaisseesssveasdl
6.3.1 System Description.....cccceecveecccccscsnasadl
6.3.2 Equipment DescriptioN....cceecececccccscsess94

Tactical Air Navigation (TACAN) ..c.eeeecccccsccsccesasdb
6.4.1 System DescriPtion. cssssoscosssessssssssssssId
6.4.2 Equipment Description....cccececseccecccesss96

Identify Friend or FO€ (IFF)....cceevsesecccccccscessdb
6.5.1 System DescriptiON...ccceeccccccccscscsccossdb
6.5.2 Equipment Description.....ccceeeeeeecesscs.s96

UBF, VHF, and HP RAGIOB. sesssisasesensnbsncossssessssdl

Level~-1 Approach to Radio Navigation and
COMMUniCALIONS, Jic'cs o sivoniawnneiessissoasssossssednsasssIl

6.7.1 Radio-Navigation Configuration
BLteTNACIVER . o ccvivestinnensossssnsnossnsesddT

6.7.2 Communications Configuration......cees.....101

LeVeLl=2" ADPYOACH. ¢ «oiv v s sy v ots s 0% o ouis braon sssoeeesl0S

6.8.1 Tactical Information Exchange System
(PIBBY s v e i svs s Viinicnns ennisonsiossns s snessd0S

6.8.2 Radio-Navigation Configuration
Alternatives....cccovcececsrnccccsonsesess 110

6.8.3 Integrated Approach to Communications......1l13

SUMMINEY s+ > o i nsosvessininctoisiesvisivinisssseseossas bl

LIST OF REFPERENCES:..cocccovsecsosvccssccossssssscssssssal20

INTERNAL DATA COMMUNICATIONS....cccocececescsocssscssaceesl2l

7.1
7.2

7.3
7.4

Introduction and DefinjitioN....cceeveeccccecsscscesl2l

Highly Integrated Avionics System: Impact on
Communicationd.. . cocovevesssessssccvssonsvoesscosssldld

Limitation of Current Bus Architectures............1l25
B‘.ic u‘tmrk nchit‘ctut.l.t..00...!.....0'...0.'.12‘




T

AR 1 T

Section

7.6

8.1

8.2
POWER

9.1
9.2

9.3

9.4

TABLE OF CONTENTS (Cont.)

Detailed Network DeSigN....ccceceocescsasscscccccns 135
7.5:1 Communications Protocol....cceceeceesasesal35

7.5.2 Transmission Technology—Link
TechnOlOogY.cececescecscscsescsssssscscses At

7.5.3 Node Construction....ceeeeeecccsscocscecssal39
7.5.4 Terminal Attachment to the Network........1l41
7:5.5 Mechanical DeSign..c.ccceccesccocasocssssald2

SUMMALY.cecoccsccace o S R S o P R e e

Core-Avionics FunctionsS.....cceeeeseeccessccccsss.146
8.1.1 Flight CONtrOl.cccevecccccececcssscccsssssldb
8.1.2 GUEAANCE. csicssvssaisnsocianensosessssssessssld]
8.1.3 NAVIGALIDN . o siuisictvin s s sisie siois sis s sigiors ssininisinas s LBT
8.1.4 Crew Interface........;...................147
8.1.5 COMMUNIiCAtiONS.ceececcovcocscrascsassessssldB
8.1.6 Subsystem ProcessSing..cccccccccescsssnccss 148
8.1.7 FTMP Operating System......cccoceeeeeresss150
8.1.8 DREA BARE .. .. s o000 vinsinaisioiseameseniensneld)

BOMBBEY L v /s oivis s v =00 elbierstars sle sihis oo siiainie o o v vis s 6 nis s 150
DISPRIBUTION o5 sio's aibis oo o vivesannssssisssinsseuwssssseselBT

INErORUCELON. o oo couvosmmbnseoss siosonssscosssssssadd
Advanced Aircraft Electrical System (AAES)........157
9.2.1 Summary of AAES Features.........sceosee0..159

Comments on the AAES ApPpProach......cccoceeeeseeessel62
Qi ILL . 270 VBCsu s o sokineibessssssssebiossssspesenelbd
9.3.2 POWEr GeneratorBS.....cccccesessvsssssecssslb2
9.3.3 Semiconductor Devices....ceccceecccccccessl63
9.3.4 DC to DC CONVerter...cccceecocecscscscseesalbl
9.3.5 CONtACtOrS.cccccsosocsovsososscsnsnscsseseelbl
9.3.6 EMI and Lightning.....ccccoccse0scesevess.164
9.3.7 The MAP, AAES Interface......ceccecceeees.164
9.3.8 Grounding and Shielding....ccceceeceeeseasasl65
9.3.9 Power for SOSTEL and GPMS...ccscccevvecssa167

smty.ooc-.o-~c..oooooooo'o-coooo.ouoo-..onoo.o-167

LI" o’ mc!s.oo-ooo.no.oolo.‘o.o-oo010000.00000001168

Lo

t
'
|
}




TABLE OF CONTENTS (Cont.)

‘ Section Page

10 PRACKRGENG olaiois sioinsralarsiais vise 8 olellacs s o vs s oleiai wialisiaistoalalathl s e slterniaieili6 0

JOLE INCEOANEEION i s saiataie et saaisipiata sia ety oiel dlsleleis 2 )60
1052 . MBP PEOGEANN: & 5 v s ¢ sinivid sinsin siacndivn nns o mnss ssmmie 170
0.3 0 DESCUSEION o was ca s vigris s oo nin st siaisiae sleishore o aln oiatels onesl]5
BG4 BT - 5 i v s sini 5o Sl e siei 5 oha it o o i SMEim e alial why et mimis s 17O
LEST OF REPERENEFS : . o s o oiah sl orate oinis siers o sions s vt saise seis enslBl

11 SUMMARY AND RECOMMENDATIONS .. .ccceveecccccsesccccsssccssol82

11.1 Functional RequirementS.......c.cecceeeceveececccessn182
11.2 Information ProcesSsSing....c.oeeesccceccoscssoccansal83
11.3 Instrumentation, Control, and Guidance.............186
11.4 Displays and CONtrolS...cceeeeeevsoccccecssaccaeesso189
1.5 Communleation®. ... derecsssses sinesesiossessssosessssslD0

L F

w

11.6 Power Distribution. .sieesseacdossasssiesansesosssssl92
B 41 S5 G - Yo TS R W p s, e o S LSO [ |- |
11.8 General ConsiderationS......ccceeeeecescaccssosesssald3

a0

g

ol

APPENDICES

¥ 3-A FTMP—A HIGHLY RELIABLE FAULT-TOLERANT MULTIPROCESSOR
o FOR:-AERCRABT < ¢ i o i ot & 0w simr s Win- 0078 ora e Ein as lalata dioincs o slniariinie o ¢-5 195
i

4 6-A FUNCTIONAL DESCRIPTION OF THE NAVSTAR GPS X-SET..........217

6-B FUNCTYONAL DESCRIPTION OF THE JTIDS CLASS-II TERMINAL....283

E
?E

vii §

|
|
1
|
{
|

o)

. - 4 ! e ‘I
e Aoy o e




LIST OF ACRONYMS

G o

AAES Advanced Aircraft Electrical System
ADF Automatic Direction Finder
ADM Advancad Development Model
AEW Airborne Earl? Warning
AIDS Advanced Integrated Display System
AK Altitude Kinematics
AM Amplitude Modulation
i AR Analytic Redundancy
i ASW Antisubmarine Warfare
: ATC Air Traffic Control
§ ATR Standard transport aircraft avionics box
BC Bus Contactor
BFCS Backup Flight Control System
BFS Backup Flight System
BIED Briefing Information Entry Device
: BIT Built-in Test
: BITE Built-in Test Equipment
A C/A Coarse/Acquisition
€ Communication Command and Control
CCSK Cyclic Code-Shift Keyed
cCcu Cable Control Unit
ccv Control Configured Vehicle
c/D Control and Display
Ccbu Control Display Unit
] CFA . Common Family Architecture
CILOP Change in Lieu of Procurement
5 CNI Communications, Navigation, and Identification
f CRT Cathode Ray Tube
l CSDL - The Charles Stark Draper Laboratory, Inc.
i CTOL Conventional Takeoff and Landing

o & viii

L . o PN O i'L e

T -

a_a




DEFT
DFBW
DFCS
DG
DMUX
DR
DSB
ECM
EMC
EMI
EMP
F€
FDI
FDI
FDM
P
FLIR
FM
FSK
FTMP
GK
GN&C
GPMS
GPS
HF
HIT
HMD
HSD
HUD
ICP
1P
IFF
IFF
IFU
IHS
IISA
IM
IMU
INS
I/0
IRA
IUs

Design Evaluation Flight Test
Digital Fly By Wire

Digital Flight Control System
Directional Gyro

Demultiplexer

Direct Redundancy

Double-Side Band

Electronic Counter Measures
Electromagnetic Compatibility
Electromagnetic Interference
Electromagnetic Pulse

Flight Control

Fault Detection and Identification
Fault Detection and Isolation
Frequency Division Multiplexed
Fault Indicators
Forward-Looking Infrared
Frequency Modulation

Frequency Shift Key
Fault-Tolerant Multiprocessor
Geographic Kinematics
Guidance, Navigation, and Control
General-Purpose Multiplex System
Global Positioning System

High Frequency

Hughes Improved Terminal
Helmet-Mounted Display
Horizontal Situation Display
Head-Up Display

Integrated Control Panels
Intermediate Frequency
Identify Friend or Foe
Information Friend or Foe
Interface Unit

Information Handling System
Integrated Inertial Sensor Assembly
Interface Module

Inertial Measurement Unit
Inertial Navigation System
Input/Output

Inertial Reference Assembly
Interim Upper Stage

ix

Aoy v




&
-4
¥

:
ES

TR e

SIRU

B e e

Joint Program Office

Joint Tactical Information Distribution System
Thousand Operations Per Second

Light-Emitting Diodes

Low-Light-Level Television

Load Management Center

Local Oscillator

An Omnidirectional Low~Range Airspeed System by Pacer
Systems, Inc.

Line Replaceable Unit

Left Status Advisory Display

Lower-Side Band

Large-Scale Integration

Modular Avionics Packaging

Master Control Station
Modular-Integrated Display Electronics Rack
Multifunction Inertial Reference Assembly
Microwave Landing System

Minimum Phase-Shift Keyed

Monitor Stations

Mean Time Between Failures

Modified Sequential Probability Ratio Test
Naval Air Development Center

Navigation grade

Navy V/STOL capability program

Naval Electronics Center

New Installation Concept

Naval Ocean Systems Center

Power Controller

Power Generation System

P~type Instrinsic N-type

Pseudo Range

Pseudo~Random Noise

Radio Frequency

Rotational Kinematics

Right Status Advisary Display

Raster Signal Generation

Status Advisary Display

Standard Avionics Module

Standard Electronics Module

Status Indicators

Redundant Strapdown Inertial Reference Unit

T W

S 0 Vg P e T e e, f
¥ i e B2 oo

v 2R gy iy 42
il '~»~:_J,":~.; a

B g

. Do ————

2




" 8 SOSTEL solid-State Electric Logic

& SPRT Sequential Probability Ratio Test
L 5 SRLS Short-Range Landing System
SSB Single-Side Band
i TACAN Tactical Air Navigation
: TD Translational Dynamics
TDMA Time Division Multiple Access
TIES’ Tactual Information'Exchange System
TK Translational Kinematics
TOA Time of Arrival
TSE Total Squared Error
- UHF Ultra-High Frequency
T USB Upper-Side Band
% VG Vertical Gyro
g VHF Very High Frequency :
& VOR Very High Frequency Omni Range
.3 VSD Vertical Situation Display
%; V/STOL Vertical/Short Takeoff and Landing
%4 VTOL Vertical Takeoff and Landing
% AR Delta Range

&

]

S




SECTION 1

INTRODUCTION

This report documents a three-month study effort by The Charles
Stark Draper Laboratory, Inc. (CSDL) to establish a preliminary defi-
nition of an integrated fault- and damage-tolerant avionics architec-
ture. Operational Navy aircraft of the mid 1990s are envisioned as
the intended application.

To assure appropriate cognizance of ongoing technology efforts,
information on current Navy technology programs was gathered. A com-
prehensive review of these programs, presented by Navy personnel at The

‘ Naval Air Development Center, was the most important source of informa-
g tion for this part of the .effort. Subsequent contact between Draper
Laboratory staff members and Navy personnel at NADC, NEC, and NOSC,

: provided additional detailed information. Visits to, and contact with,
; various industrial contractors provided information on those program
elements being pursued by industry. To the greatest extent practical,
the current and projected developments of these programs have been in-
tegrated into the fault-tolerant avionics architecture and recommenda-
tions on future directions of these programs are set forth.

An important aspect of the effort was thg desire to define a gen-
eric avionics system which could be applied to:a broad array of vehicles.
The range of application includes supersonic fighters and attack air-
craft, transport aircraft, CTOL, V/STOL, and helicoptefs. Because it
is common to all of these aircraft, the core avionics system (which
supplies the flight-control, navigation, pilot-display, and communica-
tions functions) was the focus of this study.

Another important element of the study was the ability of the
design to support a broad range of mission functions. Thus, the design
must be flexible, able to interface gfaccfully with many different types
cf mission elements, and able to supply the systems management functions
necessary for effective overall system integration. Implicit here is
the need for flexibility and adaptability to growth and change as new
requirements and systems evolve.

v




; A third important aspect of the study was to define a system to

t minimize life-cycle costs. Considerable effort was concentrated on
minimizing system complexity and replication of elements. Fault toler-

: ance, redundancy management, and real-time fault isolation to the level

) of line replaceable units were emphasized:in the design in order to

minimize maintenance and logistics costs.

Of all the vehicles to which the generic avionics system could be
applied, the V/STOL tends to impose the most stringent requirements in
terms of its impact on the core avionics design. Hence, in the study,
special emphasis was placed on assuring that V/STOL requirements could
be satisfied.

The avionics architecture concept presented in this report differs
significantly from current practice in avionics system design. A very
high level of integration of all avionics system elements, including
flight-critical functions, is proposed. Although this architecture has
the potential to achieve significant increases in performance while
minimizing life-cycle costs; no definitive flight-test experience with
¥ this type of system is currently available. To make such a system
viable for operational aircraft of the 199%0s, a comprehensive flight-test

demonstration program, initiated in the very near future, would be re-
quired in order to verify the integrated architecture approach.

pe

Major elements of the system are addressed in each of the succeed-
ing sections of this report. First, the overall functions, operational
requirements, and goals of the design are defined. Then, the information-

- processing aspects are discussed, followed by the instrumentation. Dis-

o TN IV SO, g

plays and controls, communications, and internal data transmission are
i addressed, followed by software, power distribution, and packaging.
' The final section provides a summary and recommendations for future

directions of Navy technology programs.
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SECTION 2

CORE AVIONICS SYSTEM FUNCTIONS AND GOALS

2.1 Functional Requirements and Goals

The core of a generic avionics system is defined here to support
*
four primary functions: flight control, navigation, display and con-
trol, and communications. The system design goals to be attained in

each of these functional areas will be examined in the following
sections.

2.1.1 Flight-Control Requirements

Flight control consists of the stabilization and control of the
aircraft's attitude, velocity, and flight path. The flight-control
system must assure a well behaved aircraft from the point of view of

pilot handling, and must a2lso support a number of path-guidance
functions.

Future high-performance combat aircraft will make use of Control
Configured Vehicle (CCV) design methods. The CCV approacﬂ relaxes
traditional constraints on airframe design, such as static stability,
allowing significant performance advantages. Automatic controls then
provide the stability augmentation necessary to attain acceptable
handling qualities and overall system performance. For example, V/STOL
aircraft are, by their very nature, CCV designs. Stability augmentation
of most CCV aircraft is flight-critical because direct manual control
of these unstable aircraft is beyond the capabilities of most pilots.
Vertical-flight operation of a V/STOL, under poor visibility conditions,
is flight-critical. Thus, flight control must be provided at levels of

performance, reliability, and survivability commensurate with flight
criticality.

.In this report the term avionics is interpreted broadly, to include
the flight-control function.
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The path-guidance functions that must be supported by flight
control include fire control and weapon delivery, landing, and various
mission-oriented automatic navigation modes (such as terrain-following
and low-altitude flight over water). In addition, path guidance for
fire control may involve certain CCV design features such as direct-
lift and side-force control, fuselage pointing, and precision tracking
using a tracking sensor, as (for example) a fire-control radar. As
weapon delivery tasks become more highly automated, the interaction
between flight-control and fire-control elements inevitably increases.

The trend toward automation of path-control functions is a con-
sequence of the growing capability and sophistication of sensors and
weapons. It is an increasing trend that is likely to accelerate as
combat scenarios become more complex and overall weapons-system per-
formance requirements increase.

As the path-guidance elemenfs become more closely coupled
with flight control, the flight criticality of these elements inevi-
tably increases. For example, failure of the terrain~following
system can be immediately catastrophic at high speed. Similarly,
automatic landing is flight-critical near touchdown. Typically, the
more tightly the path-control function is coupled to flight control,
the more critical it is to flight. 1In the terrain-following task
with precise navigation to a target, the radar, inertial-navigation,
and possibly radio-navigation elements are all tightly coupled with
flight control. Similarly, in the autoland task, the autoland sensors
and communication elements, both airborne and shipboard, are closely
coupled with flight control.

Traditional distinctions between the roles played by various
elements within the avionics system become blurred as the functions
become tightly coupled. For example, when the aircraft is in the
terrain-following navigation mode, the entire aggregate, consisting
of the radar, inertial navigator, flight-control sensors and actuators,
and all associated computation elements, is involved. In effect, the
flight-control system is expanded to include all the elements partici-
pating, and the entire aggregate becomes flight-critical.

To support the path-guidance functions at appropriate levels of
performance, reliability and survivability, the avionics system must
have a high degree of configuration flexibility. The system must be
able to access an appropriate set of sensors, actuators, computation
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elements, and associated data-communications facilities. The levels
of redundancy of the various elements must be chosen to be consistent
with the required levels of reliability, survivability, and perform-
ance for the functions to be served. Elements capable of supporting
multiple functions should play multiple roles in the designated con-
figuration. Tne collection of elements must be tied together so that
effective fault detection and redundancy management can be accomplished
by comparisons of diverse sources of information. An efficient parti-
tioning of tasks must be established in hierarchical fashion so that
the requirements for data communications within the system are realiz-
able. Finally, the configuration capability must be sufficiently
flexible to readily admit new functions, subsystems or modes of opera-
tion that may evolve in the future.

A particularly significant consequence of the need for various
path-control functions (as previously outlined) is that there is not
a sharp distinction between those elements of the system that are
strictly devoted to flight control, and those that are not. If, in
fact, a flight-control subsystem is defined to include all elements
that participate in the flight-control function, the entire collection
would encompass much of the avionics system. Furthermore, imposing a
dicotomy between flight control and other elements is directly at
odds with the concept of system integration, and inevitably leads to
a proliferation of system elements and a reduced level of overall
flexibility to growth and change. Thus, a ground rule of the generic
integrated fault-tolerant system design is that the flight-control
function is fully integrated with, and shares resources with, all the
other functions supported by the avionics system. The design challenge
is to create an information network and a power-distribution system
within which this level of integration can be realized without de-
grading the reliability of this critical function.

2.1.2 Navigation Requirements

There are three primary requirements imposed upon the navigation
function. First, a basic requirement is the capability to locate a
target within a tactical reference frame with sufficient accuracy to
allow engagement of that target. The precise statement of this require-
ment depends upon the aircraft mission. In a close air-support mission,
for example, the need is to locate a lpecificdvg:ound target with suf-
ficient accuracy to deliver ordinance on the target. In contrast, an
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! ¢ antisubmarine warfare (ASW) aircraft must deploy a pattern of buoys,

L and continuously define its position relative to those buoys in order
to locate a submarine within the acoustic range of the buoys. A
second requirement on the navigation system is that it provide guid-
ance to the vicinity of a desired landing site (e.g., air-capable
ship or forward base), with sufficient accuracy to allow acquisition
of landing guidance si&nals, and then provide the guidance information
for precise landings. The third requirement is to support fire con-
trol and weapon delivery in the form of position, velocity, and
attitude transfer alignment to standoff weapons.

Because the navigation function is only mission-critical and
not flight-critical, its reliability need not be as high as for the
flight-control function. Important exceptions are cases in which the
navigation system is coupled into the flight-control function, as in
the terrain-following mode.

As was the case for the flight-control function, the avionics
system must have the flexibility to assemble the outputs of various
navigation sensors and computation facilities in order to provide
necessary navigation data consistent with mission requirements. This-
assemblage must be managed in hierarchical fashion to assure maximum
use of all resources, and to provide efficient redundancy management.
Furthermore, a primary requirement is a high degree of flexibility to
allow growth and change, and to accommodate new sensors and subsystems
as they evolve.

2.1.3 Dpisplay and Control Requirements

The avionics system must support both flight- and mission--
critical display and control functions. The flight-critical displays
and controls must be highly reliable and survivable, while mission -
critical requirements are much lower. These two categories are
quite compatible, however, in the sense that the data rates required
for flight control are low compared to typical mission data-rate

E requirements. Thus, the high levels of redundancy necessary for
flight criticality can be obtained by multifunction use of the mission
! displays. This is accomplished by curtailing mission functions (when
necessary) to support flight-critical functions in the presence of
faults and local damage.




oug

—I'~ P m———— P

Flight displays may include a head-up display, a vertical-
situation display, and a horizontal-situation display. In addition 1
to these, the system must be able to display various types of status
and warning information. Provision must also be made to input commands
and data (in terms of control stick, rudder pedals, etc.; for mode
switching; and from a keyboard).

Mission displays must provide for the increasing complement of
tactical data that must be presented. It is especially important that
a high degree of flexibility be incorporated inﬁo this display system
so that future systems can be supported without requiring extensive
modifications. Furthermore, the mission-related display elements
should be included as an integral part of the total complement of
display elements, thereby allowing them to support flight-control

Py

functions when faults or damage eliminate one or more of the flight
displays.

2.1.4 Communications Requirements ; i

The core avionics system must support transmission, reception,
and processing of both voice and data messages. The functions sup- :
ported include communications, command and control, navigation and
information friend or foe (IFF).

In the time frame envisioned for the integrated avionics system,
the primary communications medium is likely to be the Joint Tactical
Information Distribution System (JTIDS). 1In addition to communications,
this system will alsc supply navigation data. The integrated avionics i
system must be planned to support JTIDS, including all the improvements {
and modifications likely to occur as the system evolves.

In addition to JTIDS, the generic avionics system must be suf-
ficiently flexible to support various mission-specific communications
elements. These would include such things as ASW and airborne early
warning (AEW) data links, and any specialized weapon-delivery communi-
cations that may evolve as new ordinance systems are devised.

Various radio links to support navigation and guidance of the
aircraft must also be supported. Most prominent among these is the
NAVSTAR Global Positioning System (GPS). 1In addition, the avionics
system must have the potential to support path-guidance systems such
as TACAN, automatic-landing-system communications, and provide the i
communications capability to operate in controlled airspace. |
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As is the case for the other functions to be supported by the
avionics system, communications elements must be available on a highly
flexible and modular basis in order to support functions at necessary
levels of survivability and reliability, without excessive replication
of elements. These elements must be linked by an appropriate internal
data-communications system so that resources can be managed efficiently
in hierarchical fashion. In addition, the system must provide the
flexibility to support various mission-specific communications systems,

and provide the flexibility to allow growth and change as new develop-
ments occur.

2.2 General Goals and Procedures

The preceding sections have outlined a number of goals specifi-
cally related to the various functions that must be supported by a
generic fault-tolerant core avionics system. 1In addition to these

goals, there are a number of general attributes that the system must
possess.

The system must consistently achieve a high level of fault- and
damage-tolerance for each of the functions it serves. However, at the
same time, fault-tolerance levels must be no greater than is actually
necessary to support each individual function. The design approach
must define the required levels of performance, reliability, and
survivability for each function to be served. Available system
elements, such as sensors, actuators, micrdprocessors, displays, etc.,
must be surveyed in order to identify those that can supply the
necessary performance. Regions of overlap or intersection between
functions, which can be simultaneously served by common elemen’s,
must be identified. The use of inertial-navigation sensors to augment
flight control is one such example. The types of elements and their
levels of redundancy can then be chosen to support each of the func-
tions at the required levels of reliability and survivability. By
appropriate choices, the regions of overlap can be maximized, thereby
minimizing the numbers of elements, system complexity, and life-cycle
costs. This is the very essence of system integration, and it must
be the cornerstone of the avionics design.

It is important in this process to apply a rational and system-
atic approach to fault-detection and identification methods and pro-
cedures. Only in this manner can the maximum utilization of all
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system elements be achieved. In particular, the choice of failure
units is crucial. For purposes of this diszcussion, a failure unit is
the collection of components that is defined to fail as a unit, and
which (when one of its components fails) is identified as failed by

the onboard redundancy-management system. A failure unit may be very
large, such as an entire gimballed inertial navigator that fails as a
result of single transistor failure. By the same token, a single
transistor is an example of an extremely small failure unit. The
choice of failure-unit size is a tradeoff. There is no totally sys-
tematic approach to the definition of appropriately sized failure units;
however, a number of factors including unit costs, packaging, repair-
ability, logistics, and systematic redundancy management must all enter
into the choices.

The architecture of the integrated system must embody a data-
processing and internal-communications configuration that is extremely
reliable, survivable, and flexible. Information must be able to be
routed (as necessary) to any element of the system. At the same time, _ 1
the system must establish a hiecarchical orqanlzatlon, delegating tasks ;
and respon81b111ty (as appropriate) to the functlons served. The § i
information-processing system must implement the fault-detection and
isolation algorithms necessary to manage its cwn redundancy and the
redundancy of the sensors, actuators, displays, controls, etc., with
which it communicates. It must respond to crew commands, reconfiguring
its resources to changing requirements, and must also automatically
reconfigure in response to faults and damage.

The integrated avionics architecture will, by its very nature,
have lower acquisition costs than a system designed to attain the same
performance in a more conventional fashion. However, it is the %“otal i
life-cycle cost that should be the driver in defining a systam. 1In 3 !
addition to acquisition costs, the costs of maintenance and logistics
are significant in this regard. By defining appropriately sized
failure units, and making these units an integral part of the main-
tenance and logistics procedures, significant savings in these crucial
areas can accrue. Since the onboard fault-isolation system identifies
the failure unit, the task of diagnosing faults by maintenance personnel
can be greatly simplified, with commensurate savings in maintenance
costs. Furthermore, the fault isolation is carried out in the actual
operational situation, rather than in a simulated test situation back

! at the base, and the validity of fault isolation is improved, thus
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decreasing the incidence of false removals. Additional savings can
accrue if the number of unique system elements is minimized. By pro-
viding pools of identical elements within the system, the required
levels of performance, reliability, and survivability can be attained
by a population of units which fall into a very few different classes.
The resulting logistics problems are then greatly simplified with
simultaneous savings in logistics costs.

Also of significance here is the prospect that a very high level
of competition in the procurement of both the system and its spares
can be imposed with this approach. By appropriately standardizing
interfaces, the modular system elements can be procured in large lots
from a number of industrial suppliers. The resulting competitive-
market situation will have a significant impact on procurement costs.

The design must have inherent flexibility for growth and change.

It must be truly generic in the sense that it can provide the core-
avionics functions for a broad range of tactical aircraft from small
V/STOL fighters to large CTOL transports. It must be readily adapt-
able to the various mission configurations implied by this range of
vehicles. Finally, it must be capable of adapting to support new
functions and subsystems as they are developed, without requiring
extensive redesign and modification.
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SECTION 3

INFORMATION-PROCESSING ARCHITECTURE

This section defines, from a general perspective, the evolving
information-processing problem for avionics systems of the 1990s.
Technology trends and the opportunities they present for future avionics
are examined and criteria to be met by future avionics systems are set
forth. Trends in current and future avionics architectures are pre-

" sented by way of example, and the characteristics of these architec-

tures are compared in terms of the criteria. Finally, a brief des-
cription of the proposed baseline for a generic fault-tolerant core

.avionics system is presented.

3.1 The Changing Information-Processing Problem

The choice of an information-processing system architecture must
be made in the context of the information-processing problem. As the
problem changes, information-processing system architectures must also
change. The purpose here is to characterize this problem for advanced
systems in the 1990s time-frame, in order to better understand the
ways in which system requirements are likely to evolve. This under-
standing, together with an appreciation of technology trends and the
opportunities they afford for architectural innovation, is a necessary
first step in defining an appropriate architecture for the intended
application.

Looking ahead to the 1990s, sharply increased demands for
avionics systems' digital information-processing resources are fore-
seen. In part, these increased demands can be attributed to the
shift, already well underway, from analog to digital realizations of
avionics system signal- and data-processing functions. 1In part, they
can be attributed to a natural growth in the reéuiremants imposed on
avionics systems by an increasingly complex military environment.
And, in part, they can be attributed to the exploitation of new
opportunities afforded by the extraordinary rate of change, which
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continues to characterize digital electronics technology, particularly
that portion driven by the commercial sectér.

As the demands for information-processing services increase, the
trend toward decentralization of the information-processing resources
is likely to accelerate. Decentralization is one approach to making
an increasingly complex computational problem tractable. 1In addition,
decentralization is the inevitable outcome of current technology trends,
which make it possible to embed small powerful information-processing
devices in a wide variety of heretofore relatively "unintelligent"
avionics~system elements. Finally, decentralization is made necessary
to ensure survivability in a combat environment.

As the role of the computational elements of the avionics system
expands, the need for improved reliability becomes more urgent. The
automation of critical avionics-system functions, such as flight con-
trol and autoland, requires a highly reliable information-processing
system. This requirement for improved reliability is given further
impetus by two other trends: the automation of "routine" flight oper-
ations to relieve overburdened crews, and the use of computers to make
time-critical decisions as weapon sophistication evolves. In addi-
tion, the need for improved reliability grows out of the broader
requirement to achieve higher levels of availgbility, and to keep the
costs associated with deploying and maintaining military aircraft in
the field within acceptable bounds.

As the magnitude of the information-processing problem increases,
as the trend toward decentralization evolves, and as the requirement
for improved reliability becomes more urgent, the resource-management
function of the information-processing system will grow in importance.
The responsibility for monitoring the health of the system, containing
faults, and allocating resources will have to reside in an absolutely
dependable system manager.

There are other ways, as well, to characterize the evolving
information-processing problem. The architectures of the future must
exhibit greater flexibility in accommodating growth and change. An
appropriate balance must be struck between the benefits of standardi-
zation, and those of diversity, as a necessary stimulus to innovation.
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And the need to make the software development, verification, validation,
and maintenance process more manageable must be given special attention.

3.2 Technology Trends and Opportunities

An appreciation of current trends in digital electronics tech-
nology is reguired in order to define an information-processing system
architecture which is well matched to the information-processing prob-
lem in the 1990s. These trends serve to broaden the spectrum of
choices available to the avionics-system designer, and to afford
opportunities for architectural innovations that may not have been
realizable with previously available technology.

The extraordinary rate at which digital electronics technology
is evolving makes long-range predictions uncertain. Certain basic
trends, however, are apparent. Higher levels of integration are being
achieved. As a result, digital electronics' weight, volume, and power
requirements are decreasing. Speed is increasing; device reliahility
is increasing; and efficient, economical hybrid packaging techniques
are emerging. Economies of scale are being achieved through the ex-
ploitation of large commercial markets. Costs per unit of data-
processing power continue to improve.

An opportunity of paramount significance grows out of the cur-
rent trends toward small, powerful, inexpensive digital computational
elements. For the first time, it is possible to envision a system
which incorporates an abundance of information-processing resources.
This abundance is particularly significant because of the relief it
implies in implementing the data-processing functions. The complexity
and cost of software development and verification increases signifi-
cantly as the demand for data-processing resources approaches (or alas,
exceeds) the capacity of the data-processing system. Software develop-
ment and verification costs are decreased significantly when the avail-
ability of information-processing resources exceeds the demands for
such resources by healthy margins.

‘The availability of small, powerful, inexpensive digital compu-
tational elements also provides a stimulus to decentralization. The
imaginative use of embedded processing contributes to a natural par-
titioning of the complex information-processing function into numbers
~nf relatively simple subfunctions:. These subfunctions can be mechan-
ized inexpensively and organized hierarchically, to enforce the degree
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of autonomy desired, and to achieve the degree of coordination neces-
sary. The autonomy of these subfunctions, provided locally to sensors,
actuators, displays, etc., provides leverage in reducing data-
transmission requirements. By confining strictly local tasks to em-
bedded processors, a large overhead burden is lifted from the avionics-
systems internal data-communications facility, resulting a significant
reduction in bandwidth requirements.

Finally, current trends toward small, powerful, inexpensive,
computational elements provide the opportunity to size modules appro-
priately for fault detection, identification, line replacement, and
repair. Declining costs for digital electronics, contrasted with high
costs associated with manual fault diagnosis, idenﬁification, and re-
pair, suggest a potential benefit if modules can be sized so that fault
detection and identification can be reliably automated and the failed
module can be economically discarded. 1In the past, it has been diffi-
cult to strike an acceptable compromise between the cost of the module
which is discarded, and the costs associated with detecting and iden-
tifying failures at that module level. Current trends in digital elec-
tronics technology, however, indicate that such a compromise may soon
be possible. And even in the case where a module cannot be thrown away
economically, a properly sized unit, having its own fault-identification
capability, will greatly reduce the cost of maintenance and facilitate
module repair.

Electronics reliability is improving on a per-device basis,
largely as a consequence of integrating more devices on a single chip.
Whereas this might be taken as an indication that system reliability
is becoming less of a problem; in fact, there are two important factors
which discount that view. The first is an ever increasing functional
complexity; and the second is an evér increasing critical dependence
on these functions. The primary means of achieving the required
reliability for the information~processing function, therefore, will
cqntinue to be through the use of redundancy. Current trends bear on
how this redundancy can be designed into the system economically. The
reliability requirement varies with the criticality of the function to
be served (navigation, flight control, pilot display, etc.). Since
the requirement is not uniform, allowing the most critical tasks to -
drive the reliability requirement throughout the information-processing
system is unnecessarily wasteful of resources. To date, a compromise
has been struck by segregatinq~£unctidn| according to their inherent
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requirements for reliability and then mechanizing dual, triplex, or
quadruplex systems to satisfy the reliability requirement. As the
information—-processing problem evolves, the inflexibility of this
approach and the relatively poor performance-to-complexity ratios
(which characterize n-plex structures) will create an impetus to adopt
architectures better matched to the changing nature of the information-
processing problem. Current trends in digital electronics technology
make it possible to pool and dynamically allocate information-processing
resources to provide computational services throughout the avionics
system at the level of reliability each particular processing task or
function requires.

3.3 Criteria for Assessing Information-Processing Architectures

In order to assess information-processing architectures, a set
of performance, economy, and safety-related criteria are proposed (see
Table 3-1). The desirability of designing information-processing
architectures which satisfy these criteria is largely self-evident.

Table 3-1. Information-processing architecture
assessment criteria.

A. Performance-Related Criteria
1. Performance indexes such as throughput, memory capacity,
I/0 bandwidth, etc.
2. Automation potential
3. Flexibility of utilization
4. Availability

B. Economy-Related Criteria

1. Modularity/few unique elements

2. Low complexity, weight, and volume
3. Maintainability

4. Diagnosability

5. Programmability

6. Producibility

7. Low design risk

C. Safety-Related Criteria

1. Multiple-fault tolerance/coverage
2. Damage tolerance

3. Low-malfunction correlation

4. Low-fault latency

5. Intermittent fault identification
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Prevailing technology and a reluctance to fully integrate resources,
however, have heretofore posed serious obstacles to achiaving archi-
tectures which adequately measure up to these criteria. Given present
trends in digital electronics technology and the opportunities these
trends afford, more satisfactory performance can be realized. The
following paragraphs describe representative classes of architectures,
and evaluate each in terms of the criteria of Table 3-1. That dis-
cussion is followed by a description of a generic, hierarchical, fault-
and damage-tolerant architecture which is well matched to the scope
and requirements of the information-processing problem envisioned for
avionics systems in the 1990s.

3.4 Avionics System Computation Architectures

At the present time avionics system architectures are rapidly
evolving. This is in large measure due to the significant advances
in electronics technology that have occurred in the recent past, and
which are continuing. Simultaneously, there is a synergism between
capabilities and requirements so that as capabilities increase require-
ments grow apace. The dynamic interaction between the two has spurred
a number of significant avionics architecture developments. This sec-
tion presents brief descriptions of the various avionics system redun-
dant architectures which have been used in the past, or which are cur~
rently deployed on operational or prototype vehicles, or which are in
the initial stages of development.

3.4.1 Dissimilar Primary and Secondary Resources

.The use of separate independent primary and secondary resources
has been a long-standing well accepted approach to avionics system
redundancy. Manual backup of an automatic system, such as an auto-
pilot, is the most familiar example of this approach. The human oper-
.ator is responsible for both diagnosis of a failure, by recognizing
inappropriate behavior, and reconfiguration, which is accomplished by the
simple act of disengaging the system and performing the flight-control
function manually. ' 3

The guidance and navigation system of the Apollo Lunar Landing
Module was an example of an automated dissimilar backup system. The
primary system consisted of a éomputer, inertial platform, optics, a
display-keyboard crew interface, and rendezvous and landing radar
units. Manual guidance could be supplied by the crew via a set of
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hand controllers. Attitude control was provided by a set of reaction
control thrusters. Rocket engines provided the lunar descent and as-
cent thrust, and both they and the reaction thrusters were used for
control during thrust phases.

Redundancy was provided during lunar descent and ascent by an
abort guidance system consisting of a computer, inertial package, and
display-keyboard, all different from those of the primary system. The
hand controllers, radar, engines, and reaction jets were shared with
the prihary.

With the exception of a data link from prime to backup, which
allowed fine tuning of the backup state vector, etc., the two systems
interfaced only at points of common hardware. No data could be passed
from system to system at these points.

Control was handed from the prime to the backup system via ex-
pPlicit crew action. The crew and ground personnel were solely respon-
sible for manually monitoring the health of both systems and making
the switching decision. The capabilities of the two systems were nearly
comparable, but the design, production, procurement, validation,
training, maintenance, and so forth, were all essentially distinct,
and reguired duplicated effort and cost.

A more current example of this approach is the digital flight-
control system of the Saab Viggen fighter aircraft. A single primary
digital flight-control computer provides a broad range of flight-
control modes and capabilities during normal periods of operation.

The health of this computer is constantly checked by a simple, but
highly reliable, monitoring system, which requires the flight computer
to perform a separate on-line feedback control function for a simul:ted
system. The performance of this control function is monitored, and

if specific criteria are not satisfied the monitor switches over to a
backup system.

An important emerging requirement, illustrated by way of contrast
between these systems, is the need for rapid, automatic fault identi-
fication and system reconfiguration in modern high-performance air-
craft. In many failure situations, a significant body of information
from many sources must be analyzed in order to diagnose a fault. Often
the crew is incapable of assimilat: he data and making a decision
quickly enough to avoid disaster. Th automatic diagnosis is used in
the Viggen, whereas manual procedures were sufficient in Apollo.
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3.4.2 Replication of the Primary Resource

{ Many current and projected avionics systems utilize this cate-~
gory of redundant system architecture. The dual approach of identical

instruments for pilot and copilot and redundant communications and
radio/navigation transceivers is a prime example in current aircraft.

The NASA experimental F-8C research aircraft is a more advanced
example. This vehicle incorporates a triply redundant digital fly-by-
wire flight~control system, as shown in Figure 3-1. Each of the three
strings contains a set of inertial sensors, a digital computer and a
signal interface unit (IFU). Equipment failure is detected by voting
across the three strings. /

The strings are cross-strapped in the following ways:

(1) Each IFU receives inputs from all three sets of inertial
instruments.

(2) The computers can pass information directly among themselves.

(3) The control surface actuators have multiple input ports and
a mid-value selector associated with each input port. Each
mid-value selector receives the control commands from all
three strings. ;

_ Going to a triplex voting system provides almost 100-percent

& coverage of the first failure. The cross-strapping at different points {
allows the system to tolerate certain sets of multiple failures. A |
dissimilar analog backup flight-control system is used in the event of
two computer failures.

A similar digital flight-control research program was pursued by
the Air Férce, utilizing an A-7D aircraft. This system contains dual {
redundant digital computers with the conventiohal analog A-7D flight- !
control system as backup. First failure of a computer is detected by
: comparison of the outputs of the two computers. Fault isolation and
T i reconfiguration after the first failure and fault detection of a
second failure are both performed by an extensive built-in test system.

Another example of primary resource replication is the prototype
F-18 aircraft, which has a guadruply redundant digital flight-control
configuration operating in dual-dual fashion. The four computer
1 channels operate as two pairs, with the outputs of each pair compared !
to detect faults. 1In the event of two computer failures, the system
reverts to an analog backup system.
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The aforementioned examples were of flight-control systems, and
hence represented only subsets of a total avionics system. The NASA
Space Shuttle contains a total core avionics system in the sense that
it includes navigation, communication, and display elements as well as
flight control.

The shuttle system is configured as four primary strings and one
backup string. The primary computers are software~-synchronized and
execute identical operations. Cross-strapping of the primary strings
is organized much like the F-8.

(1) Inputs are directed to all computers.
(2) Computers can talk directly to one another.

(3) Outputs are not cross~strapped directly, however, but go to
ports of force-summing actuators. Output voting is done
indirectly via the computer intercommunication channel.

The Space Shuttle avionics system is not rigidly string-organized.
Sensors, actuators, and computers interface over a set of redundant
data buses, so that strings can be organized as any selected permuta-
tion of the five computers, and three or four copies of most other
elements. It is possible to configure one computer to operate all
output ports, so the system can function at any attainable level of
redundancy. In particular, it can gracefully degrade to a single
string in the event of several failures; however, fault isolation to
single-string operation must be performed manually.

3.4.3 Pooled, Dynamically Allocated Resources

A third avionics architecture, not currently used in operational
or prototype aircraft, is organized as a collection of resource pools.
Each resource pool contains a number of identical elements, which are
available for use on a highly flexible basis.” The basic philosophy
behind this approach is that no distinction is drawn between elements
in terms of dedication to specific functions. Rather any element can
serve any function for which it can provide useful capability.

The pooled elements are the line-replaceable units within the
avionics system. All internal fault isolation is carried to the level
of these units, and maintenance and logistics procedures are designed
around these as the basic system elements. In addition, the pooled
units are basic building blocks which are interconnected (in hierar-
chical fashion) to perform the necessary avionics-system functions.
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The interconnections between units are not static, but can be
altered by the system in real time to respond to changing requirements
and loss of capabilities due to failures and damage. Embodied within
the design is a comprehensive redundancy-management function which
identifies faults to the level of the line-replacement units, and
reconfigures the system to isolate failed units.

Each resource pool of units is represented at a level of redun-
dancy reflecting the possible functions that can be served by the
elements of that pool. In many instances, elements can serve multiple
functions. The prime example here is a small computer or microproc-
essor, which can serve any function for which iﬁ’is programmed. By
loading appropriate code in real time, and providing the necessary
input/output interfaces, the computer can serve any function for
which its capabilities are sufficient. Thus, for example, a processor
is not dedicated to flight control, but can be directed to serve navi-
gation, display, or communications functions as needed. Similarly, a
rate gyro may serve both as an inertial-navigation element and as a
flight-control element. Numerous other examples of multiple roles
for radio tranceivers, displays, controls, etc., can be identified.

A particularly significant aspect of the pooled resource approach
is the determination of the size and capability of the units that con-
stitute the resource pools. The determination is, in effect, a com-
prehensive tradeoff between many factors. The size and complexity of
the unit must be neither too large nor too small. Too large a unit
means an excessive loss of capability as a result of a single-point
failure within the unit. A large, single, highly capable computer,
or a gimballed inertial navigator, are examples of inappropriately
large units. By  the same token, too small a unit can impose an ex-
cessive burden on fault-isolation mechanisms, to identify the fault
to that unit level. A transistor or a gyro-spin motor are examples
of inappropriately small units. In addition to these, a number of
other factors, such as availability, logistics, performance require-
ments, packaging, and ease of maintenance must be taken into account
in determining unit size. All these factors ultimately impact life-
cycle costs. ;

3.5 Comparison of Avionics Architectures

The preceding sections presented three primary approaches to
avionics system design. 1In this section, a series of comparisons
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will be drawn between the three architectures in terms of the criteria
listed in Table 3-1. The criteria are broken down into categories of
performance, economy, and safety. These categories are not mutually
exclusive in that some of the criteria can comfortably fit under two
or more categories and certain criteria are mutually supportive.

Although all three architectures have advantages and disadvan-
tages, the "Pooled, Dynamically Allocated Resource Approach” provides
a very high level of flexibility to adapt to changing requirements.
This, plus the potential of this architecture to significantly benefit
from the emerging electronics technology, place it in a leading posi-
tion. The following subsections attempt to point out how and why this
approach has the potential to significantly exceed the other two
architectures in terms of these important criteria.

To facilitate the discussion, the terms designating the thLree
architectures will be shortened. The "dissimilar primary and secondary
resource" architecture will be called "dissimilar", the "replication
of the primary resource" architecture will be called "repetitive", and
the "pooled, dynamically allocated resource" architecture will be
called "pooled".

3.5.1 Performance-Related Criteria

These criteria relate to the levels of performance required of
each of the functions served by the avionics system.

3.5.1.1 Normal Performance Indices

This is a broad category containing the numerous performance
criteria such as throughput, memory capacity, bandwidth, etc., that
the avionics system must possess in order to perform all of its func-
tions. They are not architecture-sensitive criteria, and any of the
aforementioned architectures, if provided sufficient capabilities, can
satisfy these requirements. This set of criteria is only brought for-
ward to make the point that the three architectures are equally capable
of satisfying these requirements.

3.5.1.2 Automation Potential

Automation potential is the ability of an architecture to provide
an appropriate level of reliability and survivability to permit the
automation of critical functions. The "dissimilar” architecture with
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single-failure fault tolerance is inadequate here. The repetitive
, and the pooled architectures, possibly incorporating dissimilar back-
( ups, can both be configured with sufficient redundancy to satisfy this
criterion. However, because of its ability to assign elements freely
to perform necessary functions, the pooled architecture has the poten-
tial to satisfy this criterion more economically and with less com-
plexity than the repetitive architecture.

3.5.1.3 Flexibility of Utilization

The pooled architecture is far more effective in this case than
the other two approaches.

There are two types of flexibility that can be addressed. The
first is real-time flexibility to adapt to a changing situation during
a mission or in flight. The concept of pools of units provides in-
depth flexibility. Since no unit is specifically identified with a
particular task or function, all units are essentially available to
support any required function, and the maximum flexibility is afforded
within the constraints of numbers of available units.

e

The second type of flexibility is the ease with which the system
can be modified for growth and change. With the pooled approach,
modification means changing the constituents of pools, sizes of pools
or altering by adding or subtracting pools. To the extent that internal-
communications-system flexibility permits, this can be a very straight-
forward process. A rigidly string-organized system (i.e., triplex-
or quad-redundant) can be amenable to changing particular types of
elements, but is not economically amenable to adding additional re-
dundancy of particular elements. A non-string organized "repetitive"
system can have change flexibility equivalent to a pooled system. It
is important to realize that this type of cdnfiguration begirs to
approach the pooled architecture.

3.5.1.4 Availability

Availability is a measure of the ability of a system to be used
when needed. Factors impacting availability are inherent reliability,
maintainability, and ease of logistics support.

Because of its ability to flexibly configure its resources, the
pooled system has the potential to provide the highest level of avail-
ability. Since no element is specifically assigned to a function, all
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elements can serve any function to which their capabilities are useful.
Thus, for a specified number of faults within the system, the pooled
architecture, with elements serving multiple roles and flexibility to
reconfigure around faults, has the greatest chance to complete a
mission successfully.

In addition, its ability to identify faults to the level of line-
replaceable units makes the pooled architecture easy to maintain, and
appropriately sized line-replaceable units ease logistics.

3.5.2 Economy-Related Criteria

These criteria most directly affect system life-cycle costs.

3.5.2.1 Modularity

It is most desirable, in terms of procurement, maintenance, and
logistics, that the avionics system be configured from as small a set
of unique modules as possible. The very nature of the pooled archi-
tecture lends itself readily to minimizing the number of different
pools, and hence the number of unique modules. Pools can serve multi-
ple tasks and, by appropriate choice of elements in a pool, the array
of functions served can be maximized, and the number of pools mini-
mized. Although the other architectures can also lend themselves to
minimizing unique modules, the greatest advantage in this area is
afforded by the pooled architecture.

3.5.2.2 Low-Complexity, Weight, and Volume

The total set of functions served by the avionics system overlap
in the sense that more than one function can be served by a single unit
within the system. Often computers, inertial sensors, radio trans-
ceivers, etc., can serve both mission and flight functions. By pur~
posely choosing units to serve multiple roles, both performance and
reliability can be achieved without excessive complexity, and its
associated weight and volume penalties. As faults occur, the system
can be reconfigured, gracefully dispensing with less critical mission
functions so that remaining resources can support flight-critical
tasks. The pooled architecture, with its dynamic reconfiguration
capability and pooled resources, provides the flexibility to make
maximum use of all elements, and hence has the greatest potential to
minimize complexity, weight, and volume.
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3.5.2.3 Maintainability

The fault-isolation procedures of the pooled architecture are
specifically designed to identify failures on-line, to the level of
line-replaceable units. The fault-isolation process occurs in real
time with the aircraft in its operational environment, and hence a
high level of validity of fault isolation can be achieved, as compared
to the usual maintenance procedure involving after-the-fact testing
and checkout.

Line-replaceable units (LRU) are sized to facilitate ease of
maintenance, and the entire maintenance and the logistics planning and
operation are based on the pooled units as basic system elements.
This, plus the fact that the number of different LRUsS is minimized,
greatly simplifies the overall maintenance problem. The dissimilar
and repetitive architectures can also lend themselves to ease of main-
tenance, but not to the degree possible with the pooled architecture.

3.5.2.4 Diagnosability

This aspect or criterion for the avionics system reflects the
ease with which faults can be identified for maintenance purposes. It
is more a design aspect than it is an inherent property of particular
architectures. In the past, fault isolation and built-in tests were
often an afterthought appended to the design. However, in future
systems, they must be an integral part of the design process from the
outset. All three architectures lend themselves to fault diagnosis;
however, the pooled design speqifically incorporates this factor as
a significant part cf the entire design process.

3.5.2.5 Programmability

Architectures can have a significant impact on the orderly devel-
opment of software, its verification and validation. The most impor-
tant aspect of a software development effort is the systematic par-
titioning or modularization of the job. A modular architecture imposes
a natural partitioning on the software that greatly enhances this
process. Since the pooled approach is by its very nature the most
modular of the architectures, it has the greatest potential for advan-
tage in this area.
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3.5.2.6 Producibility

Relative to the Navy's desire for long-term economical acquisition
of avionics systems for a large fleet of aircraft, producibility is
largely dependent on the ability to establish highly competitive pro-
curement of the various elements of the avionics system. The pooled
architecture, consisting of relatively few pools, containing rather
large numbers of identical elements, can provide the basis for estab-
lishing this competition. Large numbers of units will characterize
each buy, attracting many potential suppliers. Fewer different types
of units will be required, resulting in a reduced inventory of spares.
The Navy can, thus, take maximum advantage of the innovative cost-
reduction methods that are inevitably stimulated by competition. The
Navy owns the architecture, and will be able to supply the parts for it
on a piecewise competitive basis.

3.5.2.7 Design Risk

Of the three architectures described, the pooled approach is the
newest, and hence has the smallest base of experience. Both the dis-
similar and repetitive approaches have been used in prototype and
operational aircraft. While extensive analyses, simulations, and pro-
totype experiments have demonstrated the potential and feasibility of
the pooled approach, it has not been brought to the flight-test stage
of development. A comprehensive flight-test demonstration is an essen-
tial element in reducing the level of risk that currently exists.

3.5.3 safety-Rezlated Criteria

These criteria address the critical issues of fault and damage
tolerance.

3.5.3.1 Multiple Fault Tolerance

Both the repetitive and the pooled architectures can be provided
with sufficient levels of redundancy to tolerate multiple faults.
Similarly, both architectures can embody redundancy management pro-
cedures to identify failures and reconfigure the system to isolate
faulty elements. However, the pooled architecture, (with no dedica-
tion of units to specific functions and flexibility to allocate re-
sources on a priority basis) can provide a higher level of fault
tolerance at a given level of complexity; or reduced complexity for
a given level of fault tolerance.

26

T T S E - =
: B 3 ”r:ﬁar_ o ;,‘*‘j &ﬂzgf:«c;h"h“;:’y’,,i_’mx;‘ o
. T T R &

3

MR -

proy o

a




3.5.3.2 Damage Tolerance

The most effective means of attaining tolerance t. localized
battle damage is through separaticn of avionics system elements. This
requirement, if applied literally to a repetitive architecture, would
result in a considerable overhead penalty in terms of numbers of ele-
ments. Since the pooled architecture generally contains smaller units,
as compared to the other architectures, greater freedom in location of
elements within the aircraft is afforded by this approach.

3.5.3.3 Low Malfunction Correlation

Malfunction correlation poses the greatest threat to all fault-
tolerant architectures. The very basis of fault tolerance is the
assumption that the system can be designed so that failures are inde-
pendent events. A correlated failure that affects all redundant copies
of a particular type of unit immediately thwarts the purpose of redun-
dancy.

The dissimilar architecture is, by its very nature, highly immune
to correlated malfunctions. The repetitive and pooled architectures
must be designed with special care to eliminate all correlated mal-
function mechanisms.

3.5.3.4 Low Fault Latency

Fault latency manifests itself in a fashion that is similar to
a correlated malfunction. A latent fault might occur, for example,
when a unit is designated as a spare, and is not exercised for a period
of time. The unit may fail during that period, and the fault could
go undetected. The latent fault poses a special threat because when
the spare is brought on-line to replaée a detected fault, the spare
malfunctions.

The dissimilar artchitecture typically operates with its backup
system inoperative for long periods of time. Latent faults can accu-
mulate and defeat the redundant strategy when a failure occurs in the
prime system. The repetitive system tends to use its redundant units
in parallel fashion, all performing identical tasks. If the particu-
lar task does not exercise a certain facet of these units, so that a
failure is not observed, latent failures may accumulate. The pooled -
architecture routinely reconfigures itself to uncover latent faults,
and hence it has the best chance of purging them.
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3.5.3.5 Intermittent Fault Identification

Intermittent faults are the most difficult to diagnose. Rapid
detection and diagnosis, and special demerit procedures, or other
record keeping methods, must be used to identify faults in this class.
In some sense, the intermittent fault is a type of latent fault, and
(for the same reasons as those already mentioned) the pooled architec-
ture has the best’potential for effectively handling these failures.

3.5.4 Summary of Architecture Comparisons

The pooled architecture has some significant advantages over the
dissimilar and repetitive configurations. While there seems little
distinction between the three forms in terms of the normal performance
indices (i.e., throughput, memory, bandwidth, etc.), the pooled archi-
tecture can provide automation potential with less complexity, and it
is far superior in terms of flexibility of utilization. Tiis same
flexibility provides advantages to the pooled architecture in terms
of availability, reliability, and survivability.

Modularity of the pooled architecture is superior; it has the
potential for lowest complexity, weight, and volume, and its design
is directly responsive to provide ease of maintenance through fault
diaghosis. Modularity of the pooled architecture also imposes a
natural modularization on the software, which is the most important
facet of efficient software development. The reduced number of unique
elements in the pooled system provides the basis for a highly efficient
procurement program. Together these characteristics imply the smallest
potential life-cycle cost for the pooled architecture.

In terms of the safety-related criteria of multiple fault toler-
ance and damage tolerance; the pooled approach has significant advan-
tagés over the others. While the dissimilar system is more naturally
resistant to correlated malfunctions, recent analyses, simulations,
and tests have indicated the potential of the pooled architecture to

. be designed to resist this class of faults. The pooled approach is

better suited to latent and intermittent fault identification.

As is so often the case, the path of greatest potential gain
also represents the largest risk. Although it has received consider-
able attention in terms of analyses, simulations, and experimental
prototypes, the pooled approach has not been flight tested, and has
the smallest base of experience. However, results to date indicate




that this avionics architecture is practical and has the potential to
satisfy the emerging requirements of the 1990s, while taking maximum
advantage of the technology advances that are likely to occur in that
time frame.

3.6 Information System Architectural Baseline

This section presents a brief description of a fauit-tolerant
avionics architecture which is based on the pooled approach. The
baseline is presented by separate discussions of the major information
system components: fault-tolerant computers, embedded computers, and
the data-transmission network. Detailed discussions of the elements
of the baseline are deferred to Appendix 3-A and Section 7.

3.6.1 Fault-Tolerant Computer Complexes

The management of the system, as well as the flight-critical
computation for the core avionics system, is to be performed by two
identical, physically separated, fault-tolerant computer complexes.
The principal motivation for having two complexes is for damage tol-
erance, but some additional protection is also afforded for spontan-
eous faults. Each of the fault-tolerant computers is a multicomputer
or multiprocessor, organized for very high dependability of continuous
computation with transparent means of detecting and identifying faulty
modules, and of reconfiguration and recovery.

The fault-tolerant multiprocessor (FTMP) architecture can be
thought of as an umbrella for a pool of computers to operate with shared
resources for detection, identification, and recovery. The conceptual
form of the FTMP is shown in Figure 3-2, in which (a) depicts the
single LRU type concept, i.e., each FTMP consists of a number (e.g.

12) of identical LRUs, plus a passive backplane. Then, (b) illus-
trates the processors and memory modules in these LRUs, arranged in
triads with a redundant internal bus and on-line spares, while (c)
shows I/O access units (also contained in LRUs) located along the
internal bus.

The net logical effect of this organization is shown in Figure
3-3, which shows three logical processors (actually processor triads),
each of which is shown taking responsibility for one of the network
ports. Spares and other special features for fault tolerance are not
indicated, but it is implied that these triads are continually tested
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Figure 3-2. Fault-tolerant multiprocessor concept.
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and reconfigured to working status by processes that are essentially
not visible to the applications programmer. Thus, the three triads
are virtual computers of very high reliability, which communicate via

a common global memory of equally high reliability. This arrangement
is capable of resembling three independent computers, each of which
manages a separate functional partition of the system, such as inertial
navigation, flight control, communication-navitation, resource manage-
ment, display, and so forth. 1In this way, the multiprocessing nature
of the FTMP is de-emphasized, in favor of its multicomputer character.

Each processor will possess ample local memory to minimize common mem-
ory traffic.

PORT 4 PORT 6 PORT 2

TRIAD TRIAD TRIAD.
1 2 3
[ ] L] L]

COMMON MEMORY AREA

Figure 3-3. PFTMP with quasi-dedicated processor triads
(redundancy not shown).

The previous discussion provided a broad general description of
the FTMP. 1In order to make it a viable element of a fault-tolerant
avionice system, it must satisfy the criteria set forth in Section 3.3.
To a great extent, its ability to satisfy these criteria depends cru-
cially on its design details. Appendix 3-A presents a concise descrip-

tion of the FTMP design, along with analyses of its reliability and a

documentation of analyses, simulations, and tests in support of its
development.

3.6.2 Embedded Computers

The baseline system assumes the existence of a computer in every
independent sensing and effecting component. In most cases, such as
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gyros or actuators a microprocessor is sufficient. A few, such as
JTIDS, require high-speed signal and 3ata processing. Some, such as
displays and engines, require substantial data processing. It is clear
that no single standard embedded computer will properly fit all needs.
It is less clear, however, whether or not a standard family will be
appropriate.

The problem with embedded computers is that it is not easy to
create and enforce a standard architecture, yet it is imperative to be
able to maintain hardware and software over the system lifetime. There
are various possible compromises, such as choosing a number of standard
architectures, or adopting a common high-level language.

There seems to be no easy solution to the standardization prob-
lem, however. High-level language proérams are not easily transporta-
ble from one architecture to another, and they are apt to be awkward
for the typical embedded applications, which usually involve time-
sensitive "bit-pushing”. The common family architectures (CFA) approach
is somewhat better than outright standardization of a single architec-
ture.

While this problem continues to receive high-level attention
throughout the DoD, the current baseline approach recognizes the
following:

(1) Standardization of computer architectures, although diffi-

cult, is essential to the integrated-system approach because

of its use of a single fault-tolerant computer architecture.

(2) The Navy will possess the tools and resources needed to
maintain the FTMP software. The FTMP may employ any desired
instruction repertoire subject to certain augmentations.

(3) For any embedded computers that are to be Navy-maintained,
the preferred architecture is always a family sibling of
the FTMP, supportable with the idential tools and resources.

(4) Where necessary, Navy-maintained embodded'computers will
use other repertoires with dghcr architectures. If at all
possible, these shall be chosen from within the CFA family.

(5) For embedded computers that are not to be Navy-maintained,
the considerations of reliability, environmental tolerance,
and line-replacement potential will apply, which would apply
to any device inside a vendor-designed product.
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3.6.3 Data Communications

The baseline internal data-communications system is a mesh network
using standardized node electronics and point-to-point serial full-
duplex links. The links may be electric or fiber-optic, with the former
favored for any early flight demonstration and the latter for flight
systems of the 1990s.

Each system element (i.e., gyro, transceiver, etc.) is connected
via its embedded processor to a node in the network. The network can
be likened to a telephone switching system. By providing a high level
of connectivity, a multiplicity of possible paths can link the FTMPs to
various system elements connected to the nodes. At any given point in.
time, switches within the network nodes configure a virtual data-
communications bus, to allow communication between the FTMPs and all
system elements. 1In response to failures or damage, a new bus can be
grown within the network, isolating failed elements and connecting to
survivors.

The core system would contain of the order of 50 to 100 nodes,
depending on the aircraft, its equipment and functions to be provided.
The geometry of the linkage will depend on which of several alternatives
are chosen for the particular system. The fundamental baseline is a
single regular mesh that will support a single path which could be
readily reconfigured. The first level of enchancement of this funda-
mental baseline is to provide dedicated links to support specific high-
bandwidth or fast-reaction requirements. Such links may or may not
terminate at the FTMP. Dedicated paths might be backed up by a limited
multipath capability. The next level of enhancement of this funda-
is to provide multiple meshes. This would deal with the case where
the system is partitioned into a number of distinct (or nearly dis-
tinct) regions. A single port from one of the FTMPs would be assigned
to communicate with the elements of a single region. The network link-
age would either favor these regional divisions topologically, or else
the number of links per node would be made large enough to support
interlaced paths in a single general mesh. A detailed discussion of the
network and its key node elements is presented in Section 7.

3.7 Summary

Sharply increased demands on information-processing resources
will characterize future avionics systems. At the same time, advances
in electronics technology will have a significant impact on volume,
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weight, and power requirements, providing the potential to satisfy
these requirements. The problem for future avionics systems will be

to configure architectures that can attain the required goals at appro-
priate levels of reliability and survivapility, at affordable life-
cycle costs."

Classical redundancy structures are not adequate to accomplish
the desired dependability with economy. A pooled-resource approach
that uses embedded computation, a rigorously redundant data-distribution.
system, and two fault-tolerant computing resource pools, is proposed
herein as the baseline for further development.

This baseline will impact numerous Navy technology programs, most
of which are mentioned in connection with material covered in later
sections. The impacts in most cases are not great. Of specific rele-
vance to this section is the Navy's Information Handling System pro-
gram. Major goals of this program are to develop a distributed avi-
onics processing architecture which has high fault tolerance, low soft-
ware costs, and exploits the advances in large-scale integration (LSI)
technology. An important aspect of this effort is the development of
a methodology for partitioning the avionics processing tasks. Addi-
tional effort is being given to defining standardized microprocessor
languages. Also being pursued are a number of efforts to develop
simulation and evaluation tools, by which various avionics architec-
tures can be tested and evaluated.

All these efforts are consistent with the pooled architecture
baseline previously defined. Of particular rezlevance is the effort
to partition the avionics processing task. The partitioning of tasks
is crucial to the pooled approach because tasks must be appropriately
sized for the processors conltituting the resource pools. Also, the
effort to standardize microprocessor software will be extremely im-
portant for any Navy-maintained software in embedded processors.

¢
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SECTION 4

INSTRUMENTATION AND REDUNDANCY
MANAGEMENT

4.1 Introduction

The core components of the generic avionics system must support a
variety of functions. As discussed in Section 2, the nature of an in-
tegrated, highly reliable, survivable system tends to blur the distinc-
tion between the functions served by various system elements. In order
to determine the configuration alternatives it is necessary to survey
the following:

(1) The requirements of the system, including functional, fault-
tolerance, and survivability requirements.

(2) The equipment that can perform the various functions.
(3) The various methods of fault detection and isolation (FDI).

The necessity for surveying the system requirements and applicable
equipment is clear. Perhaps less clear, but equally important, is the
need at the outset to stipulate the fault-tolerance'and survivability
requirements, together with the relevant forms of FDI. REarlier conven-
tional designs have tended to concentrate on a functional black-box
approach to equipment selection, leaving the solution of the problems of
fault-tolerance, survivability, and redundancy management to ad hoc
techniques. Historiéally, that approach (although successful in meeting
requirements) has led to systems in which many types of components have
proliferated, unnecessary replication of components has prevailed, and
minimal communication has existed between large aggregates of equipment.
It is the goal of the generic avionics system to arrive at a core con-
figuration that satisfies its requirements in an efficient manner that
is cost-effective over the lift of the aircraft. In fact, cost-
effectiveness must be considered a primary criterion for judging the
success of the generic avionics approach.
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As discussed in the following sections, the areas of functional
requirements, fault-tolerance, survivability, and redundancy manage-
ment are intimately interrelated and heavily impact avionics-system
configuration. Because of functional overlap between component types,
the generic avionics system employs graded redundancy; i.e., instrument
replication is allowed to vary with instrument type and function served.
Fault-tolerance criteria, whether derived from statistical analysis or
engineering judgment, only stipulate minimum equipment replication re-
quirements; and only through information-efficient high-coverage FDI
techniques can this minimum redundancy be realized in the system (i.e.,
a minimally-redundant system). In addition, some approaches to surviv-
ability (in particular, spatial separation of instruments) put severe
limitations on the levels of instrument failures that can be isolated
using instrument output comparisons. Thus, it is only through the
judicious use of both hardware and software FDI that the computational
power of the generic avionics system can be utilized to meet the fault-
tolerance and survivability requirements with minimum life-cycle cost.

4.2 Requirements of the Core Avionics System Design

There are three general categories of requirements for the core
avionics system: functional requirements, fault-tolerance require-
ments, and survivability requirements. As discussed in Section 2.1,
the core of the generic avionics system must support the four basic
functions of flight control, navigation, display and control, and
communications.” This section deals specifically with flight control
and navigation. Section 5 addresses display and control, while Section
6 addresses communication. '

4.2.1 Flight-Control and Navigation Functional Requirements

The flight-control function must assure a well behaved aircraft,
from the point of view of pilot handling, and must also support a
number of path-control functions, including fire-control and weapon
delivery, landing, and various mission-oriented automatic navigation
modes (such as terrain-following and low-altitude flight over water).
Since many of the flight-control tasks are flight-critical, the avi-
onics system must support the flight-control function to levels of
reliability and survivability commensurate with the reliability and
survivability of the airframe itself.
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The navigation function must support accurate target location
and engagement, guidance to the vicinity of a desired landing site,
and position, velocity, and attitude information transfer to aircraft
weapons. In most cases, the navigation function is only mission-

critical, and its reliability need not be as high as that of the flight-
control function.

4.2.2 Fault-Tolerance and Survivability Requirements

There are several requirements relating to fault-tolerance and
survivability of the various functions performed by the core avionics
system that have a strong impact on overall system architecture. Some
of the more significant of these requirements are as follows:

(1) Number of individual, independent faults that must be toler-
ated in the absence of battle damage.

(2) Number of individual, independent faults that must be toler-
ated in the presence of localized battle damage.

(3) Performance capability required following battle damage.

(4) Stand-aione performance required in the absence of external
aids.

The requirement of fault tolerance, and the requisite existence
of redundant components*, may arise from at least two rationales—one
probabilistic, and the other ad hoc. In the former, the desired prob-
ability of function success cannot be met with a single state-of-the-art
component. Consequently, a sufficient number of instruments of that type
must be onboard in order that the probability of the lcss of all com-
ponents (and resulting loss of function) is lower than the desired
level. In the ad hoc approach, functional operaﬁion in the face of
some number of consecutive single-point failures is felt to be a desir-
able philosophy, regardless of probabilistic arguments. Whether either
or both of the aforementioned rationales is used, it is fair to say that
redundancy will exist within the avionics system, particularly to sup-

port the flight-critical functions of flight control and automatic
landing.

There are two forms of redundancy that can be utilized to meet a
requirement for fault-tolerance: direct redundancy, and analytic

Tho connection between fault tolerancc and rodundancy is made in
the following discussion.
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redundancy. Direct redundancy involves the replication of like-sensor
types, while analytic redundancy involves the redundancy arising from
functional relationships among the inputs to various sensors. To il-
lustrate analytic redundancy, attitude gyros measure Euler angles indi-
cating the vehicle attitude, while rate gyros measure components of the
vehicle angular velocity. These two quantities are related via non-
linear differential equations, and thus the outputs of the attitude

and attitude rate gyros should be similarly related. Such relation-
ships can be exploited for failure isolation, as discussed in Section
4.4.3, and the use of analytic redundancy for failure isolation allows
the utilization (to the extent practical) of all of the information
available in the total sensor complement. It is important to note,
however, that sensor-failure isolation using analytic redundancy tends
to be more complex and slower than isolation using direct redundancy.
The advantage of analytic redundancy is that in many applications it
allows the use of fewer instruments of each type to meet specified
failure-tolerance requirements, with resultant savings in weight,
volume, power, and acquisition and maintenance costs.

For the case of direct redundancy using single-degree-of-freedom
inertial instruments measuring different components of the same n-
dimensional physical vector quantity, it can be shown that if only
like-instrument output readings are used=(4'1)*

(1) At least (n + 1) instruments are required to detect the
hard failure of a single instrument.

(2) At least (n + 2) instruments are required to isolate the
hard failure of a single instrument.

Thus, for example, strapdown acéelerometers measure components of lin-
‘ear acceleration, a three-dimensional vector. It follows that four or
more instruments are required to detect the failure of an instrument,

and five or more instruments are required to isolate that failure. Note
that these figures indicate the minimum number of instruments necessary,
and a greater number of instruments may be required if poor geometry (e.g.,

.superncript numbers (4-1, 4-2, etc.) refer to similar numbers in the
List of References at the end of the section.
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parallel input axes) is employed. For the case of measurements of a
scalar quantity, such as altitude, it follows that two or more instru-
L ments are necessary to detect a single instrument failure, and three

. . . *
or more instruments are necessary to isolate the failure.

It is difficult to anticipate for the time frame of the 1990s
function and performance requirements following battle damage. A good
example of the current and near-term philosophy is the Air Force multi-
function inertial reference assembly (MIRA).(4—2) Although MIRA will
perform flight-critical functions, it consists of only a single cluster
of instruments, and relies upon any of the following three techniques
for survival after limited battle damage.

(1) Armor protection (approximately 100 pounds).
(2) shielding by other equipment.
(3) Location adjacent to the pilot seat.

A fourth survival technique (cited in Reference 4-2 as feasible, but
not currently planned) involves the use of two or more MIRA units sep-
arated spatially. A distance of 30 inches is stated as being sufficient ]
for one unit to survive a 23-millimeter shell hit on the aircraft. The

use of spatial separation to achieve battle-damage survivability is also :
suggested in the feasibility study of an integrated control-sensor sub-
system for advanced V/STOL aircraft.(4-3) In the approach of Reference
4-3, a set of six flight-control sensors of each type (rate gyro and

A

accelerometer) is arranged on a bulkhead in three two-packs, with each ]
two-pack at the corner of an equilateral triangle 35 inches on a side.

Such an arrangement allows undegraded flight-control furction perform-

ance following two successive single~instrument failures, or a single i
limited-damage event. ?

4.3 Instruments Available

In this section, the available instrument types that can satisfy
the various functional requirements are discussed. Such a discussion
i is necessary for two reasons. First, most functional requirements do 1
not uniquely determine the instrument types required. Second, know-
ledge of the candidates for the avionics-system instrument complement
is imperative in order to make a final avionics complement selection

.Another approach to instrument-failure isolation involves self-test,
which will be discussed in more detail in Section 4.4.1.
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that results in fulfilling the functional, fault-tolerance, and sur-
vivability requirements in a manner that is cost-effective over the life

of the aircraft.

4.3.1 Navigation Instruments

There are two broad classes of equipment that can be used to per-~
form the navigation function: inertial reference assemblies (IRAs) and
radio-navigation aids.

In general, an IRA is a combination of highly accurate attitude
rate gyros and linear accelerometers, which are arranged and processed
in such a way that (ideally) the user can keep track of his position
and attitude without external reference. An IRA is usually character-
ized by extremely good short-term stability (i.e., low noise), but it
is also susceptible to long-term drift. There are two general forms of
IRA, gimballed and strapdown.

A gimballed IRA consists of a set of rate gyros and accelerometers
mounted on a platform, which is isolated from vehicle motion via a gim-
bal structure. The platform is usually kept aligned with an inertial
or earth-fixed reference frame via torquing commands computed using the
rate gyro and accelerometer outputs. The accelerometer outputs are
integrated to provide linear velocity and position information in the
chosen reference frame. Because the instrument platform rotates slowly
and uniformly, the angular velocity environment is quite benign, and
highly accurate relatively sensitive instruments can be used. The disad-
vantages of a gimballed IRA are: relatively high weight, volume, and
cost; and vulnerability to single-point failures. A strapdown IRA is
just what the name implies in that the rate gyros and accelerometers
are firmly attached to the vehicle, and therefore are subject to all
vehicle motion. The rate gyros must have a wide dynamic range to func-
tion properly in this environment, but also must be extremely accurate
to allow the high-frequency processing of their outputs to track the
attitude of the vehicle relative to a fixed reference. This attitude
information is used with the accelerometer outputs to track the posi-
tion and velocity of the IRA in the desired reference frame. 1In spite
of the harsh dynamic environment of the strapdown system, laser gyros
(with their absence of moving parts) have matured to navigation-level
accuracies and stabilities in strapdown configurations.
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Radio-navigation aids provide the user with position information
with respect to known earth-based landmarks or earth satellites. In
general, radio-navigation aids tend to be noisier in the short-term than
an IRA, and susceptible ‘to performance degradation due to vehicle maneu-
vers, but have essentially no long-term drift. In the recent past, many
studies have successfully combined IRA and radio-navigation data in a
near-optimal fashion using matched (Kalman) filters. Such systems uti-
lize the long-term stability of the radio aids with the short-term

stability of the IRA to provide extremely accurate position and velocity
information.

In the time frame envisioned for the generic avionics system, two
new radio-navigation aids will be available with accuracies superior to
present systems. They are the NAVSTAR Global Positicning System (GPS)
and the Joint Tactical Information Distribution System (JTIDS). A brief
summary of tnese two systems follows; more detailed discussion is
given in Section 6.

Vher. finally complete, GPS will employ three rings of eight 12-
hour earth satellitas. Using redundant measurements to (at least) four
satellites to accommodatz user clock bias and drift, the GPS X-receiver
set is exmected to provide the user with earth-relative position fixes
accurate to 22 feet (lo), and velocity fixes accurate to 0.1 foot/second
(le). These fixes can .be provided at a 1l0-hertz rate.

JTIDS will be a secure multifunction information-exchange system

with a two-dimensional navigation capability. The accuracies of the

TIDS navigation information (both absolute and relative to other mem-
bers of the tactical community) are classified, but it can be said that
this source is sufficiently accurate to be used for tactical navigation.
Because of the many other types of data being transmitted, the update
rate for JTIDS navigation information will undoubtedly be lower than
that of GPS. However, due to the relatively short distances between
members of the JTIDS community, the jam-resistance of JTIDS is expected
to be significantly greater than that of GPS.

It is quite possible in a jamming environment that GPS will be
able to provide position fixes, but not velocity fixes. This is be-
cause the two information types are obtained from different inner loops
with -different bandwidths, with the position fix being associated with
the smaller bandwidth loop. Because satellite ephemeris data are also
lost when velocity-fix ianformation is lost, operation in this mode for
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extended time periods would lead to degraded performance. However,
utilizing the vast communication capability of JTIDS, a user outside
the jamming environment (thus, receiving satellite ephemeris data)
could send this information to the jammed GPS user via JTIDS, and large
errors for that user could be avoided. This illustrates one of several
ways in which GPS and JTIDS are complementary.(4-4)

To summarize, tradeoffs exist between gimballed and strapdown
inertial reference assemblies, between GPS and JTIDS for radio naviga-
tion, and between an IRA and radio-navigation aids. The baseline avi-
onics system can be chosen from among these elements only after a
thorough analysis of these tradeoffs and their impact on total-system
cost and performance.

The gimballed IRA offers computational advantages via direct-
attitude angle readout and simple navigation equation mechanization in
the inertial frame, but gimballed units tend to be heavier and more
expensive than strapdown units. In addition, the loss of a single gyro
in a gimballed IRA renders at least two accelerometers unusable because
of the uncertainty in their orientations. Because of this inherent
vulnerability of the gimballed IRA to single-point failures, it appears
that a strapdown IRA is more appropriate to the generic avionics system,
and (consequently) the gimballed IRA will not be discussed further.

GPS offers more frequent navigation updates than the JTIDS navi-
gation function, but is less jam-resistant than JTIDS. An IRA offers
self-contained navigation capability, but long-term drift stability can
only be obtained with more expensive equipment, and some threshold drift
is always present. On the other hand, radio-navigation aids offer
bounded-error position and/or velocity heasurements at moderate cost
for the receivers, but are susceptibleAto jamming and do not have the
dead-reckoning capability required to provide navigation information
between navigation fixes.

4.3.2 Flight-Control Instruments

Two general types of information have been utilized in the past
for aircraft flight control: inertial information, relating aircraft
motion to some inertial (or earth-fixed) reference system; and air
data, indicating aircraft motion with respect to the air mass.

There are three classes of instruments that provide flight-control
grade inertial information. These are strapdown attitude rate gyroscopes,

42




PERPPE—

e e

strapdown linear accelerometers, and attitude gyroscopes (i.e., vertical
and directional gyroscopes). Although strapdown rate gyros and linear
accelerometers have been discussed in the context of the IRA, the de-
creased accuracy requirements for flight control allow significantly
less expensive instruments to be used for this function. While the
gyros of the IRA provide accuracies of the order of 0.01 degree/hour,
the angular rate accuracy required for flight control is of the order

of 30 degrees/hour. However, if no attitude information (i.e., IRA or
attitude gyros) is available, the rate-gyro information must be inte-

.grated to provide attitude information both for flight control and pi-

lot display, and the required accuracy is raised to approximately 1
degree/hour (still two orders of magnitude less accurate than the IRA
data). The 30-degree/hour accuracy figures can be met with spring-
restrained gyroscopes, while the l-degree/hour accuracy requires a
gyroscope of the least expensive rate-integrating type, or better. It
is important to note that, since the IRA rate gyros and accelerometers
provide inertial information of much higher quality than required for
flight control, the IRA can be used for flight control. If no inertial
flight-control instruments are available except for the IRA, the flight-
control function reliability requirement demands that the IRA reliability
and survivability be consistent with flight-critical operation.

As mentioned previously, there are two instrument types (excluding :
IRA) that provide pilot display-grade attitude data: rate integrating %
gyros, and attitude gyros. The use of attitude gyros relaxes the accu-
racy requirement for the flight-control rate gyros, and the attitude
gyros provide analytic redundancy that can be utilized to isolate rate-
gyro failures, and vice-versa. A fundamental limitation of the analytic
redundancy is that the size of drift that can be isolated in an atti‘tude
gyro is of the order of twice the noﬁinal bias in an unfailed rate

qyro.(4-5)

weiatee
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The fundamental importance of air data arises from the fact that
the aerodynamic forces on the aircraft are directly related to the
velocity of the aircraft with respect to the air mass. Aircraft iner-
tial velocity and air-relative velocity differ by the inertial velocity
of the air mass. The ultimate requirement for knowledge of airspeed in
conventional horizontal flight is to avoid loss of 1lift, or stall, and
large sideslip; and high-speed air data instrumentation is necessary
for safe flight. At the extremely low groundspeeds encountered by
V/STOL aircraft, the control forces are no longer generated by aero-
dynamic 1ift, but instead arise from mass expulsion; thus, aerodynamic
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forces become disturbances that must be overcome by the control system.
As an example, the AV-8 Harrier V/STOL aircraft is limited to less than
a 10-knot crosswind in the vertical mode, and the Harrier must weather-
vane into the wind in order to land successfully.(4'6) Because all-
weather operation is an important requirement, successful takeoffs and
landings must be made in adverse wind conditions. Thus, there is a
tradeoff between the requirement for low-speed air data to allow the
control system to orient the aircraft into the wind, and the requirement
for low~speed controllability (in terms of excess thrust above weight,
and roll-moment generating capability).

There are at least two proven approaches to obtaining high-speed
(>60 knot) air data: the use of a multipurpose probe, or a combination
of a conventional pitot/static probe with angle of attack and sideslip
vanes. Multipurpose probes offer the advantages of compactness and min-
imum plumbing, while their disadvantages include rather complicated data
processing to derive sideslip angle and angle of attack, and the loss of
many measurements with the loss of a single probe. In contrast, the
combination 6f a pitot/static probe with alpha and beta vanes has the
advantages of less measurements lost with the loss of a single probe,
and direct alpha and beta readout, which reduces computational com-
plexity. The major disadvantage is the requirement for more aircraft
surface area for mounting. Both the multiprobe and the pitot/static
probe require -measurement of total temperature to allow compensation
of their outputs.

Reference 4-7 discusses several possible approaches to the low-
speed air-data problem, and singles out two omnidirectional low-range
airspeed systems as most promising. One system (called LORAS by its
developers, Pacer Systems, Inc.) utilizes a 1-foot diameter arm, with
pressure ports at either end, rotating in the airstream at 12 revolu-
tions/minute. Using measurements of the pressure at the two ends of
the arm, the airspeed magnitude and direction in the plane of rotation
can be calculated, and operational tests below 130 knots have demon-
strated measurement accuracies of approximately 3 knots. The LORAS
system can operate at speeds up to 250 knots, and can withstand super-
sonic speeds when turned off. The other system (designed by Rosemount)
utilizes a probe very similar to the multipurpose probe discussed earlier,
but mounted orthogonal to the aircraft longitudinal axis. By mathemat-
ical manipulation of the pressures measured in four chambers in the
probe, the airspeed magnitude and direction in the plane normal to the

44




T

R

probe can be calculated. The Rosemount sensor is stated in Reference
4-7 to operate at speeds up to 50 knots, although Reference 4-3 indi-
cates that operation at speeds up to 120 knots is possible. Tests be-
low 50 knots have demonstrated accuracies within 5 knots. Note that
two sensors of either the Rosemount or Pacer design are required to
allow calculation of the full three-dimensional airspeed vector.

The use of pressure transduceres distributed over the surface of
the aircraft is a radically different approach to low-speed air data,
and offers the possibility of directly measuring the quantities of
interest, namely lift and sideforce. Although this is an unproven
technique, and the redundancy-management approach for such a system is
unclear in the face of ‘localized pressure effecté due to flow pattern
changes, it is felt that the technique should be investigated in the
future.

The automatic-landing task naturally divides into long-range and
short-range portions. The short-range task involves the actual landing
of the aircraft at the landing site, and its most severe test is ship-
board landing of a V/STOL in Sea State 5. The long-range task involves
an intermediate phase during which the aircraft is positioned to enable
the acquisition of the short-range landing system (SRLS) signals.

For the long-range task, a microwave landing system (MLS) re-
ceiver could provide three-dimensional relative-position information.
Information of similar accuracy could be provided by a combination of
a GPS-aided IRA and JTIDS, with the aircraft receiving the ship's in-
ertial position and velocity through JTIDS, arnd then computing rela-
tive position and velocity by subtracting its GPS-aided IRA data.

For all weather operation of a V/STOL aircraft from small ships,
a high level of automation will be necessary to assure consistently
safe landings. Even with landing aids, it appears doubtful that in
high seas the task can be performed totally manually, and an automatic
short-range landing system may be necessary for safe operation.

Although these factors are significant in and of themselves,
there is an additional important reason to pursue the technology re-
quired for automatic V/STOL landing. In vertical flight, a V/STOL air-
craft expends fuel at an extremely high rate. Typically, the fuel re-
quired for vertical landing must be carried through the entire mission;
hence, it strongly impacts the overall aircraft design and especially
its gross weight. If V/STOL landings can be accomplished in minimum
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time, effectively eliminating the long hover periods that usually occur
in manual landings, very significant savings in vehicle gross weight

can accrue, with corresponding savings in life-cycle costs. Thus, an
automatic-landing system, which can support high-deceleration, positive,
safe landings in all-weather conditions, can have a potentially enormous
impact on the viability of V/STOL aircraft.

Some important requirements should be satisfied by such an SRLS.
Since the aircraft will be required to land on either sea-based or land-
based platforms (especially in forward-land-based areas), the ground-
based equipment should be minimal. Thus, the airborne system should be
mostly self-contained, requiring little more than a portable transponder
at the land-based landing site.

A variant of this transponder could be used to indicate ship posi-
tion, relative to the aircraft, for sea-based landings. However, since
the aircraft must be captured aboard the heaving rolling ship, a posi-
tive arresting mechanism will be necessary to capture the aircraft on
touchdown. It is reasonable to expect that this mechanism will require
a close match between ship and aircraft relative velocity, attitude, and
attitude rate at touchdown. 1In effect, the aircraft must match ship
motion to within reasonable tolerances at touchdown. Thus, during its
approach, the aircraft will require ship velocity, acceleration, atti-
tude and attitude-rate information. The necessary information is all
available from a shipboard inertial navigator, and can be transmitted
via radio link to the aircraft.

Another impcrtant element of such a system is security. Since
it has the potential to divulge both ship and aircraft positicn to
enemy forces, the automatic-landing system mhst employ appropriate
means to thwart direction finding and other detection methods. Prob-
ably the most effective means is to employ appropriate frequencies and
low power, to limit the effective broadcast range of the SRLS.

4.4 Failure Detection and Isolation Techniques

Instrument failure detection and isolation is an integral portion
of the generic fault-tolerant avionics system. It has a significant
impact on redundancy levels, and hence the design of the avionics sys-
tem. The requirement for reliable isolation and removal of failed
flight-control sensors from flight-critical control calculations is I
readily apparent. Automatic instrument FDI also results in signifi-
cant savings in maintenance troubleshooting costs by pinpointing the




failed line-replaceable unit. 1In addition, because the form of FDI used
, can influence the types and number of instruments necessary for a stipu-
l lated level of fault-tolerance, it follows that only through an inte-
grated comprehensive FDI approach can the requirements of the avionics
system be met in a manner that is cost-effective over the life of the
aircraft. It is crucial that the FDI system provide levels of perform-
ance in terms of acceptably small false-alarm and missed-alarm prob-
abilities; hence, a systematic approach, well founded in thecry and ex-
perience, should be employed. !

This section contains a discussion of three general methodologies
for accomplishing FDY: (1) self-test, (2) direct redundancy, and (3)
analytic redundancy. Self-test utilizes any of a variety of monitoring
techniques to isolate the failure of an instrument, using only the be- '
havior of the instrument in question. Direct redundancy utilizes voting
among the outputs of like sensors to isolate the failed sensor, while
analytic redundancy utilizes the outputs of unlike sensors to isolate
the failed instrument.

s

4.4.1 Self-Test

Self-test, as the name implies, relies upon information that can
be obtained within the unit itself to isolate a failure. Several tech-
niques for self-test have been used in the past, including signal wrap-
around comparisons to monitor digital/analog converter performance, the
use of small-amplitude test signals to monitor input/output performance,
and software reasonability checks on successive instrument outputs. 1In
the generic avionics system, the availability of embedded microprocessors
in instrument modules will greatly facilitate self-test.

As discussed in the following, self-test offers high potential
benefits for laser-gyro fault isolation, and similar benefits may be
obtained for other sensor types as well. It is important to note that
the hardware self-test, or built-in test equipment (BITE), envisioned
for the generic avionics system will differ significantly from past
BITE efforts, which have universally been treated as lecondary_minimum-
cost minimum-precision designs. As a consequence of this philosophy,
most previous BITE systems have had high false-alarm probabilities.
Since a false BITE alarm results in the loss of the use of that instru-
ment, it affects the avionics system in the same manner as an actual
instrument failure. Therefore, BITE false-alarm probabilities must be
appreciably lower than the instrument failure probabilities in order
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for BITE to be useful. Additionally, unless the BITE probability of
identifying a failure (failure coverage) is extremely high, there is
little justification for BITE at all, even with low false-alarm prob-
ability, since an alternate form of failure isolation must still be
provided. Several possible areas of investigation for improving BITE
effectiveness are as follows:

(1) Extend BITE failure coverage using failure mode and effects
analyses, such as those being conducted in the Integrated
Inertial Sensor Assembly (IISA) Program.

(2) Examine the effectiveness of redundant BITE hardware.

(3) Examine the use of intelligent or adaptive BITE thresholds
using microprocessor-driven logic.

(4) For the laser gyro application, monitor analog output sig-
nals associated with path-length control and discharge cur-
rent for use in scale-factor mode shift sensing and trend
reporting.

If the failure coverage of self-test, through both hardware and
software mechanizations, can be raised to a suitably high level with
accompanying low false-alarm probabilities, then a minimally redundant
complement of sensors could be realized, with only the redundancy
necessary to meet the failure tolerance requirements and no instruments
added merely to facilitate fault isolation. To illustrate this point,
only two instruments must be provided to allow the measurement of a
scalar following a single instrument failure (i.e., single fault tol-
erant) if self-test can be used for failure isolation, but three in-
struments must be provided if direct-redundancy failure isolation
(voting) is required.

4.4.2 Direct-Redundancy Tests

Direct-redundancy tests utilize the outputs of like sensors to
detect and isolate an instrument failure. As mentioned earlier, at
least n + 1 instruments measuring different components of an n-dimensional
vector must be present to detect one instrument failure, and at least
n + 2 instruments must be present to isolate the failed sensor. Most
direct-redundancy tests use as decision variables linear combinations
of the like instrument outputs. These linear combinations (or parity
equations) are defined in such a way that, due to the geometry of the
instrument measurement axes, they only involve the instrument errors and
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are independent of the value of the variable being measured. A simple
illustration of direct-redundancy failure isolation using parity equa-
tions is the case of three measurements of a scalar. Three parity
equations can be defined as follows:

Equation (1): The output of Instrument 1 minus the output of
Instrument 2.

Equation (2): The output of Instrument 1 minus the output of
Instrument 3.

Equation (3): The output of Instrument 2 minus the output of
Instrument 3.

If the magnitude of any one of the eguations is large, a failure is
detected. Instrument 1 is identified as failed if the magnitudes of
equations (1) and (2) are both large; Instrument 2 is identified as
failed if the magnitudes of equations (1) and (3) are both large; and
Instrument 3 is identified as failed if the magnitudes of equations (2)
and (3) are both large.

Several FDI techniques utilizing direct redundancy have been for-

e

mulated for arrays of sensors measuring components of a three-dimensional
vector, some working directly with parity equations and others not. In
Reference 4-8, a method is developed for strapdown rate-gyro and accel-
i erometer FDI in which a strict definition of a failed instrument is
used; i.e., an instrument having an error magnitude greater than a stip-
ulated value. In this technique, the parity equation coefficients and

a threshold are defined consistent with the failed instrument defini-

i tion, such that a failure is detected if any parity equation is of

: bgreater magnitude than the threshold. An instrument is identified as

} failed if it is not a member of any parity equation of magnitude less

¢ than the threshold. Assuming only one instrument is failed (i.e., has

: an error magnitude above the stipulated value), this technique is guar-
; anteed to give no erroneous detections or identifications. Reference

' 4-9 describes the Redundant Strapdown Inertial Reference Unit (SIRU)
System, in which instrument FDI utilizes the least-squares estimate of
the measured quantity, either linear acceleration or angular rate. The
least-squares instrument residuals are calculated as the differences
between the actual instrument readings and their theoretical readings

if the quantities being measured were equal to the least-squares esti-
mates. An instrument failure is detected when the total squared error
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(TSE—the sum of the squares of all residuals) exceeds a detection thresh-
old. An instrument is identified as failed when the square of its resi-
dual exceeds the product of an isolation threshold times the TSE. 1In

the SIRU study, the detection and isolation thresholds were selected
empirically; however, recent papersf utilizing the concept of "parity
space”, describe an analytic technique whereby the detection and isola-
tion thresholds may be determined by calculating missed-alarm, false-
alarm, and misidentification probabilities as functions of the thresh-
olds. Once these functions are evaluated, the thresholds chosen are

those that give the desired performance.

The concept of parity space FDI can be illustrated using the
aforementioned example of the measurement of a scalar with three in-
struments. Three possible parity equations for such a system were
given. However, the parity space technique recognizes that only two
of those equations are linearly independent (e.g., equation (3) is
equal to equation (2) minus equation (1)), and the dimension of the
parity space in which FDI calculations are performed is 2. In general,
for m instruments measuring the components of an n-dimensional vector,
parity space is of dimension (m - n). A matrix of parity equation co-
efficients may be defined such that the noises in the parity vectors
due to nocrmal output errors in unfailed instruments are independent
for the case of independent instrument noise, allowing analytic deter-
mination of the performance properties of the FDI technique. Because
the failure of any given instrument results in a parity vector with a
prescribed orientation in parity space, the use of this technique in
those cases where the excess number of instrumenxs‘over the dimension
of the measured quantity is three or less reaulﬁn in simple geometric
interpretations of the FDI process. It should be mentioned, however,
that at this time the power of the parity space method seems to lie
in performance analysis and not in algorithm design per se.

It is important to emphasize that if like instruments are spa-
tially separated, and therefore relative motion among the instruments
is possible, then (in the strictest sense), direct redundancy no longer
exists, but is replaced by analytic redundancy. The degree to which
this impacts an FDI scheme is in direct proportion to the amount of
relative motion possible, scaled by the nominal instrument error char-
acteristics. For the case of flight-control-level bias failures in

'sge References 4-10, 4-11, and 4-12.
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spatially separated inertial instruments on an aircraft, however, body-
bending can probably be accommodated in a direct-redundancy scheme by
one of two related methods:

(1) Averaging the parity equations over an interval containing
many bending cycles.

(2) Filtering the bending frequencies out of the sensor outputs
before forming the parity equations.

On the other hand, extensive analyses of the Space Shuttle have demon-
strated that comparison of individual outputs from spatially separated

IRAs is insufficiently accurate to allow reliable isolation of navigation-

level failures!4~13)

4.4.3 Analytic-Redundancy Tests

The term analytic redundancy refers to the redundancy derived
from functional and kinematic relationships among variables measured
by unlike instruments. Because, like self-test, analytic redundancy
offers the potential for a minimally redundant sensor complement, the
full potential of analytic redundancy should be investigated before the
final configuration of the generic avionics system is defined. The
following paragraphs provide a summary of the analytic-redundancy
methods that may be applicable to the generic avionics system. Al-
though only sensor failure isolation is discussed, analytic redundancy
offers great promise for effector failure isolation as well.

4.4.3.1 Sequential Tests

It is proposed that FDI using analytic redundancy be implemented
in sequential versus single-sample tests since, on'the average, sequen-
tial tests significantly outperform fixed-interval tests. A particu-
larly effective sequential test, that has been applied with excellent
results in the F-8 digital-fly-by-wire (DFBW) analytic-redundancy-
management program!‘-s' =1 is the Modified Sequential Probability
Ratio Test (MSPRT). The MSPRT is based upon Wald's SPRTS"IS) z
binary hypothesis test that decides whether or not the observed noisy:
process contains a stipulated mean value. The thresholds of the test
are determined by the two stipulated acceptable probabilities of
choosing the wrong hypothesis. One technique for failure isolation
using the SPRT is to define a residual process for each suspect instru-
ment as the difference between a convenient function of its output and
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an equivalent expression calculated using other instruments in the
complement. (Details of these residual processes for the various in~
strument types are discussed in the following.) A mean for the SPRT

is defined as the residual signature of a bias of a predefined size,
implying that any instrument having an error of this magnitude or
larger is considered failed. The sign of the SPRT mean is determined
from the sign of a parity equation, and if no parity equation is avail-
able, two SPRTs must be employed. The failed instrument is identified
as the one whose SPRT first indicates that the bias failure mean is
present in its residual.

It is important to note that the residual processes employed
here, defined as the difference between analytically equal expressions,
are in contrast to those used in some previous approaches in which all
redundant information is fed into a single filter and the residuals
from this filter are used for FDI. 1In essence the proposed approach
represents a zero-gain or open-loop filter, and increases the failure
observability over the aforementioned nonzero-gain super-filter
approach.

Although analytic redundancy has the potential to reduce compo-
nent redundancy, by its very nature, analytic-redundancy residuals are
noiser than direct-redundancy fesiduals, and (in particular) analytic-
redundancy residuals can contain low-frequency error terms due to such
effects as modeling errors in the analytic relationships and nominal
instrument error characteristics. In order to accommodate such effects,
while still retaining the simple structure‘éf the SPRT and its inher-
ent optimal propertiesf*'ls) the MSPRT can be utilized. The MSPRT is
a minimax approach in which the effects of postulated worst-case error
terms (not due to instrument failure) are accommodated as SPRT thresh-
old offsets. Compared with SPRT performance, as long as the actual
erroneous terms are smaller than the postulated values, the misclassi-
fication probabilities using the MSPRT will be no greater than those
used to define the original SPRT thresholds, but the mean time to iso-
late a given failure using the MSPRT will be longer than thd§ using the
original SPRT. The use of the MSPRT is preferable to a fixed ad hoc
delay imposed upon the SPRT, since the MSPRT error terms are often
me neuver-dependent, and the use of a fixed delay to accommodate the
largest possible error would be prohibitively conservative. In order
to decrease the effect of the delay caused by the threshold offset,
the concept of provisional failure isolation has proven useful in the
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case of redundant sensors. In this approach, the output of an instru-
: ment whose MSPRT is tending toward the failure decision is removed from
{ ! all critical calculations pending final MSPRT threshold crossing.

It is important to note that the MSPRT approach is applicable to
direct-redundancy residuals as well, and its use of threshold offset
seems particularly well suited to false-alarm prevention during times
when unfailed-instrument parity equation magnitudes might be high; e.q.,
due to nominal gyro scale-factor errors in high-rate high-acceleration
maneuvers.

4.4.3.2 Analytic Redundancy for Flight-Control Instruments

The instruments enumerated earlier as applicable to the flight-
control function are linear accelerometers, attitude rate gyros, atti-
tude gyros, air data sensors, and automatic-landing system receivers.
In this section, the various forms of analytic relationships available
for these sensor types are outlined, together with the associated MSPRT ,
means and worst-case error sources. &

4.4.3.2.1 1Inertial Instruments and Air Data.—The outputs of the atti-
tude gyros and attitude rate gyros are related through nonlinear dif-
ferential equations. Analytic-redundancy residuals are defined using
numerical integration of these differential equations, with the result
that the residual signature for a bias in a rate gyro is a ramp, and
the residual signature of a bias failure in an attitude gyro is a step.

R e

The dominant error sources in these residuals are as follows:

s

¥

(1) 1Initial attitude gyro noise.

ol oy

(2) Rate-gyro axis misalignment.
(3) Nominal rate-gyro bias.
(4) Nominal rate-gyro scale-factor error.

It should be noted that although these analytic-redundancy relation-

ships between attitude gyros and attitude rate gyros, referred to as

rotational kinematics (RK), are exploited to great advantage using the

instruments aboard the F-8 DFBW aircraft, the rate gyros aboard the

aircraft are of such a grade that identification of bias levels of the

order of 10,000 degrees/hour is appropriate. It remains to be demonstra-

ted whether the inherent increase in mean time necessary to identify ;
gyro biases of the accuracy required for V/STOL flight control (30 de- i
grees/hour) would render this form of analytic redundancy unusable. i
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The derivative of the air-relative velocity of the aircraft is a
function of variables measured by the linear accelerometers, air data
sensors, rate gyros, and vertical gyros. Using residuals calculated by
numerical integration of this equation, this form of analytic redun-
dancy, referred to as translational kinematics (TK), can be used to
isolate failures in these instruments. The following comments can be
made on TK, based upon the F-8 DFBW experience:

(1) The major low-frequency error source is the wind accelera-
tion, which cannot be estimated in the presence of an in-
strument failure. The method used in the F-8 to accommo-
date this unknown modeling error is the use of a threshold
offset arising from the effect of a constant-magnitude wind
acceleration for 12 seconds, changing sign at 6 seconds.
The magnitude of the wind acceleration used assumes one of
two values depending upon the estimated turbulence level.
Using this approach, a failure equivalent to a 150 mg accel-
erometer bias requires a mean detection time of the order
of 13 seconds.*

(2) The signature of a rate-gyro bias failure is modulated by
the airspeed, and no signature is given if the rate-gyro
input axis is parallel to the aircraft velocity vector.
Assuming the failed rate-gyro axis is normal to the velocity
vector, an airspeed of approximately 600 feet/second is re-
quired for a 1600 degree/hour rate-gyro bias to be equivalent
to a 150 mg error in computer airspeed rate.

(3) The use of TK for vertical-gyro failure isolation requires
bias jumps of approximately 9 degrees to produce 150 mg
errors in computed airspeed rate.

(4) The observability of a bias in the measurement of a, R, or
angular rate is proportional to airspeed, and is essentially
zero below 60 knots.

Relationships between aircraft acceleration and models of aero-
dynamic force utilizing air data measurements are referred to as trans-
lational dynamics (TD) analytic redundancy. On the F-8, the use of TD

.It is important to note that for all MSPRTs, the isolation times for
failures larger than the postulated value are proportionately shorter
than those quoted for failures of the postulated size.
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yields reliable isolation of lateral accelerometer biases of 150 mg,
and alpha vane biases of 2 degrees, at Mach riumbers aboc 0.4. That
implementation utilizes polynomial representations for the aerodynamic
forces as high as fourth order, and requires approximately 200 polyno-
mial coefficients to represent the aircraft in the clean configuration.

The following comments are relevant to the applicability of TD to the
FDI problem:

(1) The primary error sources in the TD equatiohs are: lack of
knowledge of the true aerodynamic-force characteristics,
nominal biases in the air data measurements, and lack of
knowledge of propulsive thrust. The expected magnitudes

of these errors limit the instrument failures that can be
isolated.

(2) In the TD residuals, the observability of a Mach bias is
proportional to airspeed, and the observability of an a or
B bias is proportional to the square of airspeed, limiting
isolation at iow to moderate airspeeds.

(3) Because of the probable skewed orientation of the flight-
control accelerometers, isolation of failures in these in-
struments via TD will require the evaluation of the complete
three-dimensional aerodynamic and propulsive force vectors
at each sample time. 5 :

Another form of analytic redundancy betweén flight—contfolbsen-
sors, called altitude kinematics (AK), arises from the fact that the
vertical inertial acceleration is equal to the second derivative of
altitude—a. function of measured acceleration and attitude. Altitude

kinematics provides redundancy between measurements of altitude, either. -

using static pressure and temperature data or a radar altimeter, and
the linear accelerometers and vertical gyros. The AK test is effective
in isolating failures only in accelerometers with input axes within 20
degrees of the vertical. It is effective in isolating failures in al-
titude measurements, but requires the storage of a residual window.

If only the measurement of altitude, and not altitude rate, is avail-
able, a filter for each altitude device is required for altitude rate
estimation. Error in the knowledge of altitude rate at the time of

failure detection is the dominant low-frequency error in AK residual
calculations.
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An additional form of flight-control inertial-sensor failure iso-
lation will be available, since both the flight-control linear acceler-
ometers and angular rate gyros will have counterparts in the IRA of much
higher quality. Although it is probable that the IRA will be spatially
separated from the flight-control sensors, introducing relative motion
(and therefore analytic, and not direct redundancy), it is felt
that flight-control level failure isolation can be accomplished using
sequential direct-redundancy tests with high-frequency errors removed
by increased test variance or notch-filtering the instrument outputs.
This form of redundancy should be sufficient for flight-control accel-
erometer and rate-gyro FDI as long as the IRA is operating. S

Geographic kinematics (GK) refers to the.redundancy between the
position and velocity estimates obtained using onboard inertial in-
struments and the position and velocity estimates obtained from radio-
navigation aids (in particular, GPS and JTIDS). The major error sources
for GK tests are as follows:

(1) Nominal unfailed sensor bias.
(2) Nominal unfailed sensor scale-factor error.
(3) Nominal radio-navigation measurement bias.

Table 4-1 gives a summary of the predicted behavior of GK using GPS
position or velocity data in isolating failures of flight-control rate
gyros and accelerometers. These results assume a GPS update rate of
10 hertz. The attitude error figures assume that the IRA has been
lost due to battle damage, and only a single attitude equation,
utilizing all rate-gyro outputs, is employed. It is also assumed that
the aircraft is not maneuvering, and that the input axis of a failed
rate gyro is normal to the specific-force vector. The errors listed
in Table 4~1 as being accommodated are used to calculate the MSPRT
threshold offsets, and the position and velocity errors reflect pre-
dicted GPS performance. :

Two important points should be made about GK for flight-control~
level inertial-instrument FDI. First, the GPS velocity signals would
be the first to be lost in a jamming environment, and therefore it
would be prudent to design the GK tests using the GPS position data.
However, the velocity bias accommodated in Table 4-1 (0.005 foot/second)
reflects only nominal GPS velocity bias. If the expected velocity bias
from a combined flight-control/GPS/JTIDS navigator (implemented follow-
ing loss of the IRA) were significantly larger than this figure, the
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mean isolation times in the last three rows of Table 4-1 would be optir
mistic, and new results accommodating the larger velocity bias would

be required. The second point is that, while Table 4-1 indicates that
isolation of 10 mg accelerometer biases is feasible using GK, it also
indicates that prohibitively long times are required to isolate 2 degree/hour
rate-gyro failures, if accelerometer errors as high as 10 mg must be
accommodated.

Table 4-1. Flight-control sensor failure
isolation via GK using GPS.

Mean Resulting
Failure Errors Explicitly Type of Isolation Attitude
Magnitude Accommodated GPS Data| Time (s) Error (deg)
1 deg/h 10 mg, 0.005 ft/s vel 10000 2.8 ﬁ
1 deg/h 50 ug, 0.005 ft/s vel 54 0.015
10 mg 1 deg/h, 0.005 ft/s vel 0.6 —
1 deg/h 10 mg, 0.005 ft/s, 15 ft pos 14000 3.9
1 deg/h 50 ug, 0.005 ft/s, 15 ft pos 155 0.04
10 mg 1 deg/h, 0.005 ft/s, 15 ft| pos 58 U

4.4.3.2.2 Auﬁoland Receivers.—The MLS receiver provides range and
heading information to the aircraft relative to the landing site.. A
GK MSPRT can be utilized to identify MLS failures by observing the
process defined as the change in MLS range and heading data minus the

change in position information from the combined IRA/GPS navigator.

The proposed SRLS utilizes a transmitter/receiver on the air-
craft that sends out and receives pulses, and a transponder at the
landing site that retransmits the received pulses from the aircraft,
providing range, azimuth, and elevation to the landing site during the
terminal landing phase. 1In addition, for the case of landing on a
ship, the shipboard transponder inserts ship-motion information between
the retransmitted pulses, and this is the only hiéh-frequency ship-
motion information available to the aircraft. The translational ship-
motion information from the SRLS, together with the range, azlmuth,
and elevation information can be used in a GK test with IRA/GPS infor-
mation for isolation of an SRLS failure. Unfortunately, there is no
source of ship attitude information except the SRLS. Although it is
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possible that JTIDS could be used as an alternate communication path
to provide low-frequency ship attitude information, comparison of
these data with SRLS output would be difficult. It may be possible to
perform coarse dynamic consistency checks on the SRLS ship attitude
motion data through the use of a ship model in the aircraft software,
but it is not clear at this time how useful such a check would be.

4.4.3.3 Analytic-Redundancy for Navigation Instruments

The GK analytic redundancy described earlier for flight-
control inertial-sensor FDI can also be utilized for isolation of
failures in the IRA gyros, or accelerometers, or GPS or JTIDS re-
ceivers. GPS and JTIDS information can be used to isolate IRA failures,
and IRA measurements can be used to isolate failures in GPS or the nav-
igation function of JTIDS. Table 4-2 summarizes the predicted perform-
ance of GK tests in isolating an IRA rate-gyro failure, an IRA accel-
erometer failure, and a GPS velocity measurement failure.

Table 4-2. Navigation-instrument failure
isolation using GK.

‘Mean Reﬁulting
Failure Errors Explicitly Type of Isolation | Attitude
Magnitude Accommodated GPS Data | Time (s) Error (degq)
0.01 deg/h | 50 ug, 0.005 ft/s, 15 ft pos S 7011 0.02
50 ug 0.01 deg/h, 0.005 ft/s, o
15 ft pos 251 —_
0.1 ft/s 50 .ug vel 1.9 —_

4.5 Major Tradeoffs and Conclusions

Because of the uncertainty associated with the fault tolerance
and survivability requirements for aircraft that may utilize the gen-
eric avionics system, and because the reliability of much of the afore-
mentioned avionics equipment in the 1990s is conjectural, it is diffi-
cult at this time to completely define a baseline generic avionics
system. However, in most function areas, clear tradeoffs do exist be-
tween equipment types, equipment replication, and analytic-redundancy
failure-isolation techniques. A thorough understanding of these trade-
offs is essential to effective baseline selection, and this section
enumerates the various tradeoffs and the conclusions that can be drawn
from them at this time.
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4.5.1 Inertial Components (Navigation and Flight Control)

Because of the flight-control capability of the IRA, the choice
of inertial instruments to simultaneously fulfill the requirements for
flight control and navigation must be made together. Table 4-3 indi-
cates the fault-tolerance of several possible configurations of flight-
control-grade (FC) and navigation-grade (NAV) accelerometers or rate
gyros. Because the weight penalty associated with armor plating for
survivability seems unwarranted, while the use of other equipment for
shielding or placement near the pilot seems tenuous and cavalier at
best, survivability of the flight-control function is achieved by
spatial separation. 1In Configuration 1, a bulkhead divides two triads
of navigation-grade instruments, with no flight-control-grade instru-
ments present. In Configurations 2 through 6, spatial separation of
the order of a meter is present between the clustered instruments of
the IRA and the flight-control instruments. Although from the sensor-
alignment, accessibility, and redundancy-management points of view it
would be preferable to cluster the flight-control instruments in Con-
figurations 2 through 6; additional flight-control function survivability
can be attained by spatially separating these instruments; By judicious

Table 4-3. Fault-tolerance of various configurations.

Flight-control

Flight-control | function fault
Navigation function tolerance with
Number of function fault damage to all
skewed accel-| . fault toler- tolerance navigation
Config~- | erometers or ance without without sensors in IRA
uration | rate gyros damage damage .. ° cluster
NAV FC DR AR DR AR DR AR
1 6" 0 2 3 2 3 0 0
2 4 4 0 1 4 5 0 1
3 5 5 1 2 6 7 1 2
4 5 4 1 2 5 6 0 1
5 5 3 1 2 4 5 0 0
6 6 6 2 3 7 8 2 3

.Throe instruments on either side of a bulkhead
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mounting of the instruments at various locations within the fuselage
(perhaps at various locations on a single bulkhead, as suggested in
Reference 4-3), it should be possible to keep the relative motion be-
tween the sensors acceptably small for redundancy-management purposes.

In Table 4-3, fault isolation is achieved using either direct re-
dundancy (DR) alone, or by a combination of direct redundancy plus an-
alytic redundancy (AR). Self-test is not assumed because of its
instrument-specific nature. The fault-isolation capability for the
flight-control function via direct redundancy assumes the use of the
navigation sensors (when available) for this purpose. The major trade-
off (apparent in Table 4-3) for Configurations 2 through 6 is the large
degree of flight-control-function fault tolerance pfovided in the ab-
sence of damage in order to assure survival of the flight-control func-
tion following limited battle damage.* Although Configuration 1 suggests
an approach that removes excessive flight~-control fault tolerance, it is
not clear at this time, whether (in fact) the approach will leave these
instruments intact following limited battle damage (e.g., fire on onc
side of the bulkhead), or whether the instruments on the two sides of
the bulkhead could have sufficiently accurate relative alignment.

Thus, two questions, which must be answered before an inertial~-sansor
baseline configuration can be chosen, are as follows:

(1) 1Is flight-control-function damage tolerance through spatial
separation a requirement?

‘(2) Can that requirement be met by an arrangement involving
separation by bulkhead thickness?

The figures in Table 4-3 that indicate additional fault folerance
via analytic redundancy presume that unjammed GPS signals are avail-
able to allow the use of GK tests. It is an interesting paradox that
the IRA requires the unjammed GPS signals to isolate low-level fail-
ures of its instruments, but that in such an unjammed situation this
high accuracy is not required since GPS aiding of the IRA outputs will
prohibit any excessive navigation errors. An important question that
must be answered before designing the total navigation system is:

.A limited~damage event is assumed to destroy all instruments in the
IRA cluster, with damage localized tc that area.
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; "What kind of a failure is the jamming of the GPS receivers? In par-
' % ticular, is it considered a failure at all in an 'n-failure operational’

t % design?"

It is important to reiterate that for a configuration using pilot-
display-grade integrating rate gyroscopes with no attitude gyros, iso-
lation of a 1 degree/hour rate-gyro bias using GK analytic redundancy
requires a prohibitively long isolation time when an accelerometer
bias of 10 mg must be accommodated. If the level of attitude error be-
fore failure isolation or the long time period of failure-isolation
processing were unacceptable, one of the following steps would have to
be taken:

(1) Use of flight-control accelerometers with significantly
better accuracy than 10 mg. The cost difference between
the two accelerometer types would determine the efficacy °
of this approach.

(2) Augment the flight-control sensor complement by an addition-
al rate gyro. This approach seems most cost-effective.

(3) Addition of attitude gyros. This alternative does not seem
acceptable, and is discussed in the following.

The use of attitude gyros ‘in the generic avionics system does
not seem necessary or cost-effective at this time, regardless of the
chosen configuration of rate gyros and accelerometers. The addition

t of a different sensor type or types (at least one vertical gyro (VG) and

one directional gryo (DG), or a single three-axis instrument would be
required) would result in signficant logistics costs over the system
lifetime; and it is felt that these costs, plus the attitude-gyro ac-
quisition cost, would be much greater than the acquisition cost of an
additional rate gyro to provide one more level of direct redundancy.

#
[
!

4.5.2 Air Data

Because of the flight-critical nature of loss of lift or exces-
sive sideslip angle in many regions of an aircraft's flight envelope,
some form of air data instrumentation (both high and low speed) will un-
doubtedly be required for the generic avionics system. For high-speed
air data, the choices seem to be limited to either multipurpose probes
or a combination of pitot/static probes and vanes. The redundancy-
management techniques for either approach would be similar, and the
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ramifications of the choice of one approach versus the other are rel-
atively small. On the other hand, there are two very dissimilar ap-
proaches to low-speed air data instrumentation: an omnidirectional low~
range airspeed system, and distributed pressure transducers.

The most promising candidate of the former approach is LORAS,
since it has demonstrated highly accurafe performance and good main-
tainability. However, the accuracy of direct redundancy for widely
dispersed low-range airspeed instruments is questionable in the face
of local airflow effects. Multiple LORAS units would require some
separation for physical clearance of the rotating booms, and to mini-
mize the interaction of air motion induced by one rotating sensor on
the flow measured by another sensor. Because the Rosemount omnidirec-
tional sensor is similar to a multipurpose probe and does not rotate,
the mounting of several of these sensors in close proximity should not
create any major interference effects. Therefore, it is proposed that
extensive testing be performed on the Rosemount sensor to determine
whether its design can be matured to the level of LORAS. Both LORAS
and the Rosemount sensor measure airspeed and direction in a plane,
and two instruments of either type are required to measure the full
airspeed vector. Since there is no alternate source of low-speed air
data in addition to these systems, FDI for these instruments must be
accomplished using direct-redundancy tests, and the technique would be
similar to that employed for FDI for two-degree~of-freedom rate gyros.

The concept of distributed pressure transducers to provide direct
measurement of lift and sideforce is appealing because these are the
quantities of interest for flight control. However, the technique is
unproven, and the redundancy-management approach for these sensors is
unclear at the present time, due to the pot?@tially large local varia-
tions in the air flow at distributed locations on the wing, rudder, and
fuselage. Nevertheless, the area of reliable low-speed air data from
distributed pressure transducers appears to be a promising one for
research.

4.5.3 Radio-Navigation Aids

Because of the extremely accurate geographic position available
from GPS and the highly jam-resistant communications channels provided
by JTIDS, it is likely that at least one GPS receiver and one JTIDS
receiver will be onboard the aircraft. Beyond this minimum complement,
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it will likely be necessary to include a second JTIDS receiver to pro-
vide secure redundant communication following the failure of one re-
ceiver, relying upon self-test for the isolation of the failed unit.

If, in the future, JTIDS self-test is found deficient in fault-isolation
coverage, and guaranteed automatic JTIDS operation following a single
failure is still required, the utility of GK analytic redundancy with
GPS/IRA data to isolate JTIDS failures should be investigated.

Because of the jam susceptibility and relatively high projected
cost of a GPS receiver, it appears at this time that not more than a
single GPS receiver should be in the avionics complement. If, as en-
visioned, the IRA instruments are of sufficient accuracy to satisfy
navigation-function requirements in an unfailed stand-alone mode, the
cost tradeoff for IRA fault tolerance between an additional laser gyro
and accelerometer for direct redundancy, versus an additional GPS re-
ceiver for analytic redundancy, will undoubtedly favor the added IRA
instruments. On the other hand, if for some reason it is required that
GPS capability be retained after the failure of one receiver, two GPS
receivers must be onboard, with failure detection accomplished using b
direct redundancy, and failure isolation accomplished using GK. 1In
this case, the additional IRA instruments would not be necessary.

4.5.4 Autoland Receivers

H Because of the likely requirement that the SRLS transceivers be
fail-operational after initiating the landing sequence, and because
there is no redundant information available regarding ship motion, it
appears necessary that there be three SRLS transceivers aboard the air-~
craft. If future development of the SRLS transceiver indicates it has a
sufficiently long mean time between failures (MTBF), the short exposure
time of the landing sequence might allow removal of the fault-tolerance
requirement, and only two SRLS transceivers would be needed. 1In that
case, the landing sequence would not be initiated if the readings from
the two transceivers disagreed.

P v s i
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1 Because there is a good source of redundant MLS information from
‘ - IRA/GPS, three MLS receivers appear unnecessary to provide single fail~-
ure tolerance. Thus, the inclusion of two MLS receivers in the aircraft
can provide single-failure tolerance, with the failure detected using .
direct redundancy and isolated using the IRA/GPS navigation data.
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i 4.6 Summary and Recommendations

{ In the preceding sections, the requirements of the generic avi-
onics system have been discussed, together with existing and potential
equipment to satisfy the functional requirements, and available FDI
techniques to satisfy possible fault-tolerance and survivability re-
quirements. The complete stipulation of a baseline avionics system is
difficult at the present time for the following reasons:

(1) The fault-tolerance and survivability requirements are
currently unspecified. To a great extent, the fault-
tolerance requirements will be dependent upon the MTBFs of
the equipment types in the complement; and these figures
are difficult to estimate for the 1990s time frame. This
is especially true for new design equipment.

(2) A number of promising research areas exist that could impact
the choice of sensor complement. These will be discussed
later in this section,

(3) The acquisition costs for the different sensors are not

easily estimated, making tradeoffs between equipment types
difficult to assess.

In spite of the aforementioned difficulties, the various trade-
offs discussed in Section 4.5, together with some engineering judge-
ments concerning fault-tolerance and survivability requirements, do
suggest a tentative baseline avionics system, summarized in Table 4-4.
Although the redundancy of a particular instrument type may change be-
tween the value in the table and the baseline value, it is not antici-
pated that major changes will occur. However, it is likely that some
instrument types (such as Doppler'radarl or correlation Velocity sen-
sors, and radar altimeters) will be added to satisfy various mission-
related requirements.

The IRA for the tentative baseline design consists of four laser
gyros and four accelerometers. It is anticipated that these instru-
3 ments would be clustered, with their input axes normal to the faces
{ of an octahedron. The tentative parameters for these instrumént types
are given in Tables 4-5 and 4-6. The IRA is required to perform self-
alignment, with level misalignments of the order of 20 seconds of arc
(l10), and heading misalignments of the order of 150 seconds of arc (lo).
This requirement dictates accelerometer alignment accuracies of approx-
imately 10 seconds of arc (lo) and bias stability of 50 ug (lo).

2
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Table 4-4. Tentative core avionics sensor system baseline.

t Type Quantity
Laser Gyros 4
IRA
Accelerometers (Navigation Grade) 4
Rate Gyros (Display Grade) : 4
Accelerometers (Display Grade) 4
Multipurpose Air Data Probes 2
Temperature Sensors 3
Onmidirectional Low-Range Airspeed Systems 3
(V/STOL only) %
GPS Receivers 1
JTIDS Receivers 2
Microwave Landing System Receivers *
Short-Range Landing System Transceivers ) 3 ; ]
. (V/STOL only)
; Table 4-5. Laser-gyro parameters.
i Scale Factor 1.5 s/pulse Assumed stable over !
} life of unit
! Bias 0.01 deg/h (10) | 6-month recalibration’
£ Scale-Factor Error 5 ppm (lo) 6-month recalibration*
f Misalignment Coefficients 5 x 10-5 rad Assumed stable over
% life of unit ;
: Asymmetry/Nonlinearity 2 ppm (lo) Assumed stable over |
life of unit.

'Emarqing evidence suggests that this recalibration will be accom-
plished with the unit in the aircraft.
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Table 4-6. Navigation-grade accelerometer parameters.

Scale Factor 1000 pps/g Assumed stable over
life of unit

'Bias 30 pg (1lo) 6-month recalibration

Scale~Factor Error 50 ppm (1lo) 6-month recalibration

Misalignment Coefficients 5 x 10'5 rad Assumed stable over

life of unit

Cross~Coupling Coefficients| 2 x 10'-5 rad/g Assumed stable over
life of unit

Scale-Factor Nonlinearity <5 ug/92 Assumed stable over
life of unit

Because no onboard calibration is assumed, the parameters are assumed

to be stable for long periods. The accelerometer‘stability quoted is
readily achievable, while the laser gyros have recently matured to their
quoted figures. (The feasibility of using GK analytic-redundancy re-
lationships for laser-gyro and accelerometer recalibration should be
explored, as this could lead to a relaxation of the stability require-
ments with accompanying acquisition cost reduction.)

Regardless of the final number or arrangement of instruments,
they will be mounted in prealigned normalized modules with standard
interfaces for ease of construction and maintenance, and to enable
competitive procurement at all stages of the system life cycle. At
this time, four irnstruments of each type appear sufficient, since a
single failure of either type is identifiable using GPS measurements,
and the GPS measurements will limit the navigation errors due to an
unidentified failure.

The tentative baseline of Table 4-4 includes four display-grade
rate gyros (1 degree/hour (lo)) and accelerometers (10 mg (lo)) to
assure flight-control and display function survivability following a
single limited-damage event. These instruments will be mounted separate
from the IRA, but their precise arrangement is neither ltipulaged nor
of particular importance. If clustering of all of these instruments
is felt to be unwise from a survivability viewpoint, an attractive
alternative would be two clusters—each containing two instruments of
each tyve.

66

o R




The configuration of inertial instruments chosen for the tenta-
tive baseline (Configuration 2 in Table 4-3) was chosen over Configu- 1
{ ration 1 for two major reasons. First, it has not been demonstrated
that the approach of Configuration 1 does indeed assure flight-control
function following battle damage. Second, Configuration 1 provides
no fault tolerance following a damage event, while the tentative base-
line provides single fault tolerance following a damage event using
analytic redundancy.

The tentative baseline contains two multipurpose air data probes
and three temperature sensors. The multipurpose probes are chosen over
a combination of probes and vanes, primarily because of the possible |
: constraints on surface area availability due to the existence of :
three omnidirectional low-range airspeed systems, but also because of i
the choice of simple hardware at the price of more complex, yet inex-
pensive, computer processing. The use of two multipurpose probes will :
allow single-fault-tolerant operation, with the failed probe isolated 4
using analytic-redundancy relationships, either TD or TK. Because of |
| the low observability of temperature errors in TK or TD residuals,
analytic~redundancy FDI is impractical for the temperature sensors,
and three instruments are required to give single-fault tolerance.

The choice between the Pacer or Rosemount low-range airspeed systems
cannot be made at this time. As mentioned earlier, if future testing
of the Rosemount sensor indicates that its performance is comparable
to the Pacer sensor, it would appear to be the preferable instrument
in terms of lower flow interference between sensors and hardware sim-
plicity. The failure-isolation techniques will be analogocus for both
sensor systems.

The tentative baseline contains only a single GPS receiver and
two JTIDS receivers. Failures of the GPS receiver will be detected
using GK relationships with IRA outputs. Navigation errors will still

{ be bounded in the absence of an operating GPS receiver as long as one
; JTIDS receiver is operating. 1In the tentative baseline, either self-
test or GK analytic redundancy will be used for JTIDS failure isola-
tion, with detection in the latter case via direct-redundancy output
comparison.

The tentative baseline contains two MLS receivers and three SRLS
L transceivers. Single-fault tolerance for the MLS receivers will be
obtained using GK for fault isolation, while single-fault isolation
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for the SRLS transceivers will be obtained via direct redundancy. At
this time, it is felt that the shipboard-landing capability will be
flight~critical much of the time due to the lack of availability of
alternate land-based landing sites. Therefore, single-fault tolerance
of the SRLS transceivers throughout the flight appears to be a reason-
able requirement.

As mentioned earlier, several interesting research areas have
emerged during the course of this study that could impact the generic
avionics system baseline design. They are as follows:

(1) In order to improve the fault coverage of self-test, failure-
mode and effects analyses should be performed on all instru-
ments contemplated for the baseline avionics complement.

The IISA program could be of particular benefit in perform-
ing these analyses on the inertial-instrument candidates.

(2) The use of embedded microprocessors in instruments or in-
strument modules provides a significant amount of computa-
tional capacity for instrument compensation and self-test.
Although the potential benefits of the embedded microproc-
essor have only recently begun to be explored, the following
are present candidates for inertial instruments.

(a) Use of interpolation techniques to decrease inherent
instrument quantization by at least an order of
magnitude.

(b) Compensation of instrument parameter and dynamic terms,
in particular, temperature and temperature gradient
terms—resulting in lower weight and power penalties
than precise temperature control.

(c) Use of microprocessor-driven logic to determine BITE
thresholds.

These and other possible benefits from the use of micro-
processors embedded in the avionics instruments should be
investigated.

(3) The survivability and performance of an IRA with half its
instruments on either side of a bulkhead should be explored.




(4)

(5)

(6)

(7)

(8)

(9)

Although geographic kinematics analytic redundancy appears
capable of isolating navigation-level failures in inertial-
instruments and radio-navigation receivers, the concept has
never been applied to systems more rcomplex than idealized
point-mass models. The use of GK tests for failure isola-
tion shculd be thoroughly tested, with particular attention
paid to the effects upon performance of uncertainty in the
locations of the GPS and JTIDS antennas relative to the IRA
and the response of the tests to failure sizes much larger
than expected in the flight-control'instruments, which could
result in vehicle loss if not quickly identified.

The use of geographic kinematics for inertial-instrument
bias calibration, with the aircraft on the ground, should
be explored.

The use of distributed pressure transducers to provide 1lift
and sideforce information at low airspeeds should be inves-
tigated. If this technique proves to be a practical source
of low-speed air data information for flight control, tech-
niques for assuring reliability of this information source
should be explored.

The Rosemount omnidirectional low-rangé airspeed system
should be thoroughly tected to determine its performance
and maintainability.

The technologies necessary to perform safe, minimum-hovertime
landings, aboard ship, in high seas and under all weather
conditions should be pursued. A system for both sea-based
and land-based platforms should be ekpibred, with high levels
of aircraft autonomy and minimal equipment required at the
landing site. Ship-motion information must be made available
to the aircraft during its approach. Ship-motion prediction
is cruc al to an automatic system and current efforts in

this area should be actively pursued.

Conflicting opinions exist concerning the ability to reliably
isolate individual navigation-level inertial-instrument
failures using spatially separated instruments. These con-
flicts should be resolved under the IISA program for fail-
ure levels consistent with future-generation Navy aircraft
mission requirements.
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To summarize, the interrelationships between functional, fault-
tolerance, and survivability requirements and the generic avionics
system structure in terms of instrument Lypes and replication have
been discussed. Although exact requirements for the avionics system
cannot be stipulated at this time, a tentative baseline design has
emerged that satisfies reasonable estimates of these requirements.
The tentative baseline utilizes analytic redundancy to reduce instru-
ment replication for several instrument types that would otherwise be
required to provide fault tolerance. Several research areas have been
identified that could have significant impact on the instrument types
and numbers in the generic avionics system baseline design.
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SECTION 5

DISPLAYS AND CONTROLS

5.1 Introduction

Integrated avionics systems have the potential to expand the oper-
ating capabilities of future aircraft, providing great advantages in
total-system reliability and maintainability. To complement the increase
in aircraft capabilities and mission requirements, the displays and
controls must follow similar development. For these cockpit systems,
important design goals are: reduced crew workload, unquestioned reli-
ability, and minimum maintenance and support requirements. 2

In response to this demand for improved displays and controls in
vehicles as diverse as helicopters, submarines, spacecraft, and V/STOL

SRS R

aircraft, many prototype systems are under development. The U.S. Navy
is currently developing the Advanced Integrated Display System (AIDS)

s

for application to advanced aircraft such as the V/STOL. This section
concentrates on how the AIDS can be best integrated with the rest of
the avionics system, in order to maximize the advaritages of both.

The Navy AIDS and the generic fault-tolerant avionics system are
discussed briefly‘in Sectijons 5.2 and 5.3 to provide quick reference
to the salient features of each. More detailed descriptions are avail-
able in References 5-1 and 5-2. Comparison of the capsule descriptions
serves to point out the essential structural points in common between
the two. Their hierarchial similarities provide the basis for an ef-
fective integration plan.

Section 5.4 details the proposed plan for integration of the AIDS
system into a generic fault-tolerant avionics system. The integration
problem has been approached at two levels, indicating the depth of in-
tegration and the amount of change required in combining the two
systems.

Level-1l integration is the simplest approach. The AIDS, as con- i
figured in the current Advanced Development Model (ADM), is attached
to a fault-tolerant network by nodes at the AIDS data-entry points.
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Beyond this attachment, the AIDS is completely autonomous. All data
and control information flows through the node connection,
ternal AIDS structure is unchanged.

and the in-

Level-2 integration addresses the integration of an AIDS-concept
cockpit into a totally integrated aircraft avibhics system. Here, the
AIDS ADM is viewed only as a current laboratotry implementation of a con-
cept—that of programmable displays and control panels combined with
digital data processors. In the Level-2 plan;'fhe functional blocks of
the AIDS are preserved, but the hardware locations and communication
structure have been altered to take advantage of a fault-tolerant

architecture, redundancy management, and expected changes in hardware
capabilities.

In Level-2 integration, particular care is paid to the preserva-
tion of flight-critical information and display elements, as opposed
to that which is only mission-critical. Dividing display requirements
and data flow on the flight/mission-critical line dictated the restruc-
turing of internal AIDS networks, and the use: of fault-tolerant compu-
tation. This integration approach provides the-flexibility intended

in the AIDS concept, combined with the reliability that comes from full
integration.

Section 5.5 (Conclusions and Recommendations), contains a dis-
cussion of the directions towards which future AIDS developments might

proceed, in order to enhance integration with a total aircraft avionics
system.

5.2 Advanced Integrated Display System (AIDS)

The Navy AIDS is a program under study by the Naval Air Develop-
ment Center (NADC) and General Electric to develop a modular, flexible,
and programmable integrated display and control system for future air-
craft. Currently in the advanced-development-model Stage, wherein new
technologies are experimentally examined and hardware developed, the
AIDS will ultimately serve as a base for engineering development efforts
on specific weapon systems. Figures 5-1 and 5-2 depict a current
cockpit display layout and hardware configuration for the RIDS ADM.

The technical approach in the AIDS has been to develop a minimum
number of simple display units (cathode-ray tubes (CRTs)) and control
units (dedicated and programmable keyboards) on three bus systems: a
digital bus, a video bus, and a power bus. Control- and signal-processing
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hardware, made up of modular programmable units, drives the display/
control units via the buses in response to manual and automatic command
signals. The AIDS central processor is, in turn, in communication with
external aircraft systems, and provides for data flow into AIDS and
pilot commands out to other subsystems. s

Detailed descriptions of AIDS hardware and functioning are con-
tained in References 5-1 and 5-2. For purposes of clarity in further
discussion of integration, brief descriptions of major items are in~
cluded herein. Figure 5-2 shows the AIDS ADM, partitioned into:

(1) cockpit displays and control panels, (2) the modular integrated
display electronics racks (MIDER), and (3) the external aircraft avi-
onics system.

.The purpose of the MIDER is to house the equipment that controls
and conditions inputs from the outside subsystems and generates dis-
play symbology. In addition, under operator control, it selects and
condltlons outputs to the external subsystem. "

Inputs arrive from the avionics system, but via a 1553B terminal.
This information, entering MIDER #1 or #2, is transmitted on an internal
MIDER bus to any element requiring the data. Key elements in the MIDER
are its main data processor, the mass memory, video-receiver-transmitter
equipment, and raster signal generators (RSGs).

The data processor performs all functions associated with overall
system control, built-in-test, mode selection, display formatting, and
configuration. Control signals are transmitted to the cockpit units
via a 1553B bus.

The nonvolatile mass memory is used for storage of display formats
and operating programs. 3

Video receiver/transmitter equipment is used to ensure synchroni-
zation between external video inputs and AIDS symbology, so that both
can be superimposed on a display screen.

The function of each RSG is to generate in-raster symbols for an
associated display. The output of the RSG is a video signal, which is
either mixed with external video or sent directly to the display via
the wideband multiplex bus. '
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5.3 Fault-Tolerant System Network and Architecture

The purpose of this section is to provide a brief summary of the
hierarchical fault-tolerant network and architecture. Although this
discussion is brief and somewhat repetitive of Section 3, it is included
herein to illustrate the compatibility between the AIDS system and the
fault-tolerant architecture. Further information is contained in Section
3 and in References 5-3 and 5-4.

The fault-tolerant system has a very high level of integration of
all avionic functions, with flexible communication paths throughout.
Information generated anywhere within the system can be made available
anywhere else in it. Alternate means for fulfilling various data needs
make survival possible in the face of failures or damage.

Specifically, the integrated system consists of the following:
(1) One or more high-level fault-tolerant multiprocessors (FTMP).

(2) Some number of local processors, each of which bears a unique
relationship with one or a small group of subsystems. Such -
computers may be physically embedded in the related. subsystem.

(3) A possible intermediate level of computers dedicated to cer-
tain tasks.

(4) A communications network to which all computational sites
are attached-—each computer being attached at one or more
nodes of the network.

High-level or critical functions are performed by highly reliable
fault-tolerant multiprocessors. These multiprocessors, reflecting state-
of-the-art, high-performance microprocessor technology, Qill have sub-
stantial computational power-—able to perform critical flight control, ’
autoland, and thrust control, plus system configuration and restructur-
ing functions.

Lower level positions in the hierarchy are generally serviced by
dedicated microprocessors. Most of these functions are associated with
equipment that has a failure rate considerably greater than a simplex
microprocessor's. Loss of a dedicated local processor is equivalent
to loss of the associated subsystem, component, or sensor. However,
the failure rate of the combined dedicated simplex processor and sub-
system or component is not significantly greater than that of the sub-
system or component alone. Figure 5-3 illustrates the hierarchical
structure.
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Figure 5-3. Fault-tolerant system hierarchy.

Computational sites are joined by a network of links—a link being
a fully duplex communication path between any two computational sites,
or nodes. Each node is interconnected to at least two other nodes.
Each node also contains switching circuitry so that the links can be
connected. Thus, if a link is viewed as an I/O bus segment, a node
can, by making the appropriate internal switch-closures, extend a bus
through itself or cause it to "Y". The lead node can build an I/O
bus, which reaches all other nodes by issuing commands that cause other
nodes to set up a branching bus structure. Not all links are used in
this process; some remain idle. In the event of physical damage or
node failure, the lead node identifies the failure and bypasses the
failed or damaged units by activating idle links and nodes.

5.4 AIDS Integration With Core Avionics

This subsection addresses the incorporation of the AIDS architec-
ture into the overall integrated avionics architecture. Two approaches
to this incorporation are presented.
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5.4.1 Level-1l Integration

The most straightforward approach to integration of the AIDS is
to treat it like any other single component in the aircraft system.
Although .complex in its function and internal structure, it is suited
by its design to mate with external systems through a single digital
I/0 port (of the 1553B type). The level~l integration plan takes ad-
vantage of this simplicity by connecting the AIDS ADM to the integrated
network through redundant nodes at the MIDER main avionics bus termi-
nal. Level-l integration is not appropriate for an operational system,
but could be a candidate for a demonstration program. Comparison of
the structures of AIDS and the integrated network, (see Figure 5-4) indi-
cates the location of the connection for each system.

FTMP

) REGIONAL
¢ COMPUTER
(mission com=

MIDER putation only)

Bia g
O

O---gd

DISPLAYS/CONTROLS

SENSOR/EFFECTOR
COMPONENTS

Figure 5-4. Level-1 integration of AIDS.
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Figure 5-4 illustrates the reduction of the entire AIDS to a
single functional block, with its connection to the network. Since
all of the data processing for the displays and controls is handled
internally, the AIDS places small data-rate requirements on the net-
work. The FTMP serves in a status monitoring capacity, and provides
updated state information to the AIDS processor. The middle level or

regional computer is not required for flight-critical display and
control calculations, which must be in the FTMP, but it may be neces-

sary for the mission-related computation. Further study and specific
mission requirements will be necessary to determine the need for such
a regional processor.

The Level-l approach has several benefits that arise directly
from its simplicity. Since the only requirement on connection is
that of compatible data formatting, the currently available AIDS ADM
hardware can be readily combined with a prototype network. This com-
bination can provide a test bed for further research and human-factors
studies. With suitable dedicated backup equipment, the combined sys-
tem could also be used in a flight demonstrator for proof-of-concept
tests.

For operational use, however, the Level-l1l integration plan does
not take full advantage of the fault tolerance available with more
extensive integration. The core avionics should have a probability
of causing a vehicle loss of about 10”7 per hour. As a first attempt
at partitioning this probability, it is assumed that the display and
control system should have a probability of failure that can cause a
vehicle loss of less than 10-8 per hour. As will be explained in the
following paragraphs, a dual system (such as the AIDS ADM configuration)
cannot achieve this level of fault tolerance. The Navy recognizes this -
problem and plans to incorporate dedicated backup displays so that AIDS
failures will not cause vehicle loss. Section 5.4.2 discusses a Level-2
system using AIDS elements, which is intended to have adequate fault
tolerance so as not to require dedicated displays.

The following simple analysis shows that a dual system is not
likely to achieve the level of reliability necessary to support flight-
critical functions. There are two ways that a dual system failure can
cause a vehicle loss. They are as follows:

(1) A single undetected failure, which causes loss of display
without automatic reconfiguration or without time or in-
formation for the pilot to reconfigure the system.

(2) Dual failures for components that are only dual redundant.
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The probability of a loss of flight-critical displays from these fail-
ures can be written approximately as:

= & 2 2
PL = (1 c)Pf + Pf (5-1)

Where PL is the probability of a loss of flight-critical displays,
c is the coverage for the first failure (defined as the probability of
detecting and successfully reconfiguring after that failure), and P
the probability of a single failure.

£ is

It is unlikely that either term on the right of Eq. (5-1) can be
kept below 10—8. The first term involves the coverage c. To obtain
coverage, the AIDS uses BITE, and the best that can be expected for
BITE is about 95-percent coverage. For the first term to be less than
10”8, then the MTBF of any critical component (the loss of which can
only be detected by BITE) would have to be greater than 5 x 10-6
hours, assuming a l-hour mission. This is much better than can be
expected. It can be argued that the crew can detect faults to a much
higher level than BITE; however, subtle failures may not be detectable
at the level of coverage required.

The second term corresponds to two failures than can fail the
AIDS. For this term to be less than 10_8, the component MTBFs must be:

MTBF >¢108 = 104 hours

This is still unrealistic, so that even perfect BITE is not likely
to solve the fault-tolerance problem for this configuration.

General Electric has performed reliability studies of the AIDS*
showing that, as we understand the data, the probability of vehicle
loss is below 0.2 x 10"6 per mission. This probability is better than
rhat indicated by the simplified analysis already mentioned, partially

ue to the fact that the AIDS ADM is more than dual redundant. How-
ever, the General Electric analysis does not seem to include the possi~
bility of undetected failures, and so seems to be optimistic.

5.4.2 Level-2 Integration

Level-2 integration is a plan for incorporation of the concept
of programmable displays and control panels, (currently embodied by

.See page 311 of Reference 5-1.
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i the AIDS ADM hardware) into the integrated avionics network. The function-
al blocks in the AIDS, as shown in Figure 5-5, are present in the Level-~
2 integration, although their locations and communication links have
been changed to utilize the fault-tolerant hierarchy. As was the case
with the Level~l integration, the regional computer is not required
for flight-critical calculations, which must be performed in the FTMP,
but it may be necessary for mission-related computations. Since the
displays and controls are flight-critical elements of the avionics sys-
tem, any integration plan must give primary emphasis to ensuring re-
liability of these units. All elements of the cockpit systems (data
processing, buses, signal~-processing hardware, and CRTSs) must.be con~-

% figured with this in mind.

{ \

% O, (Wt S
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§ computation
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i RADAR
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Y D] LLLTv PROCESSING WIDEBAND MULTIPLEX
f ‘ i |
SENSORS AND SIGNAL-
PROCESSING HARDWARE 3= UNDESIGNATED NETWORK LINKS

Figure 5-5. Level-2 integration of AIDS.

Some specific details to be considered are:

(1) The hardware configuration must have enough redundancy to
support two failures of elements involved in flight-critical
functions. This may involve triple redundancy, and/or
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(2)

(3)

(4)

(5)

system reconfiguration. For example, it must be possible
to display all flight-critical information on either the
horizontal situation display (HSD), vertical situation dis-
play (VSD) or head-up display (HUD)*. In other words all
three devices would have to fail to endanger the vehicle.
The pilots ability to fly from any display needs study.
This is a possible future question for Design Evaluation
Flight Test (DEFT)?*

Coverage for at least the first failure must be very nearly
100 percent. Specific critical areas are included in the
following items.

Redundancy and fault detection must be built into keyboard
devices. It must be possible to enter data from at least
two keyboards, and each must use multiple-contact push
buttons or very high reliability devices.

Input data from tapes, such as any flight-critical briefing
or initial-condition data, must be very reliable. Sophisti~
cated encoding will be required.

Care must be taken to ensure that a display cannot look
reasonable, but in faét be wrong. With CRTs, this means

it must be impossible for a failure to cause a display to
stop updating and remain static, or conversly, the fact
that updating has stopped must be made obvious to the pilot.
A blinking spot or reversing arrow in one corner, which
stops when updating stops, is probably not adequate warning.
Auxiliary alphanumeric displays, such as labels on key-
boards, should not use characters made up of lines with
single bars. For example, the displays in most hand calcu-
lators are susceptable to single failures that changes 7 to
1, 8 to 6, etc. It is easy to test by displaying certain
characters (all 8's in numerical displays), but then ques-
tions remain, such as how often the test must be run, and
whether the pilot can miss the error indication.

L ]
It is generally assumed that the display-generating part of a HUD
| (e.g., CRT) cannot be redundant, and so cannot be of very high re-
liability. However, Reference 5-5 describes the possibility of re-
dundant display elements. This should be explored further.

; ; '.80. Reference 5-6 for more details.
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If the aforementioned requirements are met, it becomes reasonable
to require very high fault tolerance from the integrated display system.
A detailed analysis should be performed as the design progresses, to
ensure that adequate reliability is achieved.

The FTMP and its network of nodes should be incorporated into
the display system structure. This adds the strengths of the multi-
processor and the redundancy-management system to the flexibility of
the programmable displays. The block diagram in Figure 5-5 indicates
the Level-2 plan. When compared to the diagram of the AIDS ADM (see
Figure 5-2), it can be seen that the functions carried out in the MIDER
have been moved up or down in system hierarchy. As configured by this
plan, the data-processing, system-control, and management functions
have become the duties of the FTMP; or they have been assigned to a
regional computation site. Each of the display or control elements
has become a separate node on the network, joined by a highly reliable,
flexible network. The raster-signal generators and video hardware
formerly in the MIDER have been combined with the CRT electronics of
each display. Depending on the level of memory technology (and cnsts),
the format memory unit may be in the FTMP or duplicated at each display.

In this organization, the FTMP and its reliable network are used
to prepare and transmit the flight-critical elements of information to
and from the selected nodes.’ This flight-critical information includes
all alphanumeric data (selected by the pilot for display during a par-
ticular flight phase), and the command signals sent by the control
panels and input devices. The mission-critical information (i.e.,
video signals from RADAR, LLLTV, or FLIR) is external to the fault-
tolerant network.

The mission-critical video signals from aircraft sensors can be
provided to the selected display (HSD or VSD) by a separate video bus.
The video signals are not compatible with the fault-tolerant network,
but sincé they are not flight-critical, they don't need its benefits
in higher reliability. The network can, however, provide management
of the video bus. This division of signals provides most protection
where it is most needed. The video and alphanumerical data can be
combined at the selected display; a function carried out in the AIDS

*Any one of the five CRTs (HUD, VSD, HSD, SAD x 2) could be used for
critical symbology, rather than just the primary three.
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MIDER. By delaying this mixing until the data reach the display,
the flight-critical and mission-critical information travels over paths
of appropriate bandwidth and reliability.

In this Level-2 corganization, the individual display unit assumes
more of the overall signal-processing responsibility than in the AIDS
ADM. 1In addition to its node connection and control electronics, each
display must have a RSG memory, and possibly video-mixer capability.
Since the technological trend in analog and digital circuit design is
toward ever larger scale integration, it is not inconsistent to expect
that greater capabilities can be built into dispersed hardware sites.

The rate at which the AIDS will require data from the network can
not yet be firmly established. However, an estimate is available from
Table 35 of Reference 5-5. This table lists data requirements from
2.9 to 38 percent per megabit/second available on a 1553 bus. The
2.9 percent is for a single-seat fighter, and the 38 percent is for
ASW search and classification. If compatibility for ASW were to be
part of the design, a provision might have to be made for dedicating
a bus to this function when required.

5.5 Conclusions and Recommendations

The Navy AIDS is compatible with an integrated avionics design,
and can be readily integrated into the system in either of two config-
urations. Most directly, the AIDS ADM can be attached to nodes of the
integrated system. This takes maximum advantage of currently available
hardware, but does not provide the fault-tolerant potential reguired
for future aircraft applications. A second configuration redistributes
the functional blocks of the AIDS within a fault-tolerant hierarchy,
separating data paths for flight- and mission-critical information.
This system retains the AIDS design goals of flexibility, modularity,
and programmability, while also offering requisite levels of fault
tolerance. The following areas are recommended for further effort.

(1) Human-factors studies, as embodied in the DEFT program,
should increase. Baseline display formats need to be
selected, in order to more firmly establish the memory size
and data rates required in an operational system. Inherent
flexibility will tolerate the natural evolntion, but initial
formats should be established. Further questions, such as
the identification of minimim display requirements for
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flight and landing, and the increase in workload due to loss
of a particular CRT (i.e., HUD OR HSD), should be addressed.

(2) A program to combine various AIDS ADM hardware units with an
integrated avionics system should be initiated. This would
provide a flight-test-bed demonstration, as well as a labor-
atory "hot mockup".

(3) A detailed study is needed of the benefits and costs of
allocating redundant analog and digital hardware to the
individual CRT. This would include evaluation of failure
probabilities, life-cycle costs, and expected technical
capabilities for the 1990 time frame.

(4) A set of interface specifications should be determined to
ensure compatibility between diverse development efforts.
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SECTION 6

RADIO NAVIGATION AND COMMUNICATIONS
ALTERNATIVES/REQUIREMENTS

6.1 Introduction

This section discusses approaches to the radio-navigation and
communication aspects of the avionics system. The radio-navigation and
communication systems discussed are those that are most likely to meet
the core avionics requirements of tactical aircraft in the late 1990s.
Some of these systems are currently operational (e.g., Tactical Air
Navigation (TACAN) and Identify Friend or Foe (IFF)), while others are
still in their development phases (e.g., NAVSTAR Global Positioning

System (GPS) and Joint Tactical Information Distribution System (JTIDS)).

This section is primarily concerned with the transceiver and signal and
data-processing functions. The control/display (C/D) functions are
discussed in Section 5.

Two levels of integration are considered; in Level 1, the out-
puts from separate pieces of equipment are integrated; in Level 2, the
separate equipments are also integrated—specifically, the concepts of
the Tactical Information Exchange System (TIES) are employed in this
integration. In either case, the outputs of these systems are inte-
grated in a manner to attain required performance ‘while at the same
time attempting to maximize fault tolerance.

In the following sections each of the systems are described,

then alternative configurations employing both approaches are discussed.

6.2 NAVSTAR Global Positioning System (gps) {671/ 6-2. 6=3)

6.2.1 System Description

NAVSTAR GPS is a spaced-based radio-positioning navigation
system that will provide extremely accurate three-dimensional position
and velocity information together with system time to suitably equipped
users anywhere on or near the earth. GPS consists of three major
segments: Space Segment, Control Segment, and User Segment (see Fig-
nre 6-1).




© WORLD-WIDE USERS

© PROVIDES THREE-DIMENSIONAL
VELOCITY AND POSITION AND
SVSTEM TIME

SATELLITES (24)
8 EACH IN 3-10,900 nmi - 12-h ORBITS

Figure 6-1. NAVSTAR GPS—system concept.

(1) Space Segment: The fully operational GPS will deploy 24
satellites in three groups of eight circular, 10,900
nautical-mile orbits inclined at approximately 63 degrees,
and having a 12-hour period. This deployment will provide
the satellite coverage for continuous, three-dimensional !
position and velocity determination. Each satellite will . - .
transmit L1 and L2 composite signals at 1575.42 and 1227.6
MHz consisting of a precision pseudo-random noise (PRN)
navigation signal and coarse acquisition PRN navigation
signal. The signals contain biphase-modulated navigation
data such as satellite ephemeris, and satellite-clock cor-
rection information. Use of both the L1 and L2 signals
permits the user to determine the ionospheric-group delay
or other electromagnetic disturbances in the atmosphere,
which may affect the transmitted signals.
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(2) Control Segment: Five widely separated monitor stations (MS),

located on U.S. controlled territory, will passively track
all satellites in view, and accumulate ranging data from
the navigation signals. This information will be processed
at a master control station (MCS), to be located in the
central continental United States for use in satellite-
orbit determination‘and systematic error elimination. The
orbit-determination process derives progressively refined
information defining the gravitational field and solar pres-
sure parameters influencing the satellite, the clock drift
of the satellite, the location of the ground station, and
other observable system influences. An upload station,
colocated with the MCS, will transmit the satellite ephe-
merides, clock drifts, etc., to the satellites as required.

(3) User Segment: Using the navigation signal from each of
four satellites, the user's receiver will measure four in-
dependent pseudo-ranges and pseudo-range differences (delta
ranges) to the satellites. The user's equipment set will
then convert these pseudo-range and pseudo-range differences
to three-dimensional position and velocity and system time.
This position solution is in World Geodetic System Coordi-
nates—an earth-centered earth-fixed coordinate system,
which can be converted to any coordinate frame in units of
measure required by the user,

6.2.2 User Equipment Description

The purpose of the GPS baseline set, which is part of the user
segment of GPS, is to receive the signals transmitted by the GPS sat-
ellites and process them to provide highly-precise three-dimensional
position and velocity and system-time information. Each satellite
will transmit two distinct PRN-modulated radio frequency (RF) signals
at L-band; a precision (P) navigation signal (10.23 M chips/second),
and a coarse/acquisition (C/A) navigation signal (1.023 M chips/second)
at the L1 frequency (1.57542 GHz); and either the P signal or the C/A
signal at the L2 frequency (1.2276 GHz).

The GPS baseline set is essentially the X-set designed by the
Magnavox Government and Industrial Electronics Company, Advanced
Products Division, Torrance, ca. (6=4)
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A functional block diagram of the GPS X-set is shown in Figure
6-2. The set consists of two antennas, two preamplifiers, a receiver,
a signal processor (process controller), a data processor, and a power
supply. Each of the two antenna receives signals at both the L1 and
L2 frequencies. The preamplifiers raise the input signal level, thus
establishing the input noise tigure. The receiver, under control of
the signal processor, acquires the satellite signals, tracks the car-
riers and the codes (either the P or C/A), demodulates the incoming
data, and measures the psuedo-range, delta-range, and ionospheric
propagation delay. The data processor selects the satellites to be
tracked, and performs the calculations to provide the navigation data.

ANTENNA
# TO/FROM
OTHER
SIGNAL DATA AIRCRAFT
RECEIVER PROCESSOR [~>] PROCESSOR [ AVIONICS
ANTENNA AND
" PREAMPLIFIER
vt DISPLAYS

PQWER
SUPPLY

Figure 6-2. Functional block diagram of GPS X-set.

The GPS X-set has the capability of vsi~g an internal-reference
oscillator or an external-reference oscillator as a frequency source,
and/or, an external clock for accurate time-of-week information. This
set is also capable of using data from an inertial measurement unit
(IMU) in the navigation filter to provide improved velocity and posi-
tion estimates.

Detailed descriptions of each part of the GPS X-set are given in
Appendix 6-A.

6.3 Joint Tactical Information Distribution System (JTIDS)

6.3.1 System Description

JTIDS is a secure, jam-resistant, digital information-distribution
system with relative navigation, and positive user-identification capa-
bilities that will be suitable for use by all lqrvicol.(s's) JTIDS is
planned to be used within a mix of alternative communications resources
to interconnect the tactical and air defense elements of all services,
including surface and airborne command/control, surveillance and in-

telligence centers, ships, and combat and support aircraft.
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Precise system and signal time-of-arrival measurements, coupled
with the transmission of emitter location, permit users to position
themselves within an established two-dimensional/relative-navigation
grid. 1In Phase II the system will use an advanced time division multi-
ple access (TDMA) technique to interconnect all system users into a
single net for simultaneous distribution and reception of information.
A net is that collection of all time slots and user interconnections
within a recurring block of time known as an epoch. All net partici-
pants must use a common PRN code and a common time. A typical net is
shown in Figure 6-3. A net can be a collection of channels which are
sets of recurring time slots assigned to specific functions (e.q.,
hostile-air data, weather, friendly ground) of interest to various
users. A channel may be part of more than one net. Each authorized
element (e.g., an aircraft) is allocated the number of time slots with-
in the net reporting cycle needed for its mission. When not trans-
mitting, each element monitors the transmission of the other elements
and extracts the information it needs. Since the system is virtually
nodeless, survivability becomes a function of the survivability of the
various elements of the system, including the capability for line-of-
sight communications. The system also allows elements to leave or
or enter the net without system degradation.

® FREQUENCY HOPPING

o SECURE COMMUNICATIONS : PRN CODED, 5-MHz CHIPPING RATE
® 2-D RELATIVE NAVIGATION — 079 1216 Mz
® IDENTIFICATION -t MISSION
_d AIRCRAFT
SUBSCRIBERS

INFORMATION
DISTRIBUTION

- sonbindallen

————
GROUND lir\\éi: SEA-BASED
SUBSCRIBERS ==wtwmm—  SUBSCRIBERS
® NETS ARE TIME-DIVISION MULTIPLE-ACCESS
® VARIABLE UPDATE RATES ® MULTIPLE NETS CAN COEXIST IN THE
® RANGE: 300 TO 500 nmi; RELAYS SAME AREA. CODE MULTIPLEXED

Figure 6-3. JTIDS net.
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The employment of spread-spectrum and frequency-hopping techniques
provide for electronic counter measures (ECM) protection. With these
techniques, information is transmitted over a frequency bandwidth
several-thousand times the bandwidtl needed to support the transmission
of the actual information. The bandwidth expansion is performed at the
transmitter. Contraction to the information bandwidth is accomplished
by reversing the process. This technique forces the enemy to spread
his jamming energy over severai-thousand times the bandwidth otherwise
needed, resulting in the dilution of his effective energy. Connection
of users who are beyond line of sight of one another is accomplished
through the use of a relay. It is expected that aircraft would be used
for this purpose. Any aircraft already having a JTIDS terminal can be
used as a relay. Additionally, relay units can be pod or pallet mounted
for easily installation in vehicles not otherwise needing terminal
equipment. Figure 6-4 shows some examples of JTIDS applications.

Figure 6-4. Potential JTIDS participants.
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Security is an integral part of the JTIDS design. Cryptographic
security is employed to eliminate the possibility of enemy eavesdropping,
spoofing, or exploitation.

There are several classes of equipment involved in the joint de~
velopment program. Class I, the initial-design full-capability terminal
based on available components and established design concepts, is aimed
at early Air Force implementation with E~-3A Aircraft. The Class-I ter-
minal will be used in large aircraft, some classes of ships, and in a
variety of command-and-~control center operations. Class-II terminals
will be smaller and engineered for combat aircraft and installation
where space and weight are at a premium. This is the terminal of in-
(6-6, 6-7) 5 third class to be developed
is a miniterminal which would have applicability for air-traffic con-
trol, missile-guidance control, and manpacks. A fourth effort is the
Adaptable Surface Interface Terminal, which can provide interface be-

terest in this investigation.

tween the JTIDS system and existing C2 systems.

6.3.2 Equipment Description

The functional block diagram of the JTIDS composite-baseline set
is shown in Figure 6-5. The major functions are provided by the an-
tennas, antenna interface unit, RF power amplifier, transceiver,
signal-processing unit, data~processing unit, and secure-data unit.

SECURE-
DATA
UNIT
| ANTENNA SIGNAL- DATA- TO AIRCRAFT
INTERFACE }——a»{ TRANSCEIVER PROCESSING = PROCESSING |~ DATA
| UNIT UNIT UNIT INTERFACE

UNIT

RF POWER
AMPLIFIER

Figure 6-5. Functional block diagram—
JTIDS Class-II terminal.

’
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The transmitted signal is routed from the transceiver through
the RF power amplifier and antenna interface unit to the antennas. Dur- 1
ing transmission, cyclic code-shift keyed (CCSK) data is minimum phase-
shift keyed (MPSK) onto a frequency-hopped local oscillator (LO), and
then up-converted using the same LO signals as the receiver channels.
The receiver signal from the antenna is down converted twice with a
fixed first LO and a frequency-hopped second LO. Eight parallel re-
ceiver channels are used for preamble detection, and one c¢hannel is
used as a data channel. The second LO frequency for each channel is s
developed from one of the eight synthesizers which are controlled from
the signal processor, as previously described for transmission.

The signal-processing unit and data-processing unit perform the
basic message formatting and terminal synchronization. The secure-

data unit works with the two processors for data encryption and
decryption.

ahe

During transmission and reception, the interface between the an- 1
alog (RF/IF) and digital subsystems is via the signal-processing unit ;
with digital data routed through the secure-data unit. The data- 9
processing unit provides the I/O interfaces and the I/0 multiplexer
bus for interfacing with other auxiliary or peripherial devices and
the central computer on the aircraft.

The data-processing unit performs several other important func-
tions, including: (1) coordinate conversion of received position data,
(2) interfacing with the signal processor and units outside the termi~ :
nal, (3) control of net processing and time syrchronization, (4) oper-

ator interface for the control and display panel, and (5) message
reformatting.

Appendix 6-B describes these functions in greater detail.

6.4 Tactical Air Navigation (TACAN)

6.4.1 System Description

TACAN is a method of providing area navigation for military air-
(6~8) It consists of two major components, an aircraft inter-
rogator and a ground transponder or beacon. The aircraft interrogator
mealure; both distance and bearing to the ground transponder. It op-
erates in the 960 to 1215 MHz frequency band. The ground transponder
consists of a constant-duty cycle distance measurement beacon. Ro- ,
tating parasitic elements are added to the beacon antenna to provide |

craft.
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an amplitude modulation (AM) to the transmitted signal. The aircraft
interrogator transmits pulses on one of the many frequencies spaced

1 MHz apart in the aforementioned frequency band. (The pulses are trans-
mitted in pairs in order to minimize interference from other pulsed
systems.) The ground beacon receives these pulses, and after a fixed
delay transmits them back to the aircraft on a different frequency.

By measuring the elapsed time between transmission and reception of

the pulses at the aircraft interrogator, the distance to the transponder
can be determined. By demodulation of the amplitude of these pulses,
bearing to the transponder can be determined. The transponder can also
be onboard a ship or aircraft.

6.4.2 Equipment Description

The equipment set being developed by the JTIDS Joint Program
Office (JPO) has the capability of processing TACAN signals. Thus,
there is no separate equipment set recommended for TACAN. See Section
6.3.2 and Appendix 6-B for a functional description of this equipment.

6.5 Identify Friend or Foe (IFF)

6.5.1 System Description

The IFF system is used to identify vehicle (generally airborne)
status prior to the vehicle being within visual view. It consists of
two units, a transponder unit (onboard friendly vehicles) and an in-
terrogation unit. The transponder receives coded interrogation radio
signals which originate at a ground, shipboard, or airborne IFF/ATC
station. The interrogation signals are detected, decoded, and used to
automatically actuate the transmission of a coded reply signal. The
interrogating IFF/ATC station decodes the replies to provide identifi-
cation, altitude, and position information. The interrogator trans-
mits at 1030 MHz, and the transponder transmits at 1090 MHz. The
transponder is the unit of interest in this investigation.

6.5.2 Equipment Description

This equipment set would be similar to those currently being used
for IFF. An example of this equipment is the APX-100. The APX-100 is
different from most IFF sets in that the signal-processing electronics
are located with the control display unit (CDU) in the cockpit. This
would not necessarily be the best configuration for future tactical
aircraft.
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6.6 UHF, VHF, and HF Radios

The military currently employs transceivers that operate in the
high-frequency (HF), very high frequency (VHF), and ultra-high fre-
quency (UHF) radio bands. These transceivers perform many functions,
including: voice communications, data transmission, and automatic
direction finding. A number of different modulation and signal-
transmission formats are employed, including: amplitude modulation
(AM) ; frequency modulation (FM); and upper-, lower-, and double-side
band (USB, LSB, and DSB, respectively) with suppressed carrier trans-
mission. Generally, these signals can either be sent in the clear or
secured through the use of an encrypting device such as the Ky-28.
The VHF radio bands are primarily used for voice communications/navi-
gation with commercial airfields.

There are many different equipment sets that perform these func-
tions, and more will probably be developed between now and the late
1990s. Also, the particular radios required will, to a certain degree,
depend upon spécific missions. One of the radios could be similar to
the ARC-182, which operates in both the UHF and VHF bands. One advan-
tage to this radio is that it is about the same size as radios that
typically operate in the UHF band only. :

6.7 Level-1l Approach to Radio Navigation and Communications

Two major approaches were considered in this investigation. The
first, Level 1, is discussed in this section. Level 1 is a modification
to the black-box approach that is employed in most current aircraft.
Simply stated, it consists of separate systems that are generally de-
veloped by independent program offices, the outputs of which are in-
tegrated onboard the subject aircraft. A number of alternatives are
discussed. The primary difference between these alternatives is the
division of processing between the fault-tolerant multiprocessor (FTMP),
regional processors, and processors embedded in the systems. Further
studies are necessary to determine which of these alternatives is best.
Navigation and communications are discussed separately in Sections
6.7.1 and 6.7.2.

6.7.1 Radio-Navigation Configuration Alternatives

Within the Level-l1l approach, three basic alternative configura-
tions were developed for radio navigation. The systems considered
were GPS, JTIDS, TACAN, and an onboard radio system capable of provid-
ing estimates of vehicle velocity along and cross track. (This could
be either a Doppler radar or a correlation velocity sensor.)
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6.7.1.1 Alternative 1

The first alternative is depicted in Figure 6-6. It is composed
of a GPS receiver, two JTIDS terminals, and a velocity sensor. There
are two JTIDS terminals in the avionics suite, primarily to provide
redundant communications. They also can be used to provide redundant
JTIDS relative navigation and TACAN.

The functions performed by the units labeled JTIDS are those per-
formed by the transceiver and signal processor described in Section
6.3.2 and Appendix 6-~B.

The unit labeled GPS performs the functions of the GPS receiver,
signal processor (process controller), and the data processor, except
for the functions referred to as navigation filter and navigation in
Appendix 6-A.

The velocity sensor supplies measurements of vehicle velocity
along and cross track.

The following functions are performed at a regional processing
level.

(1) TACAN

This function is responsible for processing TACAN beacon
signals in order to provide bearing and distance informa-
tion. This is described in greater detail in Appendix 6-B.

(2) TACAN Fault Detection and Identification (FDI)

This routine takes the range (R) and bearing (0) estimates
independently generated from the signals from the two JTIDS
units, and determines which, if either, of these two sets
of estimates should drive the displays. It does this by
comparing the two estimates with each other and with pre-
determined estimates of range and bearing. These predeter-
mined estimates are generated from onboard estimates of
vehicle position and heading and the known position of the
TACAN transmitter (in the case of air-to-air or ship-~to-
air TACAN, the position of the TACAN transmitter is known
because that information is communicated over the JTIDS
data link). This routine also makes use of the fault indi-
cators (FIs) of the JTIDS units and the status indicators
(sIs) provided by the JTIDS time-of-arrival (TOA) and com-
munications FDI routines. In addition, this routine deter-
mines which of the JTIDS units should transmit TACAN. As
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long as both transmitters are working, they will be alter-
| nately chosen. This will allow latent failures to be detec-
ted as soon as possible.

(3) JTIDS Source Selection

This is part of the net processing function described in
Appendix 6~B. It chooses which three TOA measurements to
use for relative navigation on the basis of relative geom-
etry and position-~quality estimates. TOA measurements from
the same three sources are chosen from both of the JTIDS
units,

(4) TOA FDI

This routine selects which set of three TOA measurements,
if any, to send to the navigation filter. It does this
on the basis of comparing the two sets of three TOAs with
each other and with predetermined TOA estimates, the FIs
from each of the JTIDS units, and the SIs from the TACAN
and communications FDI routines. ’

(5) GPs FDI

This routine attempts:to determine if the GPS pseudo-range
(PR) and delta-range (AR) measurements are faulty or not.
It does this on the basis of the FIs from GPS, the SIs from
j the other FDI routines, and comparisons with predetermined
estimates of PR and AR.

The navigation filter and navigation functions would be performed
in a fault-tolerant multiprocessor (FTMP). The navigation filter takes
inputs from the GPS unit, JTIDS TOA FDI routine, delta velocitizs (AV)
and attitude data from the inertial unit, altitude from the barocaltim-
eter, and vehicle velocity from the onboard radio velocity sensor
(either a Doppler radar or a correlation velocity sensor). It estimates
E : geodetic position and velocity, relative position, relative-grid azi-

: muth, relative-grid velocity, user-clock offsets and drifts with re-
{ spect to GPS and JTIDS time, and inertial and baroaltimeter errors.
The navigation routine generates way-point navigation data, estimated
time enroute, etc., as requested by the opoiator.

]
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6.7.1.2 Alternative 2

Alternative 2 is depicted in Figure 6-7. The major difference
between Alternatives 1 and 2 is that in Alternative 2 the navigation
filter and navigation routines are done at a regional processing level,
instead of in the FTMP.

6.7.1.3 Alternative 3

Alternative 3 is depicted in Figure 6-8. The major difference
between Alternatives 3 and 1 is that the functions performed at a re-
gional level in Alternative 1 are performed in the FTMP in Alternative 3.

6.7.2 Communications Configuration

For presentation purposes, the communications aspect of the Level~-l
approach is divided into two areas: tactical-data communications,
and voice communications and IFF. The tactical-data communications
are discussed in Section 6.7.2.1. Voice communications and IFF are
discussed in Section 6.7.2.2.

6.7.2.1 Tactical-Data Communications

The first alternative for the tactical-data communications con-
figuration is shown in Figure 6-9. The recent sea-based C3 study in-
dicated that JTIDS alone may not be sufficient to handle the tactical-
data requirements for V/STOL.(G'Q) Thus, a second tactical-data commu-
nications system may be required. For this effort, it was assumed that
this system could either be a modified Link-4 system, or something
similar to JTIDS (depending upon the JTIDS test results, it could be
JTIDS operating in a separate net). 1In either case, the two systems
would probably have to be synchronized, and would transmit complemen-
tary data. Two units of each system would be required to provide fault-
detection capability. All of the processing with the exception of di-
rect C/D processing would be performed at the regional processing level.
See Section 6.3.2 and Appendix 6-B for a discussion of the JTIDS data
processing. In addition, this regional processor performs a communi-
cations FDI function. An PDI routine takes the messages from the two
JTIDS units (which are discussed in the previous section) and compares
them. If they disagree, the routine attempts to identify which one is
incorrect. It does this on the basis of FIs from the units, and SIs
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