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CHAPTER I
INTRODUCTION

In digital conm~unication systems, such as time division multipl e
access (TDMA) , where burst type or short duration signals make an
accurate phase reference at the receiver impractical , differential
phase shift keying (DPSK) with differential detection provides a vast
Im provement over coherent modulation schemes. Numerous studies te.g.,
[1 ,2]) have analyzed DPSK wi th differential detection in terms of the
various degradations in i deal performance that exist in a practical
system. Some of the effects of these degradations , as noted in [1],
include the unequal bit error probabilities (BEP) for transmission of
the bits “0” and “1” in the receiver wi th timing jitter and/or band—
limiting present. Al so of interest [5] is the spectrum spreading which
results when the bandlim ited signal with 180 degree phase transitions
is hardlimi ted in a repeater. Modulation techniques which attempt to
reduce this spreading include offset keyed quadrature phase shift key-
ing (OK-QPSK) [5], whereby 180 degree phase shifts are avoided.

Correct demodulation of the signal requires accurate bit synchro-
nization at the receiver, which is usually derived either from the
data signal itself or a coded clock signal. In such cases, with DPSK,
timing information is obtained from the random 180 degree phase shifts
of the signal. These transitions occur between only half the bits ,
however, resulting in half the energy of the signal not being utilized
for bit synchronization , and also resulting in the accuracy of the
timing being dependent on the received bit stream.

One modulation scheme which employs phase transitions at each bit
interval is the differential employment of plus and minus 90 degree
phase shifts on the carrier. Such a technique is antipodal and can,
therefore, be shown to have the same BEP in the differential detector
in the presence of white Gaussian noise as conventional DPSK (CDPSK).
This modulation and detection scheme will , thus, be referred to as
symetrical differential phase shift keying (SDPSK) and, correspond-
ingly, syninetrical differential detection (SDD), throughout this
report. Due to the equal magnitude of the phase transitions in the
carrier the BEP will be approximately the same for both transmission
of a “0” or a “1 ” In the system. Al so of Importance is the absence of
zero crossings In the signal envelope for reasons mentioned previously.

The subject of this report Is an investigation into the perform-
ance and Improvement possible with the introduction of SDPSK into

1
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systems now employ ing CDPSK. The report is divided in six chapters .
Chapter II deals wi th the BEP performance of SDPSK and CDPSK in the
differential detector when timing jitter and frequency offset are pre-
sent. Chapter III is concerned wi th the differential detector per-
formance wi th timing jitter when the data is mixed with pseudo-
random code bit stream of equal or greater symbol rate (~pread spec-trum). Bandl imiting and hardlimiting of the signal waveform are exam-
ined in Chapter IV. In Chapter ~ hardware Implementation of SDPSKmodulation and the performance of a method of SDPSK bit synchroniza-
tion is investigated. A sununary of results is presented in Chapter
VI.

— —~~~~~~-~~~~~~~~~ - . -  - - 
______ - ~~~~ -~~~~~~
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CHAPTER II
IMPERFECTLY-TIMED DIFFERENTIAL DETECTION

WITH FREQUENCY UNCERTAINTY

A. Introduction

In this section the bit error probability (BEP) performance of a
differential detector (DD) in the presence of white Gaussian noise
when the demodulator is imperfectly timed and frequency uncertainty
exists at the receiver is analyzed. Previous studies [1 ,2], have
analyzed the independent effect of imperfectly timed demodulation and
frequency uncertainty in DPSK systems employing 0° and 1800 phase
shifts (i.e., conventional differential detection (CDD)). This
chapter extends the analysis to the joint effect of these~imperfec-tions. Furthermore, a syninetrical differential , detector (SDD) is
studied in terms of the imperfections mentioned above.

The configuration of the DO to be analyzed is shown in Fig . 1.
The only difference between the CDD and SOD is the processing and de-
cision devices as described in Section II.B. It has been assumed that
at the receiver the bit timing synchronization is in error by c sec-
onds and that the carrier frequency of the received signal differs
from the receiver local oscillator radian frequency, ud, by ~ rad ians.
It has been shown [1] that c as a function of time has a Gaussian dis-
tribution . In the followi ng analysis it has been assumed that c, as a
random sample from the distribution , varies slowly wi th time, and,
hence , is constant over the interval in which the BEP is to be calcu-
lated . The BEP is determined for an ensemble of received signals
(random c)  and local oscillator signals (random y), where the duration
of each sample in the ensemble is four bit durations. Al though ~w may
also vary slowly with time, its probability density function has not
been determined . Thus , in the BEP equations to be derived , the BEP is
calculated for a given timing error mean and variance , and a single
value of frequency offset. From a computer evaluation of these equa-
tions a comparison of the CDD and 500 was performed.

In addition to the inaccuracies mentioned above, imperfect inte-
gration and the filtering of the signal also cause a degradation in
receiver performance. The effect of imperfect integration has been
assumed to be negligible compared to other errors (i.e., s=0). The
effect of bandlimiting Is considered in Chapter IV .

3
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Figure 1. The differential detector.

B. Preliminary Signal Analysis

The method of generation and detection of both conventional DPSK
(CDPSK) and syni~ietrical DPSK (SDPSK) signals will now be investigated .
At the transmitter the message-carrying signal , S0(tt), is expressible
as

So(tt) = A0(tt) 5Ifl[w0tt + a(t t) + 

~t] ‘ (1)

where A0(t~) is the peak signal ampl i tude, cz( tt) is the message carry-
ing parameter, and is the phase of the signal at time tt equal to
zero . For the mth bit interval of duration Tb seconds (i.e., Tb < tt
< mTb), the message carrying parameter is given by

n (tt) = m = c&m_ 1 + 

~ 
6m (2)

where for CDPSK

4
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~ lo, when the mth data bit is a ‘~0”6m = S  ‘ (3)
when the mth data bit is a “1”

and for SDPSK

~ 1-i, when the mth data bit is a “0”
(4)

L 1
~ 

when the mth data bit is a “1”

Thus, for CDPSK the modulation scheme employed is the transmission of
a “0” by a 0° phase shift and a “1” by a 180° phase-shift , wi th respect
to the preceding bit interval . For SOPSK transmissior of a “0” is
achieved by a _900 phase shift and a “1” by a 90° phase shift with
respect to the preceding bit interval. :

1
At the receiver , the message-carrying signal has a relative timing

error and frequency offset and may be expressed as

s(t) A(t-c) sin[(u 0+~~0)t + c t ( t —c )  + ‘~r
] . (5)

Furthermore noise , n(t), is present at the receiver , and , thus , the
receiver input signal , z(t), is given by

z(t) = s(t) + n(t) . (6)

The noise under consideration is Gaussian distributed and wh i te
wi th single sided power spectral density N0.

As seen in Fig. 1 , z(t) is split into orthogonal components and
integrated over each bit interval. The mth bit signal vector is,
therefore, given by

zm exm ax + ey 8ym ‘ (7)

where and I are unit vectors defining a rectangular coordinate
frame. As sta~ed previously, the COD and the SDO differ only in theirprocessing and decision circuitry . For the COD , in_the decision cir-
cuitry the magnitude of the angle between zm..l and Zm defined In the
interval [0, 1T] is compared with the decision angle to determine the
received bit. For the ideal CDD with equiprobabl e “O” ’s and “1”’s in
the presence of white Gaussian noise this decision angle is tr/2, and
the decision device employs the sign of the dot product of the two
vectors. Thus , the receiver rule is

5
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and 

= X ( 1 )  x + y(1 )  
e~ > 0 , “1” transmitted , (8)

Zm l Zm < 0 , “0° transmitted . (9 )

— 
For the SOD, in the decision circuitry the angle between and

Zm defined in the interval [ -~r ,~~] is compared with the decision angle
to determine the received bit. For the ideal SOD with equiprobable
“O” ’s and °l”’ s in the presence of wh i te Gaussian noise this decision
angle is 0°, and the decision device utilizes the sign of the coeffici-
ent of the vector cross product of the two vectors. Thus , the receiver
rule is

ex ~e - e 
~~ 

> 0 , “1” transmitted , (10)
( rn - i )  31m ~

‘(m-1) m

and

e e - e •e < 0 , °O° transmitted . (11)X ( m l )  ~‘m 3’(m- l) X m

In Eqs. (8) through (11) the orthogonal signal components at the
receiver are given by

e~ f

rnTb 
Z(t)

~x
(t)dt = Sx +flx , (12)

and

e = JmTb z(t)~ (t)dt = S ( 1 3 )
Ym (m-l)Tb 

Yfli m

where

rmT
Sx = b 

s(t),
~
(t)dt (14)

m J (m—l)T b

,mTb s(t)4 (t)dt , (15)
Ym .‘ (m-l)T b 

y

6
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n
~ 

= J - l)Tb 
n(t)4 (t)dt (16) 

£

and

ml
n = f b n(t)q (t)dt . (17)Ym (m- l)T b
In the remainder of Section II.B, Eqs. (14) and (15) will be

analyzed in detail.

Given s(t) as defined in Eq. (2), and $~(t) as shown in Fig. 1,
let

A = ~~~~ , (18)

and

B~~
/
~7Tb (19)

where is the average power in the signal . Thus ,

ml
5Xm 

= 
~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

(20)

“~
‘Tb 5 ( wdt+Y)dt

and

= 
J

’

~rn-i)T 
~~~~ sin([w 0+~w0]t+ct (t-c )+ a )  “~7t~ sin(w~t+y)dtb (21 )

Let Eb be defined as the energy per bit in the received signal ,
and the received signal vector of the mth bit employed in the decision
circuitry be defined as

~~~ i + s  I . (22)
m xm x Ym y

$
Therefore, for m=l , with Tb > 

~ 
> 0,

7
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—

= ~~~~ s in(  [~0+~w0]t+a1-~ 6l~~r)5in dt+’~~
t

+ fb  sin( [wo+~
wo]t+xl+c~r

)sin(wd t+Y)dt] 1~

[jc sIn( [w 0+~w0]t+c&1-~ 6l+a )COS (
~dt+y)dt

+ j
Tb Sin([wQ+~~O]t+c~l+ar)cos(u)dt+Y)dtj i4 . (23)

Let

Wd 
>> 2

~”Tb (24 )

(25)

~
Tb < n/2 , (26)

and

(27)

Thus,

S1 = _
~P~ {[i cos(~wt+~+cx 1-1L ~1)dt

+ 

f

Tb 
CO5 (~ut+8+czl )dt] Ix

+ [Jc s1n(~wt+B+a1-f & 1)dt

+ J b  s ln(~wt+B+cti )dt] ~} . (28)
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----
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If It Is assumed that ~ changes on ly a few degrees In each bit interval,

v ç (
= &UT

bt ~ 
n( - sln(~+a1_j .6 1)

+ sin(L~wT~+~+ctj ) - sIn (t ~w c+8+al )] 1x

+ [cos(~+ct1_f 61) - cos(~wc+B+c&1-.~. 61)

+ cos(~wc+~+ct1) - cos(MTb+8+al)] ~ . (29)

For 
~

Tb < c < O ,

21/r IrT +~~
= Tb L10

b s ln([w o+~
woJt+al+czr)sin(w dt+y)dt

+ .c:+~ 
sin( [w0+~w0Jt+c*1+~

. 62+c& )Sifl(wdt+Y)dtj 1x

T + c
+ [j b s l n( [ +~~~]t+ + ) c o s ( t+ )dt

+ J sln( [w 0+Aw 0]t+a 1+~. 62+ z  )C0S
~~dt+T~~t] ~ (30)

Following the same procedure as for positive c, it is determined that

i ç f
• 

~~~ 
t[smn Tb B+a1 ) - sin(B+cz1)

+ Sifl(
~
wTb+8+al+iL 62) 

- 5ln(
~

w(T b+c)+
~

+a1+
~
- 62 ) 1~

+ fCos(~+a1) - coS (
~

w(T b+c )+B+ct 1 )
L (31 )

+ cos(
~

w(T b+c)+B+u1+~ 
62 ) - coS(

~~
Tb+~+ct1

+
~ 
62)] ~:~}
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Al though Eqs . (29 ) and (31) are correct, they cannot be readfly
interpreted as to the process involved in their determination. An-
other method to calcula te the signal vector S1 is to consider the
results shown in [2]. With frequency offset, ~w, alone , the result-
ant signal vector is reduced in magnitude by

sin(~wt /2)
H = 

~~~~~~ 
, (32)

where t is the duration of the integrated signal . The resultant signal
vector ?s also increased In phase by

0 = L
~
)tavg (33)

where tav is the average t of the signal , where t is zero at the refer-
ence phas~ angle (i.e., tava = (start time + stop time)/2) . Thus, the
signal vector 

~l 
can be con~idered to be the sum of three. appropriatelymodified (in ampl itude and phase) signal vectors; the desired (c=0)m=1

signal vector, minus the portion of the m=l signal not Integrated due
to timi ng error, plus the portion of the adjacent bit (i.e., bit m=0
if c>O, bit m=2 if c<O) integrated due to timing error. The resultant
signal vector is, therefore, given by

(sin(&
~
Tb/2) ~

Tb —S1 = ‘
~~~~ 

~ 
(&üT~/2) L°~ ~~~i) 

a
~

+ sin (~~P~ +3+a
) 
l
yl

- t~L s
~ (tw I,~

2) 
E°
~
(
~ ~ ~sgfl(c)(~ 

- i~ )) +
~

+
~
) 

~
+ sin (~w (~~~~~

. - sgn(c)(~. - .L
~.l)) +B+~~) 

Is,]

+ J~~ L s1n(
~w Ic~

2) 
[cos(~w (~ . - s~n(~)(~~. 

- .4.L))+8+a

— sgn(~) 6a x

+ $lfl(~w(~~ - sgn (c) - Jf))+8+czl - sgn(c) 
~ 

6
a) 

~~~~J (34 )

10
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~lsre,

161 , If
6a Z ~ (35)

162 , if ecO

Figure 2 illustrates an example of the signal vector generated
from Eq. (34). Note that if there is no phase shift between bits
(CDD case only), the last two terms of Eq. (34) cancel , independent
of timing error.

By a long, but straightforward procedure Eq. (34) may also be
derived fran Eqs. (29) and (31).

For ~ , the vector equation is that of Eq. (34) with an IncreaseIn phase ~ âwT~. a2 substituted for x.~, and

162 . (36)
(6 3 .  if ecO

In the decision circuitry the process Involved is differential
detection. Thus, one of the parameters needed in determining the BEP
of the r!ceiver_in the presence of noise is the relative angles of the
vectors S~ and S2, not their absolute angles. Note that this angle is
independent of 8 and a1. The parameters of interest from the signal
vectors are, therefore,

~ F~ I (37)

L2(E,~W,{6}) ~ ‘~ 2 ’ (38)

and

~~ 
— . (39)

Note that for a given system (Eh and Th fixed), these parameters are
explicit functions of e, ~w , and (6) aTone, where (6) is the sequence
6i 62 6~, for 6m as defined In Eqs. (3) and (4). In the analysis to
follow this dependence Is not shown for notational convenience.
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C. Bit Error Probability for Differential
Detection in the Presence of Noise

1 . General bit error probabIl~~~expression

The calculation of the BEP wi!l fol low that of [1]. A new co-
ordinate frame, (x’,y’), in which S1 Is aligned with the x ’ axis can
be obtained by rotating the (x,y) frame by L~~. In thi s new frame

= L1 i>
., , (40)

and

S2 = L~(cos ~~~ 
i,~’ + sin ~+ ii ’)  , (41)

where i,
~

s and 1y’ are unit vectors in the plus x ’ and plus y ’ direction,
respectively.

In the (x ’ ,y’) frame, the vectors Y1 and Y~ are expressible as

= ~~~ ~~ 
+ ey e l 

~~ 
(42)

and

= ex ’2 ix ’ + ey’2 1y’ (43)

where

e
~i1 = 11 + “x ’l ‘ (44)

ey 1  = 
~y’l (45)

ex I2 a L 2 cos A~~+ n x ,2 (46)

and

11,2  • L2 sin ~• + n~ .2 (47)
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Now, n~ and fl~ (m=l ,2) are orthogonal components of the noise

which is Gaussian with mean , 0, variance, £lo/2. Thus, it can be shown
that n~’ and 

~y’m are also Gaussian wi th mean, 0, variance, N0/2.
The cond’l~tIonal joint density function for ex l  and eys 1 can, there-fore, be wri tten as

P(ex si~ey si /Li ) = 
+ 

exp f 
(e~’i-L i)

2+e~’i
2 } . (48)

Let

*1 LZ.1 - 

~~l 
(49)

The signa l components ex ’l and e~~1 can be written in terms of Z~ and
as

ex ll = Ililcos 
~‘l (50)

and 
~
. <

~~l <71

ey 1  = Rilsin 
~~ J . (51 )

The conditional probability density function of*1, given L1, is ,
therefore [2],

[ Lfl 
~ 

[ L~ sln
2jq

= exp 
[ w-j 

+ exp N0

L
1J~~ 

cos *1 
~~ 

Q(L 1~~ i )] , (52)

where

L112/N0 CO54,~ 2\
= 

~~~~~

_ J exp (_ ~_)du . (53)

Next , assuming 
~i 

given , a new ~~~ coordinate frame is formed by
rotating the (x ’ ,y’) frame countercloc kwise by *1 radIans , so that
signal vector 

~l 
Is aligned wi th the positive x axis (see Fig. 3).

In this frame

~ 2 L2 cos~~$ cos *1 + L 2 sfn~~~ sin g~1 + n~2 CM)

14 
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and

~ 2 = L 2 sin~~~cos *1 - L 2 cos~~+ s in *1 +n ~2 , (55)

which reduces to

= L2 cos(~4l-4,1) + nj2 (56)

and

= 12 s1n(~~-p 1) + 
~~2 ‘ (57)

where

~ 2 n x l2c0s~~l
+ n y12 5tt1

~t~l 
(58)

and

= “y’2 COS ‘~‘l 
— ny.2 sin ~i 

. (59)

Examination of the vector components of Y and Y in the (~ .Y) frame
show s that for CDD, e~~ 

is proportional tg the d~t product , Z~.z 2Thus, (see Eqs. (8) and (9.))

= 
~~~~~ 

< 0/6~ = 0) , (60)

and

= l’r (e
~~ 

> O/6~ 2) , (61)

where P and P1 are the probability of error given that a “0” and a
“1” , re~pect1vê1y, were transmi tted.

For SDD, e— Is proportional to the coefficient of the cross pro-
duct (Z1XZ2) ve~~or. Thus, (see Eqs. (10) and (11))

t
16



Po = P r(
~i2

> O /62 = _ l)
~ (62)

and

P1 Pr(e~2 c 0/6~ = 1) . (63)

From Eq. (56), the conditional density function for e~2 (the van -
abl e of interest fQr COD) can be written as (note again that n—~ andare Gaussian distributed , mean equal 0, variance equal N0/~~

= exp [- ~~~~~ 
[
~ 

- 12 cos (~~-~1~ 2] . (64 )

From Eq. (57) the conditional density function for e—2 (thevar iab le of interes t in SOD) can be wr itten as

p(~~2/~1,L2,~~) = ex p E ~~~~~ [~2 
- L2 s in(~~~ i)] 2] . (65)

Equations (64) and (65) are similar in form and differ due to ~q. t~may be- con5idered to have two components , one the desired phase shift,
and the other due to imperfections in the receiver. Thus,

(66)

where Ei~~ is the error in the phase.

Substituting Eq. (66) into Eqs. (64) and (65), respectively, and not-
ing the syim~ietry in the equations of q 1 with respect to 0, the con-
ditional probability density functions of interest become (noting that
L2 and are functions of c, {iS}, and ~u~)

P(ea/~i ,c ,{6} ,~ w) = ,L. exp ~
— [ea ± L2 cos (

~4e-~
b1)] 2} (67)

where

, for CDD
ea~~~~~

x2 (68)
le— , for SDD

y2

17
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and the plus sign (case 1) is employed for 6=2 or -1 , and the minus
sign (case 2) for 6=0 or 1. Thus the probability density function
(pdf) of the error component is the same for CDD and SOD when L2 and
~~ 

are identical .

The pdf of interest to determine the BEP, p(ea/{cS},Aw), can be
derived as follows.

p(ea/{6},~~
) = J f p (ea/~i,c,{6},Aw )E

p(~/{o},&~)d~1dc . (69)

Elimi nating unnecessary conditions, the pdf is given by

p (e
~
/{6},

~
w) = J J p(ea/*l,c,{6},~~

)

p(c)d~,1d~ . (70)

Let

K1 (L 1,L21~~~/c ,~w ,{6}) ~O~ c for CDD = 

~l J c for SDD

= J J  p(ea/~1 ,{6},~w)p(~1/e,{6},~~)

d
~)l

dea . (71)
and

~ ~11E for CDD 
= 

~o~c for SOD

= f J p(ed/*l,c,f6},&~
)p(
~l /e,{6},~w)

‘72’d*jdea .  ~

Follow i ng the procedure in [2], it is found that
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= K2(L 1,L2,~~~/~,~~,{6})

~ 
K( L i ,L2 ,~~~/c ,~w,(6)) , (73)

where

=

1 (1T/2 [ L~L~cos~ A~~/N 0 1— l  exp i- i d eJ o [ L1cos e+L2cos’ ~~ sin~ej

L1 ~/2 1~L1 ~~~~ cosx cos ~~

~~ L12 1JL1/2/ No cos(x +
~~~

) 
exp(-u2/2)du

r L~ s~ 2~lexp I- N cosx dx . (74)
L

The dependence of L 1, L2 , and on ~, ~w , {6} is impli ed in the above
equations .

Therefore the BEP for a bit , gi ven the encoded data stream UI and
~ is g i ven by

~EI{6} 
= f K(L l,L2,A~~/c ,~

w,{6})p(c)d~ . (75)

As stated before c is assumed to have a Gaussian distribu tion (see
Chapter VI), which may be given by

p( e ) = exp [- (~~)
21 

‘ (76)
2o
~ J

where ~ is the mean and the variance of the timing jitter. The
average SEP for a given ~w can now be calculated as the average of the
BEP’ s for each of the eight possible encoded data streams , 

~~~ 
1=1,

,8, for a given type of detector (COD or SOD). Assuming equally
probable and independent input data , the average BEP is, therefore

= 
~ J K(L 1,L2, /c,~w,U}~)p(c)dc . (77)

19

- -
- 

— 
_ _ _ _  _ _ _ _ _ _ _ _  ~~~~~~~~~~~~~~~~ ._ - - - .  -



— - - -  _ _ _ _ _ _ _ _ _ _ _

The required parameters for the above BEP calculation are , therefore ,
Eb, Tb, N0, ~w , E , o~ , and the type of detection (COD or SOD)
involved .

2. Numerical results

a. Computer program structure

Equation (77) has be~~ analyzed us ing  numer ic al techn i ques .
Si mpson ’s one—th ird rule was employed in evaluating all integrals.
The number of iterations for each in tegral was determined to produce
a total error on the order of 1%. To achieve this goal , the number
of equal len gth increments in each calculation was 4 for u (Eq. (74)),
40 for x (Eq. (74)), 30 for 8 (Eq. (74)) and 150 for (Eq . (77)).

To verify the validity of the equations developed , a com par i son
of computer program results to those obtained both analytically and
experimentally in [1] and [2] was performed. In these two references
onl y CDPSK was considered . It can be demonstrated that wi th Aw =O ,
Eq. (77) reduces to that in [1] with timing jitter alone . With £=O ,
Eq. (77) reduces to the equation derived in [2] for frequency offset
onl y. Thus, computer analysis of Eq. (77) for the independent effects
of timing jitter and frequency offset yield identical BEP values as
those presented in [1] and [2]. Also in [2], experimental results
are shown to be in good agreement with the numerical evaluation of
the above two equations.

For the jo i nt effect on the BEP of both t imin g ji t ter and fre-
quency offse t, exper imental results were presented in [2]. In Figs.
4 and 5 a comparison has been made between these experimental results
and the anal ytical results from Eq. (77).

b . Computer generated resul ts

Equation (77) wIll now be investigated to make a comparison in
performance of CDPSK and SDPSK at the receiver. To be considered is
the performance of the two techniques with frequency offset alone ,
timing error alone , and both frequency offset and timing error in
the differential detector.

Wi th frequenc y offset  a lone , it can be demonstrated that Eq.
(77) reduces to the same equation for both techniques (see [2]).
Therefore , the two techniques have the same BEP performance with
frequenc y offset .

With timing error alone , Fig . 6 illustrates the difference in
performance of the two methods for various values of the normalized

20
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— FIgure 4. The bit error probability versus the bit energy to
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ferential detector for selected values of frequency
offset; experimental results as presented in [2),
Fig. 26, wIth theoretical values from computer
analysis of Eq. (77), for CDPSK.
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analysis of Eq. (77), for CDPSK.
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(c/Tb) timing error. As ci~ is zero in the calculations in this figure,
the UEP is for single values of c. It can be demonstrated that, al-
though the BEP may differ for individual bits in a bit stream for e>0
and c<0, the average BEP is independent of the direction of the timing
error (i.e., BEP is dependent upon i d ). As shown , SDPSK has a lower
BEP than CDPSK with identical timing error, wi th the difference in
BEP decreasing to zero as the timing error also decreases to zero.
Thus, the BEP with timi ng jitter alone will be less for SDPSK in the
differential detector for any given c and o

~ 
(except for c=0 and ae O) .

Figure 7 illustrates this fact for certain specified values of ~ and
ad

.

The calculations made for the data in Figs. 6 and 7 are for the
average SEP of all possible data streams. The BEP for individual bits
in different bit streams is presented in Fig. 8. As c>O for this case,
the first two bits in each of the three bit sequences determine the
BEP. The important point to note , however , is that while the BEP
for a “1” , P1, is greater than P~ for CDPSK, as illustrated in [1],

in the SDD. This is true ~or all nonzero va l ues of timing
error, as can be demonstrated analytically.

From Eq. (34), it can be seen that frequency offset introduces
a phase error, 

~~~ 
and a reduction in magnitude of L1 and L2 in the

signa l vectors at the receiver for both SDPSK and SDPSI( moduTation.
Timing jitter alone causes a decrease in magnitude in the signal vec-
tors in both cases and a phase error in the SDPSK case. Thus with
both timing jitter and frequency offset, the phase error (for smal l
nw/Tb), ~~~ in the received signal vectors is worse in the SDPSK
case, although the magnitude of the signal vectors, L1 and L2, is
larger. The joint effects of these two factors on the BEP for both
techniques is illustrated in Fig. 9. Although the BEP for individu-
al bits is dependent on the direction of the timing error and frequ-
ency offset, analysis of the equations involved has shown that the
average BEP is independent of the direction of these inaccuracies in
the di fferential detector. Hence only the magnitude of the error was
considered . Results in Fig. 9 are presented only for an Eb/No value
of 10 as similar results were obtained for other values. From Fig. 9
It is seen that the performance of CDPSK in the differential detector
tends to degrade less rapidly than wi th SDPSK wi th increasing frequ-
ency offset and timing jitter. Thus, as shown, for some cases the
BEP for CDPSK would be somewhat less than for SDPSK. Figure 10 pre-
sents this result for two specific cases.

• At this point a detailed analysis could be made to determine the
3-parameter (~ , ~~~~ and Eb/No) BEP surface for both SDPSK and CDPSK.
However, such a study shal l not be undertaken for the following rea-
sons . The above compar i son has been made for the case where ~~ and c
are equal for both techniques. In an actual transmission system ~w
could be assumed to be basically the same whether SDPSK or CDPSK was
implemented because ~w is dependent upon the system geometry. The
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bit timing information (and hence the timing jitter) is derived from
the modulation itself, however. Hence the timing jitter character-
istics will be different for SDPSK and CDPSK using the same channel .
The difference in timing error for the two techniques is studied in
detail in Section V.B. Let It suffice for now that differential
detection with SDPSK has a lower BEP with timing jitter and frequency
offset at the receiver, except for large frequency offset, if the
timing jitter is the same.
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CHAPTE R III
THE BIT ERROR PROBABILITY W ITH PLUS AND MINUS

NINETY DEGREE CODE SUBCARRIER FOR COPSK

A. General Expression

In many cases the DPSK in put data stream is mixed with a code
• pr ior to transmission. In the case of employment of spread-spectrum

(SS) techniques , the code rate may be many times the data rate. In
the following analysis the code rate is assumed to be an integral
multiple of the data rate. The case considered is a plus-minus ninety
degree differential phase shift code (spread spectrum) with conven-
tional DPSK. Thus, at the transmitter , a(t), the message carrying
parameter of the signal (see Eq. (1)) is given by (for the ith chip
of the mth bit interval )

= c
~m~i 

= 
~i~(i-l ) 

+ ~ , (78)

where the m~i subscript refers to the ith chip of the mth data bit and

— I
~ ~~~~ 

-
~ 

• 79mt~i 
- - 

~ m ~ °m~i

where

Io , if the data bit “0” is transmitted
=~~ 

, (80)m 
~2 , if the data bit “1” is transmitted

and

Ii , if the ith code symbol for the mth bit Is a
-~ •

. =
~ 

. (81)
~~~~~~ L-l , if the ith code symbol for the mth bit is a “0”

Thus , the resulting signal has a plus or minus ninety degree phase
shift at each chip. The analysis is performed to determine the per-
formance of this signal in the differential detector when wh i te,
Gaussian noise is present at the receiver which is imperfectly timed .
The effect of frequency offset has been assumed to be neqliglble for
the code subcarrier case. The analysis parallels that In [1) for
CDPSK with zero and one hundred eighty degree spread spectrum.
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Due to the nature of the problem, the BEP expression will be similar
in form to Eq. (77). Since the code is present, however, signal
phase transitions between bits will not necessarily correspond to
whether a data bit “1” or “0° is transmitted . Thus the probability
of error is the same for all bits in the eight different 

~m-l ~ 
6m+l

sequences. The essential difference between the coded and unco~edcase, though , is that , wi th timing error , the bit sj~nal vectors are
different. With coding the mth bit signal vector, 5m’ consists_of
the vector sum of the properly orientated chip signal vectors , Sm~j,during that bit. That is,

= 
i~ l ~

‘rn~i , (82)

where 
~ 

is 
~m~i shifted by an angle

e - 
~ ~~ 

6m~i 
(83)

and k is the number of chips per bit.

With imperfectly timed demodulation , the resultant chip signal vectors
have different magnitude and phase errors . Using the procedure of
Section II.B , the chip signal vector may be found to be, for Tb/k > c
> 0,

= T~J [ (i~. - ~) ~x ’ + 6mM i
y] 

(84)

where a ‘ is coincident with the mth bit signal vector, 
~~~~ 

for c=O
and coding not present (i.e., the (x,y) coordinate frame shifted by
an angle B).

Tb
For V < C < O

= 

~ 
[(
~

. - Id)  ~~ 
+ 

~~t~(i +l) ~ ~~~ 
(85)

Therefore, the mth bit signal vector, given by Eq. (82) is

= Tb 
- IC I

’
) k ~x ’ + E(2 km - k)i~i] , (86)
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where km is the number of 6 
~j equal to minus one during the mth bit

interval . An example signa11 vector is shown in Fig. 11.
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F igure 11. The mth bit signal vector for k=6, s= .25Ih, and:
-~n~’l~~~ 

ómA 2_ I~ ~mA3=~
1 ’ o~~4=~1; 6mtx5~~l

Let

(87)
b

Equation (86) may , therefore , also be stated as

= v’cr (l_ kIC
fl J)i~. 

+ tc~I (2 km
_ k)Iyi) (88)

Thus, the value of L1 can be calculated to be

L1 = ~~ t(~~~~~ I~~~~I)
2 
+ (Ic nI (2 k1 k))2]L’2 (89)

= I~~ [l-2k1 ~f + 2k~ , 2(k2+2k~_2k l k)]
II’2 

. (9Q)



Likewise for L2,

= V~~ [1 2k 1d n1421c n 1
2(k2+2k 2k2k)]

l/2 
(91)

A lso , for

r2k 2-k 2k 1-k
= tan~ [ ]  - tan 1 

[~~~I k ]  

. (92)

— 

Thus L1, L2, and ~-p~ depend on the parameters k, k1, -k2, and c, rather
than c, ~w , and {6} as in Section II.B. The BEP given these parameters
is , therefore - (with the dependence on k implied) ,

= J K(L 1,L21~ p~/k l , k2,c)p(c)dc , (93)
k1,k2 C

where K(L1,L2, t~ 6/k1,k2,c) is defined Eq. (74), although the depend—
ence of L1, C2, 

~~ 
on k 1 and k2 is now shown . El iminating the k1and k2 conditions of the SEP expression

= f f 1  K(L1,L2,A~~/kl ,k2,c)p(c)p (k1)p(k2)dcdkldk2 (94)

• k1 k2E

As the probabi lity density functions for k1 and k2 are discrete ,
Eq. (94) may be written as [1],

k k r
= ~ Pk(kl )Pk(k2) J K(L 1,L2,L~cj~ /k1,k2,~ )p(c)dc , (95)

k1 =O k2=O C

where

Pk tX ~ 
(,
i)k 

x!(k-x)! 
. (96)

B . Approximate Expression

For k large , the binomial distribution can be approximated by
norma l distribution with a mean of k/2 and a variance of k/4. Thus
the probability density function of k1 and k2 may be written as
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(k1 -k/2)’ 1p(k 1) = 

~‘2 /4 
exp - 2k/4

j  
(97)

and

[ (k
~-k/2)21

p(k2) = 
_____ 

ex p 
L 2k /4 

] 

. 
(98)

As k approaches infinity

p(k 1) -
~
- 6(k1-k /2) (99)

and

p(k2) -‘- 6(k2-k/2) , (100)

where o(.) is the Dirac-delta function.

Thus , k1 approaches k/2, as does k2. In the limi t L 1, L2 andbecome

= L2 = /E ~ (l -k JE ~ j) (101)

and

= 0 . (102)

Substituting this result into the bit error probability equations ,
produces the equation

= 
~ f

’ 
exp(-L2/N0)p(c)dC , (103)

where

L = (1 - kI~~l ) ~~ - (104)
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C. Numerica l Resul ts

Equations (95) and (103) have been analyzed using numerical
techniques. K (Ll,L2,8~~/k,k1,k21c) as given in Eq. (74) was computed
by using Simpson ’ s one-third rule for integration wi th the same num-
ber of equal length increments as specified in the computer program
described in Section II.C. The integral over c was computed using
Simpson ’s one-third rule with 150 equal length increments.

As Eq. (103) is identical to the equation devel oped in [1] for
CDPSK with zero and one hundred eighty de9ree spread spectrum wi th
k large, the BEP in the DO is identical with either plus and minus
ninety degree or zero and one hundred eighty degree coding for a large
code-to-data rate. For k equal to one, the average BEP Is the same
for the case studied as for SOD wi thout coding, and the same for the
case studied in [1] as for COD without coding .

Thus, from the results of Chapter II, the BEP for differential
detection with plus and minus ninety degree spread spectrum will be
less than the BEP for zero and one hundred eighty degree spread spec-
trum for k equal to one.

Figure 12 illustrates these points for a particular value of tim-
ing error. The BEP values in both cases are seen to rapidly converge
to their limitin g values with increasing k. Thus CDPSK with pl us and
minus ninety degree spread spectrum has a lower BEP with timing jitter
than CDPSK with zero and one hundred eighty degree spread spectrum
for small code-to-data rate ratios .

Figures 13 and 14 illustrate the improved BEP performance wi th
spread spectrum techniques . It should again be emphasized that in
the above comparison the normalized timing jitter is assumed to be
equal in both cases.
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CHAPTER IV
BANDLIMITING AND HARDLIMITING OF DPSK

A. Introduction

In practical DPSK conrunication systems the received signal must
be bandlimi ted before demodulation . To be considered in this chapter
is the performance of CDPSK and SDPSK in the differential detector
when the band limited signal is demodulated . With band limiting, the
signal experi ences both a reduction in energy and a phase shift, and
the noise at the receiver is correlated . An exact analysis of the
receiver BEP performance in the presence of noise is thus diffi cult
to determine. Hence , only the effect of band limiting on the signal
without noise has been studied in the fol lowing analysis. In Section

• IV.B, the fi l tered signal envelope and resulting signal vectors
employed in the differential detector are derived for both CDPSK and
SDPSK. A rough comparison of performance in the differential detector
wi th noise present can be deduced from the signal vectors , and this is
also presented in Section IV.B.

In a DPSK corirunication system, the signal may be bandpass fil ter-
ed and hardlimited (e.g., in an active repeater in a satellite) during
transmission . When severe band limiting is effected it is very desir-
able to have a minimal regeneration of sidelobes when the signal is
hardlimi ted. A comparison of this regeneration for SDPSK and CDPSK
is presented in Section IV.C.

B. Differential Detection of a
Bandl imi ted Signal

1. Signal analysis

In Fig. 15, a block diagram of a differential detector preceded
by a bandpass fi l ter is presented . As stated previously, the filter
produces both a decrease in amplitude and a time delay (i.e., a shift
in the occurence of minimum signal envelope) in the received signal.
Thus, filtering causes intersymbol interference whereby the mth bit
signal vector , 

~m’ 
will be effected by 6m+l ’ 6m-l’ 6m-2’ etc. (whenthe time delay Is less than one bit interval). In the subsequent

analysis it has been assumed that the effect on 5m of the 61 ’s for I
less than m-2 is negligible, althoug h the analysis could easily be
extended to such a case. The received signal under consideration is ,
therefore (from Eq. (5) with ~w=c=0),
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s(t) = A(t) sIn(wd t+a(t)+a~
,) (105)

for (m-3)Tb<t< (m+l)Tb. As the effect of the signal for t less than
(m-3)Tb on s(t) defined in Eq. (105) has been assumed negligible ,
a periodic s(t) can be considered and a Fourier Series expansion of
the signal developed . In this case (with (m-3)T b set equal to zero)

jnw~ts( t) = ~ S~ e , (106)

for O<t<4Tb, where

-jnw0tS
~ 

= 
~~~~~

_ 

J 
s(t)  e dt , (107)

and

— 2ir

I
The signal at the output of the filter , x(t), is , therefore,

jnw t
x( t) = 

~ 
Xn e (109)

where

Xn = Si,~ 
- H(nw 0) , (110)

where H(— ) is the radian frequency response of the filter. To be con-
sidered In this chapter are both Butterworth and Chebyshev filters,
and their transfer functions are provided below .

For a Butterworth fi l ter,

IH (w)I = _________ (111)

and
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tan~ [~::~~ ~
] , for n even 

(112) 

A -

I (n-l)/2 1P-sin(1!L) 1
I - tan~ - 

~ I , for n odd,
i=-(n-l )/2 Lc05

~~~~ j

where n is the number of poles of the filter and p is the transform
variable defined in Eq. (119) [3].

For a Chebyshev filter ,

1
IH(w)( = , (113)

where

12P Cn(w) Cn..2(w)

Cn ( w)  = p , n=l (114)

L 
1 , n=0

and

- F AMAX (115)C JlO~~~~~- 1

where AMAX is the peak-to-peak amplitude ripple in dB [3,4], and

I n/2 1 rp-b sin(.2.!!~ + i!L) 1 for n even
I- ~ tan I

i=-n/2 [ a cos(~~- + ilL)

I.H.(.t~) ~ . (116)
I (n—l)/2 , [p_b sin (~-~-) 1I - tan I ‘

~ I , for n odd ,
i=- (n-l)/2 [ a cos(~lL) _J

where n and o are def ined as before and

I
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1/n 1 —1 /n
b = .~~- [(J€ .2+l+c .l ) + ( J~~+i+~ ) I . (117)

and

1 ‘ -2 1 1/n r—~- 1 l/n
a = ~~

- ((4c +l+E ) - ( /c +1+c ) I . (118)

In the above equations , wi th p equal to ~
j / w

~ 
where w is the frequency

in radians per second and w~ 
is the filter cutoff frequency in radians

per second., the fi lter is l owpass. For a bandpass fi l ter, a geometric
transform of the filter from a low pass to bandpass can be obtained
by [4]:

2 2
= (119)

where u~ Is the center radian frequency of the fi lter and BW is its
bandwidth in radians per second. As this is a geometric transform,
the fi l ter characteristics are geometrically syninetric about the
center frequency . This has an impact on the response of the filter
to plus and minus ninety degree phase shifts in the carrier as ex-
plained in Section IV.B.2.

Let w’(t) be the output of the mixers shown in Fig. 15, defined
as

w ’(t) 
~
Ex(t)+jE~

(t) (120)

= x(t)(sin (w~t-s~y)+j cos(wdt+y)} . (121)

From Eqs. (109) and (110) it follows that

jnw0t -J(
~dt+v)

w’(t) = 
~ 

H(nwo)S n e (J e ) . (122)
n=-~

If wd equals iw0, where i is a positive integer (i.e., the carrier
frequency is an integral multiple of one-quarter the data rate), then

j(nw0t+y)
w’(t) = ~ H((n+i)wo)Sn+j j e . (123)

n=-~
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The signal , w’(t) contains both baseband and double frequency compon-
ents. As w’(t) is integrated , only the baseband component , w(t) ,
defined as

w( -t ) ~E~(t)+~~(t) , (124)

where ~~(t) and (‘(t) are the baseband components of 
6x(t) and ~ (t),respectively, is ~f i nterest. It can easily be shown that w(t) ‘~

‘s
given by (with a -B degree phase shift)

jnw0tw (t ) = 
n - ~ 

H((n+i)~0) V~ e , (125)

where

r4T~ 
-jn~ ty = ...L 

j  

y(t)e ° dt (126)
~ 4T~ o

and y(t) is the baseband signal of s(t), defined as

y(t) ~ w’~~~ [cos(a(t))+j sin(cz(t))] . (127)

The signal vector , 
~m’ 

is, therefore,

,3T +td r3Tb+td
= b Re[w(tfldt 

~x ’ + 
J 

Im[w(t)]dt iy~ (128)
2Tb+td 2Tb+td

where td is the time delay in the occurence of mini mum signal envelope
in the ~iltered signal.

2. Numerical and Experimental Results

To verify the accuracy of Eqs. (125) through (127), numerIcal
results were compared to experimental results obtained by filtering
the SDPSK signal and CDPSK signal produced using the circuitry de-
scribed in Chapter V. The filter employed in the circuit had a center
frequency of 70 MHz and a bandwidth of 10 MHz. The filter was a five
section Chebyshev with a peak-to-peak passband ripple of 0.05 dB.

In Figs. 16 through 27 experimental and theoretical results are
given for both SDPSK and COPSK. In the theoretical results , Iw(t)I
has been plotted . For the experimental results , the modulated signal
whose envelope has a magnitud e, w(t)I, is shown .

; 
•

- 
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Figure 17 . Experimental filtered signal envelope
Modulation : SDPSK
Input datd : Pseudo—random
Carr ier freq . : 70 MHz
Data rate : 1.25 MHz
(Carrier freq . to data rate ratio: 56.0)
Filter : Chebyshev

No . of sect i ons : 5
Bandwidth : 10 MHz
(Bandwidth to data rate ratio : 8.0)
Peak-to-peak passband ripp le : 0.05 dB
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Figure 19. Experim ental filtered si gnal envelope
Modulation : SDPSK
Input data : Pseudo-random
Carr ier freq . : 70 MHz
Data rate : 2.5 MHz

- (Carrier freq. to data rate ratio: 28.0)
Filter : Chebyshev

No. of sections : 5
- Bandwidth : 10 MHz

(Bandwidth to d~td rate ratio : 4.0)
Peak-to-peak passband ripp le : 0.05 dB 
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1 3 2 4

Figure 21. Experimental filtered signal envelope
Modula tion : -  SDPSK
In put data : Pseudo—random
Carrier freq. : 70 MHz
Data rate : 4.0 MHz

- : (Carrier freq . to data rate ratio: 17.5)
Fi l ter  : Chebyshev

No . of sections : 5
Bandwidth : 10 MHz
(Bandwi dth to data rate ratio : 2.5)
Peak-to-peak passband ri pp le : 0.05 dB

50

-- . ---5 -~~~~ 
S -

~~~-= 
- - 5-

-. T
____ 

-

~ 

- - 
—— — — - —------~~~~—~~~~~~ - — —



) 
( 

(0-C~) C.J LI) C-) ~~~~~ o
0) 0
U)

C N 
4.) 0 0 )  _

- - ‘0 ~~~~~~~~ 4.)

~~~~~~~~~~~~~~~ 

r I— ~~~~~~~~~ C S.. 4 ) 0 .

~~~~~~~~~~~~~~~ ~~~~~~ 
-

~~~~~~~~~~~ 

- -
~ ~~ 

~~~~ C.)

-J Id 10- 4)
50 --‘S.. 4.) +

- .0 ‘0 C O C  _
I — ‘~~~‘0- 1.- lO 4.)

I -~ 4’ .0
I - . 01 (0-- CO C O I n  c55,j
I — 5. 4’ - X
I z (n CO- CO

-

I - Lu) I- 4.) 
~~~~~~~~

3 
l4~ ~~ • 4) 4.) (0 —

I — 0.0 U 4) ~~~ __ __

in — C 0) a) .C 0.4 ) 4) 4)

I p... 40- C ~. S.. U) 4) S -_.-
( 4’ 4—’~~—- S.— 0 Z S ~~

~~~~~~~~~~~~~~~~~~~~ GA (0~~~ GA C- -~~C-~~~ -. 4) - C C O
- 0~~~~ •i- C- 4.) 0 ’0- 4)

GA 0 S.. S- r- ~~ 0.

I•10
C.’)

- I  0)
5-.
0)

‘ 0 
U..

‘I

-

-
~~~~~~~~~~

51

L ~~~
. . -- -

~~~: 11TL~~~~~~~~~~~~~~~~
I_ -~~~~~~~



:igure 23. Experimental filtered signal envelope
Modula tion : CDPSK
In put data : Pseudo—rando r
Carrier freq. : 70 MHz
Data rate : 1.25 MHz
(Carrier freq . to data rate r- utio : 56.0)
F i lter : Chebyshev

No. of sections : 5
Bandwi d th : 10 MHz
(Bandwidth to data r~it e ratio : 8.0)
Peak—to- peak passband ripple : 0.05 dB
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Figure 25. Experimenta l filtered signal envelope
Modula t ion : CDPSK
In put data Pseudo-random
Carrier freq. : 70 MHz
Data rate : 2.5 MHz
(Carrier freq. to data rate ratio: 28.0)
Filter : Chebyshev

No. of sections : 5
Bandwidth : 10 MHz
(Bandwidth to data rate ratio : 4.0)
Peak-to— peak passband ripple : 0.05 dB
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2 1 4 3

Figure 27. Experime ntal filtered si gnal envelope
Modulation : CDPSK
Input data : Pseudo—random
Carr ier freq . : 70 MHz

- Data rate : 4.0 MHz
- (Carrier freq . to data rate ratio: 17.5)

Filter : Chebyshev
No . of sections : 5
Bandwidth : 10 MHz

• (Bandwidth to data rate rati o : 2.5)
- Peak-to-peak passband ripple : 0.05 dB
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In Figs. 16 and 18 theoretical results for SDPSK are presented
for the case where a minus ninety degree phase transition is followed
by a plus ninety degree phase transition. In Figs. 16 and 18 the
response of the signal envelope at the output of the filter differs
for the two transitions. This is due to the fact that) as stated in
Section IV .B .2 , a geometrically-symmetric filter has been employed .
Thus, the filter characteristics differ for linear frequency differ-
ences above and below the center frequency of the filter. Because a
+900 phase shift has a frequency spectrum which is the mirror image
of a -90° phase shift frequency spectrum about the carrier frequency,
each phase shift will not be effected in a similar manner by the fil-
ter. Experimental results were obtained from a pseudo-random input
data stream , and , thus , the two different responses are superimposed
on the photographs in Figs. . 17 and 19. Because the effect of a phase
transition on the signal envelope of the next transition is negligible ,
as illustrated in Fi gs. 17 and 19, only two phase transitions are
shown in Figs. 16 and 18. As the data rate is increased - (i.e., the
bandwidth to data rate ratio is decreased), -the effect of previous
transitions cannot be neglected , however. In Fig. 20 the responses
associated with the four possible pairs of phase transitions are shown.
Numbered one to four , these curves match the four separate traces which
can be seer’ in Fig. 21.

For CDPSK, theoretical results are presented in Figs. 22 and 24
for two consecutive 180° phase shifts. The envel ope response is ,
therefore, the same in both bit intervals. For the experimental re-
sults , a pseudo-random input data stream again was employed . Hence,
in the photographs in Figs. 23 and 25, the filtered signal with a
180° phase shift and 0° (constant envelope ) phase shift are super-
imposed . Again , in Figs. 22 and 24 only two phase transitions are
shown because the effect of a phase transition on the next phase
transition is negligible. As before , when the data rate is increased ,
this effect cannot be neglected , and , thus , the responses associated
wi th the four possible pairs of phase transitions are shown in Fig.
26. Numbered one to four, these curves also match the four separate
traces in Fig. 27. Thus, good agreement between experimental results
and numerical results has been obtained.

In Fig. 28 a compari son has been made between the response of
S0~SK and CDPSI( in the same filter. The overshoot and ringing is seen
to be greater for CDPSK. The time delay (crossing of the in quadra-
ture responses for SDPSK and zero crossing for CDPSK) is approximately
the same for both techni ques , however (see Table 1).

The response of both SDPSK and CDPSK to Chebyshev and Butterworth
filters is illustrated in Figs. 29 and 30. Note that the time delay
and overshoot is less with a Butterworth fi l ter with identical (3 dB
for Butterworth ) bandwidth and number of poles. This , of course, is
due to the less steep roll off of filter out of band and the more
l inear phase shift in band.
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Tables 1 and 2 provide a listing of the bit signal vectors, 
~m ’com pute d u s i n g Eq. (128), from the envelo pes shown for the theo-

retical results. In Table 2, eight combinations of phase transitions
are gi ven for each case , because , as stated previ ously, the mth bit
interval is effected significantly by the phase transition occuring
due to 6m — l -

As illustrated in Tables 1 and 2 SDPSK has fairly constant ampl i-
tude bit signal vectors , whereas the CDPSK bit signal vectors vary in
magnitu de, al though for a gi ven data rate and f i lter , the average mag-
n itude is about the same . The SDPSK bit signal vectors show a much
greater phase error , however. Fur thermore , the dela y of the f i l ter
is approximately the same for both cases. A comparison in BEP per-
formance in the differential detector is , therefore , not easily dis—
cernable from this data.

As men ti one d i n the i ntroduction , anal ysis of BEP w i th no i se in
the case of a filtered input signal is quite complicated and will not
be undertaken at this time . A rough estimation of perforrn..nce can be
obta i ned , however , i f i t  i s assume d tha t the f i l tered no i se is wh i te
and Gaussian. This assumptior is , of cou rse , no t correct , but i t wil l
a id i n determ i ni ng the performance of the two techn iq ues to some degree

From Tables 1 and 2 the signal vector magnitudes (L1 and L2) and
phase erro r (

~~~~ ) for each of the possible pairs of bits can be deter-
mine d for each case. By employing Eq. (74), the average BEP may then
be determ i ne d for each case un der the assumption of white , Gauss-
ian noise. Table 3 presents the results of such an analysis for the
cases studied in Tables 1 and 2. From Table 3 a sl ig ht improvement
in BEP with a SDPSK modulated carrier can be seen for all cases.
However , even more important is the wide variation of BEP for the data
bit “1 ” as compared to “0” for CDPSK. This variation is not present
with SDPSK because all phase transitions are of a magnitude of 90°.
A slight im provement in performance is also illustrated with the use
of a Butterworth filter.

C. Hardlimitin g of the Bandlim ited
DPSK S ig nal

To be analyzed in this section is the effect of hardlimiting on
the bandi imi ted DPSK signal. Of concern in Section IV.B was the time
domain cha racteristics of the DPSK signal because the BEP is based
upon the integration of the signal in the differential detector . With
respec t to har d l i m i t i ng, the power s pect ral dens ity of the si gnal i s
also of interest because , as stated previously, i t  i s des i rab le  to
have a minimum regeneration of the filtered sidelobes in this case.
Other modulation techniques which attempt to minimize the hardlimit—
ing ef fec t on the s ig nal spectrum are minimum shif t keying
(MSK) and offset keyed quadrature phase shift keying (OK-QF’ V) [5].
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TABLE 1
BIT SIGNAL VECTORS AFTER FILTERING

lodula- Carrier Filter MQdulatiQn Signal Delay
tion Freq . to Type * Phase i ransi tion at Vector (Portion
Type Data Rate Beginning End of Sm of Bit)
_ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _  ________ of Bit B i t 

_____________  _ _ _ _ _ _ _ _

SDPSK 28 1 +900 +90° .95lLl .27° .296
+90° -90° .9431-2.76° .296
-90° +90° .956/3.45° .296
-90° -90° .9461- .654° .298

56 1 +90° +900 975hB2i ° 150
+90° -90° 972/-1 24° 150
-90° +90° .9791l.6a° .150
-90° -90° .975/— .37l ° .150

56 0 +90° +90° .976/.872° .140
4~9O0 -90° .973/-1.20° .140
-90° +90° .980/1.61 ° .140
-90° -90° .976/- .445 ° .140

CDPSK 28 1 00 00 l j .Q~ --
0° 180° .93l/.509° .296

180° 0° .964/.2380 .298
180° 180° 899/ 881° 298

56 1 0° 0° --
0° 180° .966/.234° .148

180° 0° .984/.2l l~ .148
180° 180° .950/.467° .148

56 0 0° 0° lLQ.~ --
0° 180° .9664.~2 1~ ° .139

180° 0° .986L~21U° .139

_ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _  
- 180° 180° 

-- 
.952L.A3a° .139

*Note: 1 Filter : Chebyshev
No. of sections 5
Pea k -to peak passband ripple : 0.05 dB
Carrier freq. to bandwidth ratio : 7.0

0 Filter : Butterworth
No. of sections : 5
Carrier freq. to bandwidth ratio : 7.0
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OK—QPSK shall be studied in this section (due to its similarity to
SDPSK), as a basis of comparison of the effects of hardlimiting .

To anal ytically determine the power spectra l density of a wave-
form the Fourier Transform of the baseband signal ’s autocorrelation
function must be determined . For SDPSK , this autocorrelation func-
tion can be calculated by the method described in [5], to obtain:

11 - jT~
/Tb ~~~~ < T b

(129)
0 , elsewhere

where Ry(’r) is the normalized autocorrelation of y(t) from Eq. (127),

T/2
R ~-r) = lim i_. J y(t)y *(t~ T)dt , (130)

T-~° 
Lb -T/2

where y*(.) is the complex conjugate of y(~). As this is identical
to the autocorrelation function for conventional DPSK, the power
spectra l density for both cases may be calculated to be

I sin~ fT I
G(f) = Lb [ ~T fT b j  

(131 )

(see Fig. 31). Because the power spectral density is the same for
both cases, the effect of band limiting on the power spectrum , and,
thus , the bit energy will also be identical (see Fig • 32). This was
illustrated by the equal average bit signal vector magnitudes for
both techniques in Tables 1 and 2. As the bit energy is related to
the BEP performance in the differential detector, the average BEP
with filtering should be approximately identical for both cases.
This was illustrated in Table 3.

OK-QPSK involves the employment of two orthogonal binary chan-
nels to modulate the carrier . The bit intervals of duration 2Tb are
offset by Tb seconds (in each channel). The net result of such a mod-
ulat ion scheme is a signal with 0°, +900, and ~900 phase transitions
(with probabilities of occurence of 1/2, 1/4, and 1/4, respectively)
Tb seconds apart. The power spectra l density of OK-QPSK may be

— espressed as [5]
2sin2iifl 1

G(f) = Eb 
L 

2-iT fTb j  
(132)

Note (see Fig. 33) that use of OK-QPSK modulation results in a signal
whose bandwidth is half that of DPSK. This fact can also be seen
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TABLE 3
BEP IN THE DIFFERENTIAL DETECTOR WITH THE INPUT SIGNAL

FILTERED (WilliE , GAUSSIAN NOISE ASSUMED)

Modula- Carrier Freq . Filter Eb/No Aver age BEP
I ’ tion to Data Type 

________ ________ ______

Type Rate Ratio (see note on Bit Bit ~oth
_______ _____________ on Table 1) 

_____ 
“0” “1” Bits

SDPSK 17.5 1 4 .l77E-l .181E-l .179E-l
10 .l38E-3- .l44E-3 .l4lE—3
16 .129E-5 .l35E-5 .l32E—5

28 1 4 .138E-l ..l4lE-l .139E-1
10 .673E—4 .702E-4 .688E-4
16 - .351E-6 .373E-6 .362E-6

56 1 4 .ll2E — l .ll2E—1 .112E—1
10 .381E-4 .380E-4 .381E-4
16 .132E-6 .l32E-6 .132E-6

56 0 4 .l l lE — l ll lE —l .111 E— l
• 10 .373E-4 .372E-4 .373E-4

16 127E-6 .127E—6 .l27E—6
CDPSK 17.5 1 4 129E-l .242E-l .185E—1

10 .648E-4 .292E-3 .l78E-3
16 .391E—6 .394E-5 .2l7E-5

28 1 4 .115E—l .l67E-l .l4lE—l
10 .429E-4 .108E-3 .753E-4
16 .174E-6 .730E-6 .452E-6

56 1 4 .102E—l .123E—1 .ll2E— l
10 .334E-4 .486E-4 .410E-4
16 .900E-7 .195E-6 •142E-6

56 0 4 .lOlE-l .122E-l .ll lL—l
10 .296E-4 •472E-4 .384E-4
16 .886E-7 •l86E—6 .l37E-6
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IOdB/DIV.

~~ ~~~2.5MHZ/SlDELOBE

Figure 31. The ex per imen tal SDPSK and CDPSK
si gnal power densi ty s pectrum
Carr i er freq.: 70 MHz
Data rate : 2.5 MHz
In put data : Pseudo-random
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10dB/DIV

-~~

2.5 MHz /SIDELOBE

I
Figure 32. The experimental bandlimited SDPSK and CDPSK signal

power densfty spectrum
Carrier freq . : 70 MHz

-

‘ Data rate : 2.5 MHz
Input data : Pseudo-random
Filter : Chebyshev
No. of sections : 5
Bandwidth : 10 MHz
Peak-to-peak passband ripple: 0.05 dB
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&

-J
I—~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~lOdB/DIV

~~ ~~~l.25 MHz /SIDELOBE

Fi gure 33. The experim ental OK-QPSK signal power
spectral density
Carrier freq. : 70 MHz
Data rdte : 2.5 MHz
Input data : Pseudo-random
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from the time domain analysis of the signal because this signal is a
SDPSK signal with only half as many ±900 phase transitions. Thus only
half the bi ts are affected by fi l tering, resulting - in only half the
energy loss with filtering for OK-QPSK (see Fig. 34). It should also
be mentioned that because only half as many transitions occur , the
available energy for bit synchronization is half that for SDPSK (see
Chapter V).

With hardlimiting of the bandlimited signal , only half the bits
in both CDPSK and OK- QPSK are effected as compared to all the bits in
SDPSK. With SDPSK the fi l tered signal envelope has a more constant
magnitude than with CDPSK , however. Thus hardlimit ing will distort
conventi onal DPSK to a greater extent. This is illustrated in Figs.
35 and 36• For these results the theoretical DPSK signal in -Figs. 18
and 24 was hardlimited by simulating the process by the equation

z0
(-t ) = Z

~(t )/ Iz 1(t)
~ (133)

where Z0(t) is the hard limited signal and Z
~(t) is the input signal .

Because the CDPSK is more distorted in the time domain , the
regeneration of sidelobes will be greater• In Figs. 37 through 39
this effect is demonstrated from the measured signal power density
spectrum. Thus , SDPSK will have a regeneration of sidelobes with
hard limiting significantly less than CDPSK and to the same degree as
OK-QPSK.
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10dB/DIV

~~ ~~~I.25MHz/SIDELOBE

Figure 34. The experimental band limi ted OK-QPSK signal
power density spectrum
Carrier freq. : 70 MHz
Data rate : 2.5 MHz
In put data : Pseudo-random
Filter : Chebyshev
No. of sections : 5
Bandw idth : 10 MHz
Peak-to- peak passband ripple: 0.05 dB
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Figure 37. The experimental bandlimited CDPSK signal power
density spectrum after hard limiting
Carrier freq. : 70 MHz
Data rate : 2.5 MHz
In put data : Pseudo-random
Filter : Chebyshev

No. of sect i ons : 5
Bandwidth : 10 MHz
Peak-to-peak passband ripple : 0.05 dB
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• Figure 38. The experimenta l band limi ted SDPSK signal power
density spectrum after hard limiting
Carr ier freq. : 70 MHz
Data rate : 2.5 MHz
I n p u t  data : Pseudo-random
F i lter : Chebyshev

No. of sec ti ons : 5
Ban dwidth : 10 MHz
Peak-to- peak passband ripple : 0.05 dB
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• Figure 39. The experimental bandlim ited OK-QPSK signal
- power density spectrum after hard limiting

Carr ier freq. : 70 MHz
Data rate : 2.5 MHz
Input data : Pseudo-random

- Filter : Chebyshev
No. of sections : 5
Bandwi dth : 10 MHz
Peak-to-peak passband ripple : 0.05 dB
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CHAPTER V
ADDITIONAL ASPECTS OF SDPSK

A. SDPSK Modulati on

To be considered in this section is the hardware implementati on
of the SDPSK modulator. When generating the signal , any of four out-
put phases are possible and , hence , the use of a quadriphase modulator
whose output phase is dependent on an input bit stream is required .
As stated previously the modulation scheme employed is the trans-
mission of the data bit “1” by a 90° phase shift with respect to the
previous phase , and transmission of the data bit “0” by a _900 phase
shift with respect to the previous phase. One simple way to generate
the necessary quadri phase modulator input bit stream from the data is
the use of suimier , whereby the data bit “1” adds one to the previous
results of the summer , and the data bit “0” adds three to the previous
resul ts. Proper logic changes the summer ’s output to the correct bits
so that for each addition of one to the previous results, the phase of
the quadriphase modulator is advanced 90°. A block diagram of the
necessary loq ic is presented in Fig. 40. The circuitry can easily be
modi fied to generate conventional DPSK by grounding the least signi-
fican t bit (LSB) summer input. In this configuration the data bit °l”
causes a 0° phase shift and the data bit “0” a 180° phase sh ift .
(This is the inverse of the conventional specified in Chapter II , and ,
t hus , the in put data would be inverted to generate the signal for this
convention).

In an actual hardwar’~
) implemen tation latches are required on the

i nput to the modulator for proper operat ion, due to gate delays. Fur-
thermore the number of IC packages needed can be reduced . The result-
in g circuit schematic is shown in Fig. 41.

B. B it Synchronization

1. Int roduct ion

Of interest in this part is the generation of the bit timing
in formation employed in the differential detector. Bit timing infor-
ma ti on is der i ve d from the s i gnal wav eform , and , due to the presence
of noise at the input of the receiver , a timing error will result
wh ich has a Gaussian probability density function as shown in [1].
The variance of the timing error will depend on the bit synchroni-
zation circuitry , the signal waveform , and the bit energy to noise
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Figure 40. SDPSK bit generator and
modulation circuitr y .
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density ratio. From this variance the differential detector BEP can
be determined as shown in Chapters II and III. As stated previously,
as SDPSK and CDPSK differ in their waveforms , different bit synchron-
ization circuitry must be employed , and , hence, the bit timing error
will not be identica l.

Of the many types of bit synchronization methods considered in
[7], including the Digital-Data—Transition Tracking Loop [6] and
several types of Early-Late Gate Bit Synchronizers [7], the Absolute
Value Earl y-Late Gate Bit Synchronizer (AVBS) (see Fig. 42) was
shown in [7] to generate the smal l est bit timing jitter for coherent
detection of DPSK when the bit energy to noise density ratio was be-
tween 0.1 and 10. Although it cannot be guaranteed that this is the
best method for deriving bit timi ng information for SDPSK, it can be
considered to be the method most worthy of analysis. Hence, it will
be the method analyzed in this section.

The AVBS analyzed in the literature [7,8] is that employed in
coherent detection systems . That is,. it is assumed that an nphase
reference s ig nal is ava i la b le wh i ch i s generall y generated from a
phase-locked ioop. However , when DPSK i s emp loyed i n such sys tems
as TDMA with burst type transmiss ions, it is not possible to have an
accura te inphase reference at all times due to oscillator drifts be-
tween transmissions and the initial acquisi tion time lag of the l oop.
Thus, the AVBS must be modified to generate bit timing information
withou t an i nphase reference signal. This can be performed in a man-
ner similar to differential detection , by the emp loyment of two chan-
nels, whereby in quadrature l ocal oscillato r signals are used to con-
vert the signal to baseband , as shown in Fig . 43. The response of
the system (the error voltage derived from the bit timing error) is
calculate d in Section V.B.2. The local oscillator frequency was
assume d to be a t the same frequency as the carr ier and the effec t of
bandlimiting was not considered. Anal ysis was performed for the case
of a modification of the in quadrature loca l oscillator signals also.
From the erro r vol tage versus timing error calculat ions the b it t iming
jitter for a given bit energy to noise density ratio can be determined .
Th is has been performed for CDPSK in [7] and from an analysis of the
error vol tage ve rsus ti m i ng error calculat i ons a s imi lar resul t for
SDPSK can be obtained .

2. The AVBS employing the
SDPSK s ig nal

• The performance of the AVBS will now be considered. Because
nonlinear analysis of the AVBS in the presence of noise involves con-
siderable calculation , as demonstra ted in [7], analysis will only be
performed to determine the behavior of the circuit in the absence of
noise. An estimate of the performance of the AVBS with SDPSK in the
presence of noise can then be deduced from a comparison of this AVBS
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to that for CDPSK (the performance of which wi th noise present has
been studied) in the absence of noise.

If it is assumed that the input timing offset A is essentially
constant over a large number of symbol intervals , and that the 1oop
response is very slow wi th respect to a symbol interval the AVBS may
be modeled as a continuous phase locked loop as shown in [8]. In
the absence of noise the block diagram of the system is shown in
Fig. 44. To be calculated is g(c) which is determined from the in-
put signal waveform, the local oscillator signals , and the circuitry
employed in the AVBS .

X 

~~~~ g ( )  
e 

F (p )

A INCOMING SIGNAL 811 TRANSITION TINE

~ AVBS ESTIMAT E OF A

E z A - A , BIT TIMING ERROR

9 ( E )  TRANSDUCER FROM € TO ERROR VOLTAGE

e ERROR VOLT AGE

F (p) LOOP FILTER OF FIGURE 43

K G A I N  C O N S T A N T  OF T IM IN G G E N E R A T O R

FIgure 44. Block diagram of continuous phase locked loop
model of AVBS with noise absent.
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To compute g(c) for the AVBS with conventional DPSK, referring
to Fig. 43, let

n(t) = 0 , (134)
and

Icos(tud t+c&r) , (m_l)T b+e<t<mTb+c
s(t) = , (135)

L~
05
~~

t
~ r) , mTb+c<t< (m+l)Tb+c

which corresponds to the transmission of a “U’, where ~ is the
unknown phase of the received input signal. Assuming ~~t) is zero
and c~ 

is less than 1/4 Tb ’ for the late integrators ,

fnlTb+Tb/4
ex~ 

= 
J (m_l)T b+Tb/4

S(t) sin (ud t+y)dt - (136)

Assum ing ‘~d
>>11Tb ’

3Tb \ 1
ex = ( - i— + c) - 

~ 
(- sin(csr-y))

+ + - 
~ (sin(c~-’y-)) . (137)

Therefore,

e
~ 

= - (
~

-
~ 

+ sin (~~-y )  - (138)

Similarl y, for the in quadrature circuit

= + c)cos(csr-i) . (139)

Thus, the magnitude of the vol tage produced by the l ate integrators
is given by

(e~~+e~~
)1”2 = ~~ + . (140)

For the early integrators , following the same procedure as above , the
magnitude of the voltage output is given by
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(e~~+e~~)~~
2 

= (Ib 
- ) (141 )

Therefore, the error voltage may be calcula ted as

e = 2~ . (142)

Thus , g(~ ) is 2c when a “1” is transmi tted. When a “0” i s
transm i tted, no phase transition occurs and g (c) is zero for all f c ~less than 1/4 Tb. Thus with an input signal wi th equally probable
“ l ’ s and “ U ’ s, g (€ ) is given by

g(c) = e , (143)

as shown in [8].

To compute g(~ ) for the AVBS wi th SDPSK , referrin g to Fig. 43, let

n(t) 0, (144)
and

Icos(wd t+~r) , (m_l)T b+t <t<mTb+~s( t) = -
~ (145)

1~
n(wd t

~ r) , mlb+6<t< (m+l)Tb -I- L

which correspond s to the transmission of a “1” . Assum i ng cp(t) is
zero and ~ < T~/4, and fol l owing the same procedure as in the case
of convent ional DPSK , i t is calculated that

/(3Tb \
2 (T b

Je~~+e~~~=
’ l V

~~
1 ~~~

‘\ L L  
, (146)

and

_______ 

J (Tb \
2 f3Tb \

1 2 2 s/~~4)~~~ ~ t
~ 
e +e = 2 

- (147),j X e ~e

Therefore, the error voltage is given by

= + (T b .-c)~ 
J

~~~~~b
÷ )2 + (

~~ 
~~~~~y) - (148)
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For the transmission of a “0” , the error voltage calculated is identi-
cal to that for a “1” . Therefore, for SDPSK in the AVBS , g(e) is
given by

l(J73Tb \2 (Tb \2 j(Tb \2 131b \2
g(~ ) =~~~j~~~4— + e )  +

~~~~~

— 

~) ~I~~ — + c )  
~~~~~~~~~~ c) -

(149)

This function is plotted along wi th g(c) for CDPSK in Fig. 45.
Note that the error characteristic for Eq. (149) is not only non-
linear but is less in magnitude than that for CDPSK for all ~ . Thus ,
employ ing this method of bit synchronization will result in a timing
jitter with noise present at the input significantly greater for
S~’~S~’.

One method to improve performance (i.e., increase g(E)) of the
SOPSK bit sync h ron i zer is to modulate the L.O. - signal.

Before analyzing L.O. modulation schemes , the actual theoreti-
cal limit in the error performance of the AVBS for SDPSK will be
examined . With CDPSK , timin g error generates voltage errors which
are in phdse when a “1” has been transmitted. Thus proper combina-
tion of the early-late gate outputs results in an error voltage based
on tw i ce the timi ng error for th i s case or just the timing error on
the average. For SDPSK , t iming error genera tes volta ge errors wh ich
are orthogonal. Thus, the maximum error voltage which can be gener-
ated is

(2~~2)l/2 = . (150)

Analysis has shown that if the phase of the L.O., 4(t), is ad-
vanced by 180° every Tb!2 seconds , synchronized with the bit timing
(phase transition) estimate , the resulting error voltage is given by
Eq. (150), i.e. , g(c) is given by

= , (151)

which is plotted in Fig. 45. Note that this system produces a
larger error voltage for a given timing error than the CDPSK AVBS.
As the error voltage without noise is I creased by a factor of v’7,
the effect is similar to an increase in the input siqnal Eh/N0 of
3 dB. From [7], the var iance of the normalized (c/T h= c ) bit timing
error of the AVBS w i th Eb/N0 greater than 4 (numeric) (~or CDPSK) isgiv en by
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FIgure 45. Error voltage versus timing error for the AVBS
with different L.0. signals and input waveforms .

86

-
~~~~:~~~~~~ i .  ~~~~~~~~~~~~~~~~~~~~~~~~ - — - - 5



.~~~~~~~~~ — ~~-~~~~~ -- -

2 
WL Tb

= 

8 ~~ erf (JE b/No) 

(152)

where W is the AVBS filter bandwidth. Thus the varia nce of the tim-
ing jit~er for both cases can be calculate d and the results have been
plotted in Fig. 46. The timing jitter is demonstrated in this figure
to be less for SDPSK than for CDPSK for Eh!NQ grea ter than 4, when
the filter bandwidth and data rate is held fixed .

The resul ts of this section can be combined with the BEP calcu-
la tions of Chapters II and III to obtain the actual theoretical BEP
of CDPSK and SDPSK i n the dif ferential detector wi th bit tim i ng infor-
nation generated by the AVBS. As an example of the results possible
from such an anal ysis , Fi g. 47 illustr ates the BEP versus Eb ’N0 when
the AVBS has a loop bandwidth equal to one—fourth the data rate
( l / W

L
T

b
=4 ) ,  and frequency offset is neglected .
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Fi gure 46. The theoretical normalized timing error variance
(for a given number of error samples , l!WLTb)versus the bit energy to single sided noise
density ratio for CDPSK and SDPSK employed
in the AVBS.
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in the d i ff~ r€m tial detector with bit
synchronization generated by the AVBS with
a loop bandwidth one-fourth the data rate.
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CHAPTER VI
SUMMARY AND CONCLUSIONS

The purpose of this paper has been an investigation into the
performance of SDPSK and SOD in a communication system . As a basis
of comparison , the performance of CDPSK with CDD was al so considered .

Of initial concern in developing SDPSK , was the development of
a modulation technique whereby bit synchronization could be improved
by use of a scheme for which phase transitions in the carrier were
present at every bit. A theoretical decrease in the required energy
per bit to single sided noise density ratio of three decibels for a
given synchronization accuracy was demonstrated for SDPSK as compared
to CDPSK.

In the ideal case, the BEP performance of the two modulation
techniques in the differential detector -ias shown to be identical .
However , in an actual system , SDPSK was shown to be theoretically
better for given timing error and frequency offset at the receiver
in most cases. Furthermore , the equality of BEP ’s for the trans-
mission of the bit ‘0” and “1” was also demonstrated , eliminating the
need for additional complexity in error correcting codes required with
CDPSK. Wit h bandli m iting , approximately equal BEP performance at the
receiver was implied by the results, although , again , the equality of
BEP for an “0” and a ‘.1” was de nonstrated for SDPSK. Much reduced
regeneration of sidelobes for the filtered SDPSK signal when hard—
limited was shown to be present. Hardware implementation of SDPSK
has been shown to be fairly simp le.

Thus SDPSK ha~ been demonstrated to be a viable modulation tech-
nique, whose implementation in communication systems where an accurate
phase reference dt the receiver is not practical and where receiver
synchronization is of great importance can si gnificantly improve per-
formance wh i le reduc ing  in  part  some of the less desirable characte r-
istics of CDPSK . From this thesis, the actual employment of SDPS~wi th SOD in a cornunication system can be considered to be the next
logical step.
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