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Abstract

A previously designed extended XKalman filter, based upon the
proportional guidance law, aercdynamic drag equation, and a first order
lag model of the missile time response; is modified for three dimensional
use., Its purpose is to estimate various states of an offensive missile
by processing the line of sight measurements made by the target aircraft.
A six-degrece-of-freedom, stochastic missile model is developed and
presented in Fortran code. Monte Carlo analyses of the filter's per-
formance are generated fer four different trajectories. These
trajectories test for different orientations of the line of sight,
different acceleration profiles of the missile, and different amounts
of roll induced upon the missile by a three dimensional, conic turn.

The extended Kalman filter is designed in the line of sight frame
and is composed of eleven states. They are: two line of sight orien-
tation angles, two inertial angular velocities of the line of sight,
range, closing velocity, two lateral accelerations of the missile, and
three constant parameters. The constant parameters are the propor-
tional navigation constant (which exploits an assumed missile guidance
scheme), a time constant (for the first order lag model of missile
time response), and the missile's mass over surface ratio (for computing
acrodynamic drag of the missile). The filter assumes that the missile
is non-rolling with respect to the line of sight frume, and that the

line of sight frame is non-rolling with respect to the inertial frame.

It also assumes that the missile is non-thrusting.




Preliminary results are promising. The filter is only tuned for
one trajectory due to time limitations, yet its estimation of the
pointing-tracking states provide good aiding for all trajectories.
Parameter estimates and missile acceleration estimates for the other
trajectories are degraded due to improper tuning of the two parameters.
However, it is felt that additional tuning of those parameters will
increase the filter's accuracy for the other trajectories. Plots of
the Monte Carlo results are provided, as well as the Fortran computer

program used in the simulation.




A PRACTICAL THREE DIMENSIONAL, 11

STATE EXTENDED KALMAN FILTER FOR
USE IN A FIRE CONTROL SYSTEM

AGAINST NON-THRUSTING MISSILES

I. Purpose of Thesis

Introduction

In tomorrow's wartime environment, offensive missiles will play a
leading role. Future airc}aft must either neutralize the missile
threat or avoid it altogether. Current research is focused primarily
on ncutralization methods involving, among other things, laser
weapons. However, certain information must be available before a
laser can be used to ncutralize a missile.

The most obvious requirement is information about the missile's
velocity and position. Accuracies required by a laser weapon are
generally beyond the rcach of most pointing-tracking systems. Aided
pointing and tracking systems - those systems which use a stochastic
kinematics model of the object being tracked to predict future position
and velocily - have met with varying degrees of success (Refs 1,4,5,9).
Generally, research has shown that the more accurate the stochastic
model, the more accurate the pointing and tracking. Yet, the model
must be simple enough to be practical. By limiting the variety of
tracked objects to an attacking missile - particularly a non-thrusting

missile guided by proportional navigation - Cusumano and DePonte

=




demonstrated the feasibility of a planar (two dimensional) eight state

extended Kalman filter based upon a first order lag modecl of the
missile's lateral acceleration response. This filter model, when
compared to filters incorporating less structural acceleration models
(such as first order Gauss-Markov models), increases the accuracy of
two dimensional pointing and tracking against a wide variety of pro-
portional navigation missiles. But other requirements must be
fulfilled as well.

A not-so-obvious requirement is threat evaluation. Obviously, if
a missile is not, or will not, be a threat, no action against it is
required. In a multiple missile environment, knowledge of each
missile's threat may mean ﬁhe difference between life and death. Not
only is it necessary to neutralize the most threatening missile; it
is also necessary to quit neutralizing as soon as the missile loses
track and to move on to the next threat. In this way, the aircraft's
defensive capability is greatly increased.

It appears, however, that laser weapons will require a rather
large airframe. Therefore, fighter aircraft will still need to
practice avoidance techniques. Current avoidance techniques rely on
intelligence reports to help plan a low threat route. When something
goes awry and the aircraft is attacked, it attempts to 'lose'" the
missile through the use of special maneuvers. 1In fact, '"wild weasels'
purposely engaged surface-to-air missiles during the Vietnam war to
discover launch sites. These special mission aicrcraft successfully
outmancuvered the missile and destroyed the launch site.

However, these techniques rely on humans to maneuver the aircraft.

Studies show humans are limited in the number of tasks that can be




handled at one time as well as the speed of accomplishment (Ref 15:17-39).
In future wars, low threat routes may not be available. In addition, a
multiple missile threat will probably be too fast-paced and complex for
humans to handle. Therefore, some machine must be used to extend the
human capabilities.

One such machine could be a computerized autopilot that emplcys a
stochastic missile model. This type of autopilot could obtain estimates
of missile lateral accelerations and dynamic response characteristics.
With this knowledge, special algorithms would choose the best maneuver
that would cause the missile to attempt to exceed its performance
limitations. Thus, the missile is avoided. Missile threats could be
handled one at a time or, ;ltimatcly, all at once. But this method is
definitely beyond the scope of this thesis. Rather, the objective of
this thesis is to take one more step towards a stochastic model capable
of being used in a system for threat neutralization and threat avoi-

dance.

Statement of the Problem

The research of Cusumano and DePonte demonstrates that a reduced
order model for the missile's lateral acceleration response (specific—
ally, a first order lag), can be used in an extended Kalman filter as
an effective aid to pointing and tracking (Ref 1). MHowever, the
extended Kalman filter, and the model upon which it is based, is
planar (two dimensional)*. 1In addition, the filter's performance is

proven for only two, missile-target trajectories. Therefore, this

Note: Throughout this thesis, the term '"dimensional" will refer to the
physical system, i.e. two dimensional is planar, three dimen-
sional is the physical world. The size of a filter will be
referred to as '"states', such as "eight states'" and "11 states'.




thesis will build two extended Kalman filters appropriate to a realistic
three dimensional environment and test them under a variety of trajec-
tories.

Two ways to build a filter are preoposed. The first way projects
three dimensional line of sight (the vector that points from the
missile to the target) motion into two, orthogonal, vertical planes.

A two dimensional, eight state extended Kalman filter is used in each
plane to obtain state estimates of the two projections. These two sets
of state estimates are then used to obtain three dimensional estimates
of the line of sight motion, thus aiding the three dimensional pointing
and tracking problem. But this filter is limited to the performance
demonstrated by Cusumano agd DePonte. Approximations necessary for
three dimensional application will most probably reduce the filter's
accuracy unacceptably. The second way builds an extended Kalman filter
based upon a three dimensional missile model and is potentially more
accurate.

The three dimensional missile model will '"split" the missile into

two orthogonal planes. A first order lag model of missile response
will be used for cach missile plane. The two missile responsc models
will be coupled to the three dimensional measurements available from a
pointing-tracking system. It is conceivable that a different choice of
state space and/or the processing of additional information available
from sensors within the target aircraft could imprcve filter performance
beyond the capability demonstrated by Cusumano and DePonte. Therefore,
these factors will be investigated.

Since the second approach shows greater promise than the first,

the following objcctives are established:




1. The three dimensional application of 2, eight-state fil-

ters will be investigated, primarily as a learning tool
for gaining the physical insights into a missile-target
encounter which are required to accomplish the second
objective. No attempt will be made to produce a proven,
workable filter since this approach is not fruitful in
generating a filter with acceptable performance.

2. A three dimensional missile model will be designed and
incorporated into an extended Kalman filter. This model
will be an extension of the work accomplished by
Cusumano and‘DePonte. The filter will be tested against
a representative variety of trajectories. Recommenda-
tions will be made to direct future research.

In both the above objectives, the results obtained by Cusumano and
DePonte (Ref 1,2) will be used as a baseline for comparison. Time
constraints imposed upon this thesis will have a major impact upon the

accomplishment of these objectives.

Monte Carlo Analysis

Both objectives require tests to be performed on extended Kalman
filters. The evaluation of an extended Kalman filter requires the use
of a Monte Carlo analysis. A complete description of a Monte Carlo
analysis is contained in Reference 7.

In a Monte Carlo analysis, the filter's estimates of the states
are comparcd to the true values of those states (which are computed
by a "truth model') during one missile-target engagement. To produce

one test, the engagement is repeated several times with different




samples of simulated noises. The comparisons from each engagement are

statistically averaged to demonstrate the filter's performance. The
more engagements that are averaged, the closer the test results
demonstrate the true statistical performance of the filter. However,
each engagement, or run, adds to the cost of a Monte Carlo analysis.
Therefore, an appropriate number of runs, p, must be chosen.

To demonstrate the validity of the choice for p, a variance con-
version chart is constructed (see Figure 1). The variance observed
for one particular data point as the number of runs, p, is increased
is plotted. As p increases, the computed sample variance converges
to the true variance value. However, not all data points converge at
the same rate. Since it is.po;sible that this data point will converge
quickly, thus falsely indicating convergence for all data points after
only a few runs, four data points are analyzed. The variance of the
slowest converpging data point-%g used to determine an appropriate p.
The tests performed in this thesis show excellent variance conversion

for p equal to twenty. The Monte Carlo results, which are contained

in the appendices, have variance conversion charts for each test.
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I1. System Truth Models

Introduction

The truth model which is required in a Monte Carlo analysis is an
accurate mathematical representation of the real world. It is used to
test and finec tune the performance of the extended Kalman filter by
providing true values of the states which the filter is estimating.
Thus, errors in the filter's state estimates can be evaluated statis-
tically. Any errors or invalid assumptions in the truth model will
corrupt the "true values" ;nd degrade the effectiveness of filter
verification. Therefore, it is essential for the truth model to
portray the real world phenomena as accurately as possible.

The truth model used in this Monte Carlo analysis is composed of
two component system models - one for the missile and one for the
target. Previous theses are used extensively for the numerical
details of each system model (Ref 1,5). However, the modeling
approach for the missile is significantly altered to insure an
accurate, three-dimensional representation. The target truth model

requires only minor modification.

Missile Model

Models for guided missiles can be partitioned into three blocks:
the seeker block, the puidance block, and the autopilot/dynamics block.
The sceker block measures the target's relative position and/or

dynamics. The guidance block uses these measurements to determine

IR




missile acceleration commands (or actuator commands) that will cause
target intercept. The autopilot/dynamics block transforms the acceler-
ation commands into 1ifting forces, which produce lateral accelerations.
Time lags, errors in design assumptions, and environmental disturbances
can cause errors in target intercept.

This missile truth model uses a vector approach, representing
necessary information as inertially coordinatized vectors, uncoordina-
tized vectors, and scalars. An inertially coordinatized vector, which
is a set of threc component values, is represented as a capital letter
with an underline (R). Underlined small letters (r) represent
coordinatized unit vectors. The uncoordinatized vector, which is a
single value, is representéd as a capital letter without underline (R).
An uncoordinatized vector is simply a magnitude (length) of a vector
with sign (direction) information. Thus, R=5 points in the opposite
direction of R=-5. However, R is not defined in relation to inertial
space. A scalar is represented as a small letter without an under-
line (k).

Three reference frames are used in the missile model: the inertial
frame (i), the missile body frame (b), and the missile seeker frame
(s). The origin of the inertial frame is located at the target's
position at the start of the engagement and remains inertially fixed
(see Figure 2). The missile's initial position is in the (i,, i,)
plane (the plane formed by the two axes i, and i,). The axes i, and i,
are horizontal, and i, is vertical (up). The axis i, points away from
the missile, as in the figure. The inertial angular velocity of the

earth is assumed to be negligible during the short period of engagement.

.
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Therefore, the (i,, i,) planc is always horizontal. Gravity is assumed

to be in the -i, direction with constant magnitude.

The origin of the missile body (b) frame is the missile's center
of mass (see Figure 3). The missile centerline is the b, axis. However,
unlike conventional body frames, the b, axis points out of the top of
the missile (negative conventional yaw axis) and the b, axis points out
of the missile's right side (positive conventional pitch axis). This
unconventional body frame allows easier modification of previously
developed computer software (Ref 1).

To simplify the missile model, the secker's inertial angular velo-
city is assumed to be independent of the missile's inertial angular
velocity (inertially stabli;cd seeker). Moreover, the distance between
the missile's center of mass and the secker is assumed to be negligible
relative to other distances in the problem, such as range. Therefore,
the origin of the seeker (s) frame is assumed to be the missile's
center of mass. Located at this origin is the secker pivot point
(see Figure 4). The secker's centerline is the s, axis. The s, axis
is constrained to the (b,,by) plane. The s, axis finishes the right-
hand orthogonal s frame. Thus, the three coordinate frames are

defined.

Seeker Block

The missile seeker contains a sensor (much like the human eye
looking through a rifle scope) that develops an output if the target is
not centered in its field of view. This output is fed back into a
driving mechanism or driver (the arms holding the rifle), which moves

the sensor to center the target. When the target is centered, the

ensor output is zero.
s r output is zer

11
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Fig, 4.

Secker Frame



The sensor's field of view can bc¢ represented as a circular disc

parallel to the (s,, s,) plane. Its center is located an arbitrary

distance from the secker pivot point (see Figure 5). The crosshairs

of the sensor are in the s, and s, directions, respectively. The :

drivers are located at the secker pivot point and produce inertial
angular motion of the seeker. One driver produces inertial rotation in
the s, direction only; the other driver produces inertial rotation only in
the s, direction. The pivot point is physically constructed such that

s. remains in the (b

. b,, b,) plane. 1In this way, the pitch and yaw axes

of the seeker remain properly oriented to the pitch and yaw axes of
the missile, allowing seeker outputs to be directly coupled to the
guidance block.

Most two dimensional seekers can be modeled as two independent
first order lag networks - one for each direction (Ref 11:32). The
inertial angular rate of the sensed line of sight vector is the
network's input; the angle 0, between the sensed line of sight vector,
To0s® and the seeker centerline, Sys is the network's oulput. Seeker
block outputs, however, are often the inertial angular rates of the
seeker - the feedback portion of the first order lags. (The sensed
line of sight vector points from the missile to the apparent position
of the target.) Since 0 must be small for most sensors to lock on to
the target, it can be treated as a vector and broken into components
corresponding to each lag circuit (see Figure 6). (If large angles
are admissable, order of rotation becomes important, making this type
of sensor nonlinear.) A linear sensor will produce two voltage

outputs, each proportional to the respective error angle component.

These voltages are amplified into currents and fed into the drivers.




A

Fig. 5. Seeker Field of View
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A constant current coupled to a linear driver on a frictionless pivot
produces a constant angular rate of the seeker (Ref 3). It is assumed
that this ideal seeker model adequately represents seeker performance.

To mechanize the seeker models, the error angle component vectors,
0, and 0, (which are the component vectors of ©) must be modeled. These
angular components can be defined in terms of 0; and the unit vector
that points from the intersection of the secker centerline and the
sensor field of view, to the intersection of the sensed line of sight
and the sensor field of view (see Figures 5 and €6). The

Ts1os

equations that describe this relationship are:
-0, =0(s; + k) (1)

0, = o(s, * k) (2)

where ka = the unit vector that points in the direction of the sensor

error. The unit vector ka can be approximated as:

in

fgroy . =4

Ly Sy (3)

Note: Equations (1), (2), and (3) reqguire © to be small enough to be
treated as a vector.
The error angle, 0, is defined through the dot product formula

to be:

1

0 = cos™' (s, ° BSLOS) (4)

where the valid region of 0 is 0 < 6 <

Note that the definitions of 0 and Eq determine the directions of 0,




and 0, in equations (1) and (2). Positive 0, is a rotation about the

-s, axis, and positive 9, is a rotation about the s, axis. This
convention allows equations from both missile planes (equations (1)
and (2)) to be identical - a practice that will also be used in the
dynamics block. When these components are used in the first order lag

seeker model., the set of equations becomes:

0, i
W 5 (5)
S
T
2
— =
W, 1 (6)
S + =
T,

where W,, W, = s,, s, components of the inertial angular velocity of
Tq g (rad/sec)
0,5 04 = =S,, S, components of the error angle, © (rad)

s = Laplace transform s

seceker time constant (sec)

L
Different seeker time constants could be specified to model a seeker
with different dynamic characteristics about its two pivot axes.

The outputls of the seecker block, Esz and W,,» are the feedback
portions of the two first order lag models (see Figure 7). They are
also two of the three seeker frame components of the seeker frame
inertial angular velocity. The third seecker frame cemponent, Es;’ is
in the s, direction. The vector addition of ESI and Esz must be in

the b, direction to maintain the constraints imposed by the seeker

frame's definition, i.e. the constraint on s, to lie in the (b,, b,)

plane. From geometry (see Figure 8)
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W =W
S1 S

o +0, (7)

2

where 0, = the angle between s, and b, (rad)

W
S1

n

inertial angular velocity of secker along s, axis (rad/secc)

W
S2

inertial angular velocity of secker along s, axis (rad/sec)

The seeker frame inertial angular velocity (in inertial coordinates) is

W =W +W +W (8)
- =51 -2 -S3
and w
SX
W = (9)
-s sy
w
SZ

where By = secker frame inertial angular velocity in i, direction

(rad/sec)

By = secker frame inertial angular velocity in i, direction
(rad/sec)

we, = seceker frame inertial angular velocity in i, direction
(rad/secc)

Es will be used to determine the orientation of the seeker frame.
The orientation of the seeker frame in terms of the inertial frame

is defined to be:

T
8, = C; [0 0] (10)
s, =C; [01 01" (11)
s, =C; [00 17 (12)

s : . ; : ;
where ¢ = direction cosine matrix from i to s frame.
i
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The dynamics of the direction cosine matrix are specified by (Refl 16:23)

S 8 Ak
pCj = Li W (13}
where p = first derivative with respect to time
0 -w w
82 8y
s B 0 -w
kS SZ SX
-0 w 0
sy  sX

By integrating equation (13), the orientation of the seceker frame is
specified. Thus, the dynamics of the secker block, from the sensed
line of sight to the seeker block outputs, ESZ and Ess, are specified.
To complete the description of the seeker block, the sensed line of

sight, must be specified.

Isros?

The sensed line of sight, is derived in the simulation

Zs108°

from the true linec of sight, s* which is the unit vector that points

Zro
from the missile position to the true target pesition. The true line
of sight is bent and distorted, much like the image of a fish in
water is displaced and distorted by water ripples and angle of sight.
The missile's nose cone produces aberration error, similar to errors
caused by the refraction of light. Glint, thermal, and scintillation
noises (Ref 5:27-30) further corrupt the image position, like ripples
in the water. To account for these effects, the true line of sight,
Tios’ is rotated by an aberration error angle and two noise angles.

One simple model for the aberration error angle (which assumes

a symmetrical nose cone) is (Ref 5:11-13)
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=k ¢ (14)

where kr = proportionality constant

2

the angle from missile centerline to the true line of sight.

The angle ¢ is fourd from the dot product formula to be:

) (15)

= -lb -
¢ = cos™'(b, Y105

The direction of rotation of ¢ is the direction of b, x r .. Thus,

LOS
the coordinatized vector, L4 is defined. The true line of sight, T os?
is rotated through the angle EA to produce the intermediate line of

sight vector, T8’ which must be further rotated by two noise angles

to produce r (See Appendix A for planar rotations of vectors.)

SLOS®
Lutter found that noise which corrupts the line of sight's
direction can be modeled as a combination of exponentially correlated
Gaussian noise added to a Gaussian white noise (Ref 5:30). From the

assumption of symmetry, two orthogonal noise angles with identical
statistics can be used to account for three dimensional line of sight
noises. The statistics used for the two noise angles, gnland b s ®
are obtained from previous research and are presented in Table T

(Ref 5:30-31). Although noise angles are small, the computer software
developed in Appendix A is easier to apply if order of rotation is
modeled. Therefore, the directions of Enl and gnz are modeled
orthogonal to the vector each corrupts and to each other. The direction

of s is chosen to be the direction of b, x The intermediate

Z1Los”

line of sight, is rotated through the angle . M This new

L1105’
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TABLE 1

Sigmas and Time Constants
for Line of Sight Noise

NOISE ANGLE SIGMA TIME CONTROL
: .003 rad ——
i .000894 rad 0.1 sec
® .003 rad —_—
ne .000894 rad 0.1 sec

direction of (r.” ), is crossed into 2n1 to define the direction

Lnos* ‘Snros

of gnz' The vector is rotated through the angle . W to produce

Z1r0s
the sensed line of sight, Ter0S* i

The secker block of the missile has been fully modeled, from the

corruption of the true line of sight to the seeker outputs, . and W,
=82 -

The orientation of the secker frame is specified for all time. The
seeker outputs are passed directly to the guidance block, which

produces commanded accelerations.

Guidance Block

Ideally, if the seeker has no inertial angular velocity
(qu = Ess = 0) for all time, the missile will hit the target. Another

way of stating this is that the inertial angular orientation of the

remains unchanged. If, however, r has an

; A
true line of sight, rLos

Zros’
inertial angular velocity, the missile is not on a collision course
with the target. The guidance block's purpose is to generate a set
of control commands that will drive the missile to the target.

Various complexities of guidance laws exist, but the most common

and casiest to use is proportional navigation. Although this guidance
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law is not optimal for most engapements, other developed guidance

schemes are too complex for on-line implementation, or approximate
proportional navigation in some form (Ref 11,12). In an ideal model,
the proportional navigation rule commands a missile acceleration* pro-
portional to the closing velocity times the inertial angular velocity
of the true line of sight. The threc dimensional scalar equations

expressed in vector notation are: (Ref 11:13)

A, =0l x V) (16)
where LA inertial angular velocity of TLos (rad/sec)
¥o = closing velocity of the missile (ft/sec)

n = proportional navigation constant

"

missile acceleration required to null angular motion of
the line of sight vector (ft/sec?)
The proportionality constant, n, is chosen by the missile designer and
typically ranges between three and five (Ref 11:18). The closing
velocity, Voo is the line of sight velocity of the missile relative
to the target. 1In practice, the closing velocity is either derived
from the seeker or its magnitude is estimated berore launch and set
as a constant. The missile in this study uses a noise corrupted
measurement of the clesing velocity.

The guidance block does not have the angular velocily of the
true line of sight at its disposal. Instead, a noise corrupted

measurement of ¥ is available. Therefore, a first order lag

* Lateral acceleration is equal to the 1ift generated by the missile

flight control surfaces divided by the missile mass.

2%
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pre-filter is used to smooth out the measurements. TIn addition, the

acceleration required by this rule must be perpendicular to the line
of sight. Yet the missile produces accelerations through lifting
forces perpendicular to the missile centerline. Since the missile
centerline does not usually coincide with the line of sight, the

missile produced acceleration is not colinear with the required

acceleration. A correction factor must be used to modify the produced

acceleration. In this way, the component of missile lateral accelera-

tion that is perpendicular to the line of sight will equal the

acceleration required by the proportional navigation law. (Ref 11:13-14).

The correction factor, although different for different trajectories,
is relatively constant thrgughout one trajectory. Therefore, many
missile designs incorporate the correction into n by increasing its
value. Proportional navigation laws using this type of correction
have n ranging from 3 to 10 (Ref 13:7). If a larger range for n is

used as compensation, then the two guidance equations that describe

the guidance block outputs (which assume a symmetrical guidance block)

are:

N
nlssvc

A = — (17)

c2  sT,+1

-nW VvV
52 &

A = — (13)

c3 St, + 1

where Acz = commanded acceleration along EZ axis (ft/sec?)
A . = commanded acceleration along b, axis (ft/sec?)

n = proportional navigation constant

s = laplace transform "s"




T TR A+ N 3 s ot e A e

T, = prefilter time constant (sec)
Equations (17) and (18) are used in the missile truth model to describe

the missile guidance block.

Autopilot/Dynamics Block

Commanded accelerations, AC and Ac , are processed by the auto-
e S
pilot and airframe dynamics to develop corresponding actual lateral
In actual missiles, these produced acceler-

accelerations A and AL

L2 &
ations are not equal to the commanded accelerations due to time lags,
design errors, and environmental disturbances. The autopilot's purpose
is to manipulate the missile's flight control surfaces such that the
produced accelerations equal the commanded accelerations as quickly and
as accurately as possible. The missile in this study uses an adaptive
autopilot (one that produces uniform response over varying flight
conditions) to accomplish this goal.

To develop the equations of motion for a missile, certain assump-
tions must be made about the missile's airframe. First of all, the
missile is assumed to have no inertial angular velocity along its
roll axis. This assumption simplifies the set of dynamics equaticens
for missile motion. Second, the airframe is assumed to be shaped like
a cruciform (see Figure 9), which decouples airframe dynamics into two
identical sets of equations - one set for the missile's pilch axis
and one set for the missile's yaw axis. Since most missile boosters

have a powerful, but short, burn time, a constant mass, non-thrusting

missile is the third assumption. Finally, small angle approximations

arc assumed to be valid for angle of attack.




-

Fig. 9. Symmetrical Cruciform Missile




Under these assumptions, the four equations which describe the

dynamics of the missile pitch plane are (Ref 1:35; 6:14; 5:20-21; 10:

Chap. 8 pa3is

Ao (t) = =V {As () - Q;(t)} (19)
Q;(t) = qua(t) +m Ay (L) + mﬁA,(t) (20)
Ag(t) = Qy(t) - 1, A,(E) - ]6 Ailt) (21}
Bg(t) = =2 By(t) + A Uy(t) (22)
where ALO = missile produced acceleration in the b, direction
(ft/sec?)
LA missile velocity assumed to be in the b, direction

(ft/sec)
A;(t) = missile angle of attack, rotation in the b, direction,
(rad)
Q,(t) = missile pitch rate in the b, direction (rad/sec)
A;(t) = control surface deflection, rotation in the b; direction
(rad)
U,(t) = control command, rotation in the b, direction (rad)
-1 = actuator response pole (sec™')
mq,ma,mé,
1a’]6 = missile stability derivatives (sec™')
1f Q,(t), A,(t), A,(t), and U,(t) are defined along the -b, axis, vector

relationships for the yaw plane are identical to the pitch plane. The

four equaticns for the missile yaw plane are

A= —Vm(Az(t) - Q, (1)} (23)




Q2() = m Qa(1) + m Az(1) + mg 82(0) (24)

§
Rp(t) = Qa(8) = 1 Ap(t) = 1, B,(t) (25)
Bp(t) = =2 8,(t) + A U,(t) (26)
where AI3 = missile produced acceleration in the b, direction
(£t/seec }

Q,(t) = missile yaw rate in the -b, direction (rad/sec)

A,(t) = missile angle of attack, rotation in the -b, direction
(rad)

8,(t) = control surface deflection, rotation in the -b, direction
(rad)

U, (1)

control surface command, rotation in the -b, direction
(rad)
The control commands, U,(t) and U,(t), are modeled as a function of

commanded accelerations, pitch rate, and produced accelerations:

Uy () = Ko A (£) = H, A (t) = h, Q,(t) (27)

Up(t) = Ko A (L) = H, A

5 (t)y - hy Q,(t) (28)

L3

where K6 autopilot gain in b, direction, yet to be defined (sec?/ft)

H,

autopilot gain in b, direction, yet to be defined (sec?/ft)
h, = scalar adaptive autopilot gain, yet to be defined (sec)

By taking the derivative of equation (23), substituting in equations

(24) and (25), and performing some algcbraic manipulation, equations

(19), (20), (21), (22), and (27) can be formed into:
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Apo(t) =1 v A R LU Apa(t)
QL CEN = (mQ/Vm la) mq (mq—(malé/la)) Q,(t)] +
AL (1) S, 2 —h ) = (1)
K >‘Vm]6 c2
0 (29)
)\K5

Similarly, equations (23), (24), (25), (26), and (28) can be formed

into:

= 7 1 y bl 7 ! (
A (E) f (1a+u2xvm16) (\mlOl nlx\mlé) (A\m]G) ALs\t)]

L3
62(t) = (ma/vmla) . (mq—(malé/la)) Q. (e *
A, (1) -H, 2 “h e J b, (1)
Kéwml6 A,
0 (30)
MK

In an adaptive autopilot, the autopilot gains are varied to
maintain a specific missile response. If actuator dynamics are much
quicker than airframe dynamics, actuator dynamics can be neglected.
The adaptive controller is designed so that the missile response is

essentially second order of the form:

2

A - “n (31)
A A T s? +2z ws + uw'’ )
c2 c3 n n




where w = natural frequency (rad/sec)

t = damping ratio
To obtain the second order response, h,, H,, and KG must equal
(Ref 5:26-27)

m

m
~1 m = Ti I + w; + (2§wn +m ) Tg +m
il % e Y (32)
by =
"
e U 2 27 4 I 4
mem 15 lu + ol 4+ (mq + C“n)(lﬁma m610)
1m (1l -2zw -m ) +m | (2zw 8= 1 )=w?=-m
H, = § a «a . n q § o n 8 n a (33)
8 P 5 ) K
leé mgfm, - ]5 ]a + oWl (mq + “Lwn‘(lému - méla)
m +-1 m
3 o a 6
o Tl B = e T | i i
m a § )

The stability derivatives are determined by a cubic fit to actual
missile data provided by the Air Force Avionics Laboratory. A specific
second order response is obtained when 0 and ¢ are specified. For
this study, o, = 7407 radians per second, and g = .707: realistic
values that result in minimum settling time (Ref 10:3).

The inertial angular velocity of the missile, Wy is equal to the
sum of the pitch and yaw inertial angular velocities, since roll is

assumed to be zero:

Wy = 0+ Q (35)
“bx

Kb = wby (36)
“bz
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where Wy = missile inertial angular velocity in the i, direction

wby = missile inertial angular velocily in the i, direction

O missile inertial angular velocity in the i, direction

The orientation of the missile body frame in terms of the inertial

frame is defined to be:

b, = c?[1 001" (37)
b, = c?[o 1 0]T (38)
b, = c?[o 0 1) (39)

b . . ’ ! p .
where (‘i is the direcction cosine matrix from i to b frame.

Similar to equation (13), the dynamics of the direction cosine matrix

are:
b b ik
pC; = -C. W.p (40)
where p = first derivative with respect to time

B bz wby
wik i i
ib "%z 0 ““bx
mb wbx 0

Integration of equation (40) specifies the orientation of the b frame.
The linear acceleration of the missile is made up of three components:

1. A, - the produced acceleration in the b, direction (ft/sec?)

2. Mg - the produced acceleration in the b, direction (ft/scc?)

3 Ay - the acceleration due to drag opposite the velocity's

direction (ft/sec?)
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The first two accelerations have been specified. The third must still

be defined.
The acceleration due to drag is dependent upon the iagnitude of
missile velocity as well as the magnitude of produced lateral accelera-

tions (Ref 1:38-39)

72
vz (41)

where p = air density (slug/ft?)
(m/s) = missile mass to reference area ratio (slug/ft?)

b))

cocfficient of drag.

The coefficient of drag is approximated by

% 2A

MACH | I

CD = 2( = ) + ” 7 (m/s) (42)
m na m

where MACU

il

speed of sound (ft/sec)

C
na

&

stability derivative

1

I

total produced acceleration (ft/sec?)
This toté]ly specifies the linear acceleration of the missile.

The linear acceleration of the missile is integrated to provide
linear velocity and position information. Along with the orientation
of the missile's body frame and sccker frame, the missile is totally

modelled.

Target Modcl

The target model is composed of two parts - the tracker and the

target's kinematics. The tracker provides line of sight measurements

every 0.02 seconds, as required by cach extended Kalman filter. The




target's kinematics produces various mancuvers which in turn evoke a

range of missile responses, which tests the filter's ability to provide
accurate state estimates under different scenarios.

The tracker part of the target model resembles a typical radar
used by fighter aircraft. It has the capability of measuring line of
sight orientation as a function of two angles. The four other avail-
able measurements are: line of sight inertial angular velocity in
two components, missile range, and range rate. FEach measurement is
simulated by corrupting the truth model's true value of these quantitics
with an appropriate sirength random noise. It is assumed that measure-
ment noises can be adcquatgly modeled by a first order Gauss-Markov
process combined with a constant strength white Gaussian noise
(Ref 5:27-31). It is also assumed that the tracker part is symmetrical,
resulting in identical noise statistics for both angle measurements,
and identical noise statisties for both angular velocity mecasurements.
The noise statistics are obtained from Lutter, the Air Force Avionics
Laboratory, and Northrop; and are presented in Table II (Ref 5:3).

The target's kinematics part of the target model is a simple set
of equations for linear acceleration. Since each extended Kalman
filter will consider only the inertial motion of the missile, realistic
modeling of target kinematics is not crucial. What is necessary is
a set of realistic missile responses that will test each extended
Kalman filter over a wide range of scenarios.

The linear acceleration cquations are:

= -K, w’ cos G 3
éTl K, wy COS thl (43)

- 2 :
ATZ = =K, O3 sin thi (44)




TABLE 11

Sigmas and Time Constants for Measurement Noise
Mecasure Sigma Time Constant
RANGE
Uncorrelated 11.7 £E - - -
Correlated 16.9 ft 0.5 sec
]
3
!
RANGE RATE
Uncorreclated 7.0 ft/sec - = =
Corrclated 4,242 ft/sec 1.0 sec '
LINE OF SIGHT
Angular Velocity
(Both components)
Uncorreclated | 0.001745 rad/sec - - -
Correlated 0.0008726 rad/sec 10.0 sec
LINE OF SIGHT
Angular Orientation
(Both angles)
Uncorrelated 0.00126 rad - - -
Correlated 0.00168 rad 0.5 sec
= - 2 si s g 5
ATS K oo s1n(mTt1 76) (45)

where K,, K,, K¢ = linear constants in the i,, i,, and i, directions

respectively (ft)

w., = scalar constant for angular rate (rad/sec)

- A . = target linear accelerations in the i,, i,, and i,

directions respectively (ft/sec?)

t. = time (sec)




The phase term, (.76), of equation (45) insures that the target's motion
is not planar. Appropriate integration of equations (43) through (45)

produces target velocity and position. 1Initial velocity conditions are:

Yr = Ko (48}
!TZ = -}53 + 5,‘ (.\)T (47)
!TS = Ks + K¢ 0, sin (.76) (48)

where K,, K,, X,

linear velocity constants along the i,, i,, and i,
directions respecctively (ft/sec)

\ V

i

]

VTl’ target linear velocities along the i,, i,, and i, !
directions respectively (ft/sec)
The initial target position is the origin of the i frame. A set of
constants, K, through K, as well as an O determine a specific target
trajectory and are referrcd to as a K set. Four trajectories are
available to test each extended Kalman filter. The K set parameters
are listed in Table III. Trajectories are shown in two dimensionsg in
Figures 10-A through 10-D.

Before the trajectories are numerically compared a key concept
must be presented. The missile model developed in this chapter is a
full six degree of freedom model. It accurately portrays the roll that
is induced by conservation of momentum when a missile performs a turn.
To demonstrate this effect, suppose that a missile turns with respect
to the inertial frame as shown in Figure 11. Since the missile is
flying in free space, the b frame (missile) is not constrained to any
orientation with respect to the i frame, i.e., the vertical tail fin

is not constrained to remain vertical as the missile turns. If the

(o)
b |

!
.
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TABLE 111

K Set Parameters

K Set 1 K Set 2 K Set 3 K Set 4
K, 100 0 850 500
£, -2000 0 200 2864.51
K, 200 700 100 800
K, 1000 500 200 0
K, 0 750 250 0
K 0 -900 -590 0
w 0.4 0.4 0.6 0.4

angular velocity vector of the turn, T, is broken into its b frame
components, T, and T, then T, is along the b, axis, and T, is in the
(b,, i,) plane (sce Figure 12). T, causes the b frame to rotate with
respect to inertial space, i.e. themissile rolls. Thus, T, appears

to rotate around the missile to an observer on the missile (theorem of
Coriolis), yet always lies in the (b,, i,) plane. This vector, Ty,

is generated by the missile when the pitch and yaw inertial angular
velocities of the missile are appropriately periodic and out of phase.
Thus, what dynamically appears to be a rotating angular velocity vector
to the missile is an inertial turn as depicted in Figure 11. Because
of the conservation of momentum, the missile rolls as it turns

(Ref 14:113-118). These effects are modelled in the truth model to

insure that this roll, which is not modeled by the filters, does not

produce adverse state estimation errors.
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Fig., 11. A Missile's Turn
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Fig. 12. B Frame Components of Turn
For an Arbitrary Time Instant
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The amount of induced missile roll is one of several factors that
distinguish each K set. Other factors include missile lateral acceler-—
ation, missile lateral acceleration rate, and line of sight movement.
The line of sight movement is defined to be that angle which the line

of sight vector, r , makes with the (i,, i,) plane. (This definition

LOS
is chosen since the line of sight is contained by the (i;, i,) plane

at the start of each trajectory.) This angle, along with the missile
roll, gives somc measure as to how close the scenario resembles a
scenario confined to a single plane. The four trajectories are compared
in Table IV.

No other trajectories are used for testing. It is understood that
these four trajectories do not test for all possible factors that may
affect the extended Kalman filters, such as a vertical line of sight.

K set four approaches a vertical line of sight to within .04 radians.

In Cusumano and DePonte's filter (Chapter III), a vertical line of
sight produces an undefined equation if a change of states (me to me)
and state equations is not accomplished. The filter accomplishes this
change automatically. In the 11 state filter (Chapter IV), the
restriction placed on the 1, axis (1, must lie in the (i,, i;) plane)
does not uniquely define the 1 frame when the line of sight is vertical.
However, it is felt that they cover enough factors to provide insights

to filter performance. The computer program that implements both

truth models is Subroutine Traj in Appendix D.




TABLE IV

Missile Response Comparisons of Trajectories

[§%]
=
w
(¢}

et
w
=
w
(0]

o+
S

K Set 1 K Set

Maximum Maenitude
Pitch Acceleration 610 270 720 770
(ft/sec?)

Maximum Magnitude

Yaw Acceleration 110 384 420 100
(ft/sec?)
Maximum Pitch
Acceleration Rate 450 310 840 580
(ft/sec?/sec)

Maximum Yaw
Acceleration Rate 40 180 420 110
(ft/sec?/sec)

Maximum Missile
Roll (degrees)

Maximum Line of
Sight Movement 1.0 13 21 0.9
(degrees)

Approximates Lo High Cusumano &
. . OW .
Dominant Quality Two : Acceleration DePonte
: . Acceleration <
Dimensional Rate Tragectory
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ITI. Extension of Two Dimensional Filter

Introduction

The rescarch performed by Cusumano and DePonte shows that an
extended Kalman filter, based upon a refined missile acceleration model,
is an effective aid to a fire control system under iwo dimensional
conditions (Ref 1). Their two dimensional filter uses eight states to
provide real time estimates of range, range rate, azimuth angle, and
missile acceleration., From these estimates, two dimensional pointing
and tracking become more pfccisc. However, the question remains as to
the validity of the two dimensional, i.e. planar case, filter in a
three dimensional world.

At first glance, it can be argued that a two dimensional filter
should be valid under three dimensional conditions. The proportional
navigation law employed by the missile attempts to null any inertial
angular motion of the line of sight vector. Thus, the scenario should
reduce to perturbations about a nominal plane, perhaps allowing the
nominal plane to rotate appropriately. To test this hypothesis, three
three-dimensional applications of the Cusumano and DePonte eight state,
two dimensional, extended Kalman filter (hercafter, the 2D filter) are
proposed. These threec proposals are: a moving reference plane 2D
filter; two fixed, 2D filters with four measurements; and two fixed, 2D
filters with two measurements. It is recognized that other, perhaps

better, proposals exist that are not considered.
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Before the three proposals are presented, the assumptions and

limitations of the 2D filter must be understood. The eight states of
the 20 filter, using the notation developed by Cusumano and DePonte,

are (Ref 1:43-72)

0y - line of sight angle, as seen by the target, in the XY plane
R - line of sight range in the XY plane
R - line of sight range rate in the XY plane
VI - X velocity of the missile
mx
A= lateral acceleration of the missile in the XY plane

(These first five states are depicted for an arbitrary time instant in
Figure 13.)
n - missile's propoﬁtiona] navigation constant
1 - time lag of filter's first order lag missile model
(m/s) - ratio of missile mass to effective surface area (for drag
computations)
(These three parameters are hereafter referred to as states.)

The 2D filter uses measurcments of 0., R, and R. In the development

T
of these eight states, Cusumano and DePonte assume that the filter's
XY plane is inertially fixed and horizontal. All proposed three

dimensional applications of the 2D filter violate this assumption to

some degree, making them inherently less accurate than the two dimen-

sional application.

First Proposal

In the first proposal, the 2D filter's XY plane is defined by the
gravity vector and the line of sight vector. This relates 0y to the

elevation angle. However, the XY plane is no longer an inertial plane,
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since the line of sight vector changes inertial orientation throughout
the encounter (see Figure 14). In addition, the filter ecquations
should be modified to account for gravity, since gravity effects may
be significant. Unfortunately, no estimate of azimuth angle is avail-

able, so this application is not investigated.

Second Proposal

The second threce dimensional application, which is similar to the
third, is called the double filter. Two 2D filters are used - one
whose XY plane is the inertial (i,, i,) plane (X 2D filter); the other
whose XY plane is the inertial (i,, i,) plane (Z 2D filter) (sec
Figure 15). Each filter performs estimates on the planar prejections
of the 3-D scenario. Thus, the inertial orientation of the double
filter's states remains fixed throughout the scenario. To avoid
modification of established computer software, gravity effects are
ignored. Since most K set trajectories induce missile accelerations
greater than 10 g's, it is assumed that gravity errors will be small
enough such that other error sources can be discerned. Had this
method scemed more fruitful, a more proper accounting for gravity
effects would have been made in the filter. The inertial orientation
of the line of sight vector can be expressed as a function of the angle

state from each 2D filter, 0., and © Therefore, the double filter

IX 12"
is capable of providing estimates of the line of sight azimuth and
elevation angles.

There is one drawback, however. The target radar's measurements

of range and range rate are not direct mecasurements of either 2D

filter's R and R states, since the line of sight is gencrally not
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coplanar to the 2D filter planes (see Figure 16). (The two angle states

can be uniquely defined from radar azimuth and elevation angles, or the
radar can be so constructed such that the radar angle measurements
correspond directly to the filter's angle states.) Therefore, these
measurements must be projected into the filter planes by an appropriate
transformation. One transformation must be used to find the range and
range rate projection into the X 2D filter plane; another transformation
must be used to find the range and range rate projection into the Z 2D
filter plane.

These transformations require knowledge of the inertial orientation
of the line of sipght vector, which requires the angle state from both 2D
filters. This requirement couples the X and Z 2D filters. This weakly
coupled system may yield adequate results, but observability problems
and/or cross coupling of errors through the angle states are a concern.
To avoid these potential problems, transformation are not based on the
double filter's estimate of line of sight orientation. Instead, trans-
formations are initially defined from measurements and held constant
(or can be periodically redefined). Another alternative, which is the

.
third application, is to avoid R and R measurements entirely.

In the simulation, the true values of OTX and OTZ are used to
determine the three dimensional orientation of the line of sight vector,
(In practice, several measurements of these states can be

Trose

) Next,

averaged to determine the orientation of rLos’ L is projected
into each 2D filter plane to determine the proper transformation con-

stant for each 2D filter. The range and range rate measurements,
multiplied by the transformation constant, yield the R and R ates.

The double filter is then initialized with the transformation con

and allowed Lo estimate the statles.
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The double filter with four measurements is first tested with

trajectory K set one, which is the closest trajectory to two dimensiocnal
motion. Filter states are initialized with zerc error, and tuning
parameters specified by Cusumano and DePonte for a two dimensional K

set four trajectory are used (Ref 2:328-329). These tuning parameters
are chosen as the best available. Extensive 2D filter testing is not
accomplished to determine the best tuning parameters for each trajec-
tory duc to time limitations.

The line of sight vector is initially contained in the X 2D filter
plane. This simplifics analysis to one 2D filter, since the transfor-
mation constant for the X 2D filter is one; the transformation constant
for the Z 2D filter is zcré; and the transformations are held constant
throughout the test. (Normal implementation would initially orient the
inertial coordinate frame such that both double filters would use
identical transformation constants.) 1In addition, the X 2D filter's
transformation constant is at its smallest sensitivity to transverse
line of sight movement. Therefore, if the X 2D filter cannot perform
adequately under these initial conditions, then the double filter is
not feasible. The converse is not true, since the double filter is
being tested under ideal conditions.

The results of this test (which are contained with all other
results of this chapter in Appendix C) are compared to the results
obtained by Cusumano and DePonte and show unacceptable filter perfor-
mance (Ref 2:308-347). Half of the states, including two of the four
states used for pointing and {racking (R and me), have severe biases

(see Figurcs 17, 18, and 19). Yet, the standard deviations of the

filter state estimates are generally less than the filter's estimate
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of the standard deviations and compare favorably with Cusumano and
DePonte's results (Ref 2:308-347) (see Figures 20, 21, and 22). This
indicates that gravity effects (which can be casily modeled) and/or
measurement transformation errors are significant. However, it is
conceivable that under the K set one target trajectory, errors ere
caused by improper filter tuning. Cusumano and DePonte note that
because the 2D filter is "optimally tuned for a given trajectory, the
robustness observed over that one trajectory may not be observed for
other scenarios without retuning the filter" (Ref 1:118-119). Therefore,
to insure that the biases are not caused by the differences in trajec-
tories, the double filter is tested against the target trajectory used
by Cusumano and DePonte - k set four.

When the double filter performs state estimates on a three dimen-
sional missile attacking the K set four target trajectory, good
state estimates occur after an initial transient (see Figures 23, 24,
and 25). The comparison of filter state standard deviations to the
filter's estimate of those standard deviations shows good filter
tuning (see Figures 26, 27, and 28). Therefore, this test indicates
that the double filter is capable of aiding a three dimensional tracking
and pointing system, but its tuning is sensitive to the trajectory.
Adaptive tuning may overccme this problem.

To eliminate the effects of errors in the transformation constant,
the line of sight vector is restricted to the (i,, i,) plane when the
target flies trajectory K set four. This is accomplished by restricting
missile motion to the (i,, i,) plane. Thus, the line of sight is

always in the 2D filter plane. The results from this test are almost

identical to the previous test, indicating that errors in the
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transformation constant (when the line of sight is within one degree of
the filter plane) have little effect on filter performance. The
initial transients are apparently due to gravity (see Figures 29-34).
However, these tests are inherently two dimensional, with transverse
line of sight motion less than a degrce. The double filter must still
be tested when the line of sight vector exhibits greater changes in
orientation, such as with the K set three trajectory.

The K set three trajectory produces larger, quicker changes to the
line of sight orientation than do the other K sets. This tests the
validity of the transformation constants. Under this test, the double
filter encounters computer caused numerical difficulties with the (m/s)
variance computations. Thé specific values of the filter states, up
to the time of numerical failure, are analyzed. These values show
that when the line of sight vector rotates transverse to the 2D filter
plane, an error in the R and R states is induced. This effect is
similar to the changes that occur to a planar projection of a rotating
unit vector (see Figure 35). Note that when the unit vector rotates,
derivative information of its projection, i.e. velocity and accelera-
tion, is also affected. To understand why numerical difficulties are
encountered, the 2D filter is analyzed.

In a two dimensional environment, measurement errors in © R, and

T
R (states of the 2D filter) are appropriately modeled. In a three
dimensional énvirunmcnt, transverse line of sight movement causes
measurement errors that are not modeled by the filter (see Figure 36).
The measurements are used by the 2D filter to compute the linear

and angular accclerations of the line of sight vector. Unmodeled

measurcment errors are trecated as a part of the filter's computed line
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of sight accelerations. 1In this case, transverse line of sipht motion
induces the most error on the line of sight's linecar acceleration (as
computed by the filter). To see the effect of this induced error on
the 2D filter, a free body diagram of the missile is constructed. It
reveals that the filter's estimate of missile drag and lateral accelera-
tions must directly account for any errors in the line of sight
acclerations as computed from the measurcments (see Figure 37). Filter
tuning, as well as acceleration vector orientations, determine state
sensitivities to errors in the calculated line of sight accelerations.
In this case (m/s) is mosi sensitive to induced line of sight linear
acceleration errors since (m/s) is used to compute drag. Therefore,
the filter's (m/s) variance encounters numerical difficulties when

the (m/s) state must change considerably to balance the filter's
acceleration model. When a similar test is run with the filter's (m/s)

state constrained to its true value, the AL variance encounters

numerical difficulties, confirming this aralysis. Therefore, a constant

transformation constant is not feasible. Three dimensional evasion
maneuvers by the target result in induced acceleration effects, which
are unmodeled by the filter and arc significant. No testing of

periodically updated transformation constants is performed.

Third Proposal

The final three dimensional proposal - the double filter which
processes angle measurements only - is tested against K set four. This
trajectory is again chosen to avoid possible trajectory-caused tuning

. o .
problems. In this test, the errors in the R and R state estimates

exceed 100 f{ and 100 ft/sec - an unacceptable level of error
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(see Fipures 38, 39, and 40). The standard deviations of the state
estimates are generally more than the filter's estimates of the standard
deviations, indicating a tuning problem (see Fipures 41, 42, and 43).
Yet, because this filter ignores available information, retuning is

not accomplished, allowing more time to be devoted to the development

of the 11 state filter. It is felt that even with retuning, error

4

levels for the pointing-tracking states in this filter would be too

high.

79




MEAN ERRCR
QNGLE FMERSUREVFENT
CCUBLE FILTER
1 A.Y) PLANE

AL

N

i
4
»

~

v

N

85

4.25

B
809
01

T

700

000 400~
ShU 1 0BY

<
o
.

80" 0-"

Fig. 38,

RNG! E

HEASUREMENT

80

oouBLE FILTER




n
o P}
« =2 [0
82 ) i L_JL
< C f 0
| 79 .
€ Ll —~
= & 3 >
[on (8} .
T B =
“ q
B
//
,// / 1]
Y
‘\\ :
. < —
K
(i
0p)]
1n bd
| To 18>
th:
o
~
S | s
w
0
=)
o
o
0w T T T =
00'0Q 00'0F- 00'08*_ G0 "0gT=" - §07084=
4 O1% 1334
Fig. 39. RANGE OOCGUBLE FILTER

a1




g6

~
3

(\l‘___

1 U

-

NG (A*X])
¥317114 378n0d
318Y 3ONZY
Y0HE3I NE3H

I

00'0F-

n

3

1S/13

J 2

|

[ ol

RATE OOUGLE

RANGE

Fig. L0,

82




L ~ AD=A064 759 :I:RF8¥CE IN?TRgF TE:E :RIGHT-PATTERSON AFB OHIO SCH==ETC F/6 15/3.1
ACTICAL THREE DIMENSIONAL 11 STATE EXTENDED KALMAN F -
DEC 78 C W HLAVATY ' T

UNCLASSIFIED AFIT/GGC/EE/T8=7=VOL~1 NL

e




l _iQ LE W22
= &
| _|_| = Jj20

e ll&
125 1t s




s © wn

Oyl . g

ah e = w

€ - o @

0 T

n * r &

o

W -

L0 >~

o ~

d\’b = [
-— -

z v :

« N

25

4.

d —

P ad

L
(0a
T
wa_
o ™
(&)
e
Np)
w
ki
| &)
o
T T T T n;¢
AN ve'0 gt'o €0'C 00°0
_01x SNH 10U
Fig., U1, AHCL £ MERSUREMENT SIGMAS DOUGLE FILTER
83

B ——— o




14 w
W m
g o uj rm’
Er G
gLy
& s
o g >
& I o
7 .
Ts]
w
N
-
o
 —
n
(¥
o
wn !
w 3=
o~y
(@)
Ll\
(Vp)
o0
o
o
o
T T T T D‘
00'0¢€ 00'0F2 00091 0008 00°0
- 1334
Pig. 42. RANGE SIGMAS D0DOOUBLE FILTER

84




RANGE RATE
=TRUE
>=FILTER

(X.Y) PLENE

SIGMAS: X

4.25 S.10 5.85

3. 40
LSEL ]

2.55

T1

T

0.8

00'6#
OTx

00°0€  00°0z  00°0} 00"
338/1334

0.00

0

E

Fig. 43.

RANGE RATE SICHAS O0OOUBLE FILTER




IV. Three Dimensional Filter and Model

Introduction

The hardest and most important task in designing a model is

choosing a state space. A good choice of states can produce an excel-
lent filter; a bad choice can cause problems or even fail completely.
Generally, the problems that need to be avoided are redundant states
and a wide eigenvalue range on the state transition matrix (Ref 7,8).
Previous pointing and tracking research has found favorable results
with a polar coordinate frame state space (Ref 4,9).

Many pointing-tracking systems measure more than line of sight
orientation, range, and range rate. Line of sight inertial angular
velocities can also be measured if the system is dedicated to one
missile. Cusumano and DePonte, as well as Lutter, assume that one
pointing-tracking system will both scan fer oncoming missiles (scanner)
and provide position-velocity information to a fire control system
(Ref 1:1,5:1-2,27). Therefore, their filters only process range,
range rate, and line of sight orientation information, with no angular
velocity measurements.

If, however, a remote scanner is used for threat evaluation, each
weapon system can have a colocated pointing-tracking system dedicated
to tracking one missile. This avoids transfer alignment errors and
provides more measurcments to the extended Kalman filter, which

increases pointing-tracking accuracies. Therefore, the designed model

should be capable of processing range, range rate, and line of sight




-

orientation, to take advantage of any and all available information.

Filter State Space

Based upon the previous ideas, the filter state space is chosen

in polar coordinates. Eleven states completely describe the system.

These states are:

0,

0,

w,

W,

tm

e

tm

L1

L2

e

(m/s)f

first Euler rotation from inertial frame to line of sight
frame (rad)

second Euler rotation from inertial frame to line of sight
frame (rad)

inertial angular velocity of line of sight frame, along
first line of sight frame axis (rad/sec)

inertial angular velocity of line of sight frame, along
second line of sight frame axis (rad/sec)

missile position relative to target position in line of
sight frame (kiloft = 10%® ft)

rate of change of Ry, @s observed in the line of sight

frame (kiloft/sec)

lateral acceleration of missile along first missile velocity
frame axis (kiloft/sec?)

lateral acceleration of missile along second missile velocity
frame axis (kiloft/sec?)

proportional navigation constant, as estimated by the filter
first order lag time constant for filter model of missile
response (sec)

mass to effective surface ratio of missile, as modeled by

the filter (slug/kiloftz2)
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The units of length are chosen to avoid computer numerics problems in

computing the Kalman filter gains. The three coordinate frames inherent
with this state space are: inertial (i), true line of sight (1), and
missile velocity (v). These frames and the states associated with

them, are depicted in Figure 44. Euler rotations relate one frame to
the other. These relationships are depicted in Figures 45 and 46. A
complete derivation of state equations, as well as thc dcrivation of a,
and «, (the Euler rotations from the v frame to the 1 frame), is
contained in Appendix B.

In the derivation, the state space equations for w,, w,, and ﬁtm
are developed from the theorem of Coriolis. Missile velocity, as
measured by the target's p6inting—tracking system, is related to the
missile velocity as expressed in the v frame, to obtain expressions for
the Euler rotation angles o, and a,. The missile's drag and lateral
accelerations, which are modeled in the v frame, are transformed to
the 1 frame via o, and a,. Missile acceleration due to gravity is
transformed from the i frame to the 1 frame via 0, and 0, - two of the
eleven filter states., Gravity, drag, and lateral accelerations are
combined in the 1 frame to produce state equations for w,, w,, and ﬁtm
through the theorem of Coriolis. The state equations for o,, 0,, and
R, are developed directly from state definitions. A first order lag,

tm

proportional navigation missile model is used for the A . and A12 state

L1
equations. Finally, white Gaussian noise of appropriate strength is

employed to model the parameters N, and (m/s\f.

Tf,
This three dimensional filter model contains four assumptions:

1. The actual missile's guidance scheme approximates propor-

tional navigation.
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Note:

m = missile center of mass

b
]

center of target's
tracking radar
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Fig. 44. The Threce Filter Frames
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Fig. 46. Angular Oricntation Between v and 1 Frames
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2. The actual missile is non-thrusting.

3. Actual pitch and yaw missile responses are adequately
modeled by two independent, symmetrical (didentical), first
order lag retworks.

4. The actual missile's pitch axis is constrained to the
(1,, 1,) plane; while simultaneously, the 1, axis is
constrained to the (i,, i,) plane.

The first two assumptions limit the scope of the problem. The third
assumption is shown to be adequate in the literature (Ref 1). The
fourth assumption must still be demonstrated.

In reality, the fourth assumptioﬁ is an approximation that is made
to reduce the complexity of the filter equations. Analysis shows that
if the actual missile's response is symmetrical (assumption 3), then
the angle between the actual missile's response planes and the corres--
ponding response planes in the filter's model does not introduce error
to the model provided roll axes of 2 missile models remain colinear.
This is not true for asymmetrical missiles, nor is it true if the anple
is not constant. Under the assumptions of this thesis, there are two
ways the angle can change - through inertial missile roll and/or
through inertial model roll (sce Figure 47).

Inertial missile roll is a physical phenomena associated with
missiles and is composed of two quantities - roll stablization and
induced missile roll. Roll stabilization is a constant, or near con-
stant, inertial angular velocity along the missile's roll axis that is
present when the missile is flying a straight line. It is assumed to

be zero for the purposes of this thesis. Induced missile roil, which is

also an inertial quantity, is zero except when the missile performs a




|o*

N
o
b

Vs
Inertial Missile Roll (Model Inertially Non-rolling)

3

2
A

/
~
N
|o

Y

Inertial Model Roll (Missile Inertially Non-rolling)
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turn (see Chapter 1I, Target Model). The effects of induced missile
roll are assumed to be negligible to reduce the complexity of the
filter equations. The truth model, however, models induced missile
roll to insure that this assumption is valid.

Inertial model roll is a modeling error induced when the angle
between the missile centerline and the line of sight changes. It is
caused by the constraint on the missile's pitch axis, i.e. assumption 4
of the filter model. It can be eliminated if «, and o, are defined to
be Euler rotation angles from the v frame to the i frame, rather than
from the v to 1 frames. However, the mathematical relationships for
the state model become much more compiex under this new definition.

In addition, preliminary aﬁalysis indicates minimal adverse effects
from model roll (see Appendix B). Therefore a, and a, are defined to
be Euler rotation angles from the v to 1 frame to simplify the filter

equations.

Filter Tests

The three dimensional filter is tested against each K set trajec-
tory. The complete computer program (except a matrix inversion routine
called MINV) that is used for the tests is contained in Appendix D.

A complete set of statistical plots, as well as tuning specifications,
is contained in Appendix E.

For each test, the filler states are initialized to the true

» and R

values. The initial true values for 0,; ©,; wys Wss R gre

tm ta

calculated from the missile's and target's initial position and
velocity. Missile lateral accelcrations are set equal to zero. The

parameters ne and (m/s)r are scl to the values used by the truth model.
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Tps however, is set to the value that hopefully best approximates the
missile's response characteristics. In this thesis, the true value is

set at 0.7 seconds, causing initial transients in the filter's estimate

of t.. These transients are characteristic of an initial stale error.

f

In Cusumano and DePonte's thesis, the true value is estimated at 0.85
seconds (Ref 1:85). Since the missile truth model that is used in this
thesis is an extension of Cusumano and DePonte's missile truth model,
the true value of e should be 0.85 seconds. Time constraints on this
thesis prevent correction of this error.

The tuning parameters for all tests are identical and arc obtained
by tuning the 11l-state filter for Lhc-K set cne trajectory. Due to
time limitations, the filtér is not fine tuned for maximum performance
on K set one (but reasonably good tuning is achieved), nor is any
tuning attempted with the other trajectories. Therefore, the filter
is not fully designed for use in a three dimensional environment. It
is felt that these tests will provide insights and indications of
potential filter accuracies and problem arcas, as well as insights for
final tuning.

The tuning philosophy used to tune the 11-state filter is identical
to the philosophy used by Cusumano and DePonte (Ref 1:74-76). Basically,
the values chosen for the filter's measurement noise model are derived
from the tracker radar's performance specifications. The pseudo-noise
strength, Qf, and the initial filter covariance P,, are varied until
the variance of the filter's state estimate is less than the filter's
estimate of the variance for that state. This insures that the

filter's confidence in its state estimates reflect the estimate's true

statistical nature. After this variance matching is accomplished,




noise strengths are further increased to remove any residual biases

in the state estimates.
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V. Results and Recommendations

Results

The 11-state filter provides good state estimation for the three
dimensional K set one trajectory. 1Its results are compared to the
corresponding results obtained by Cusumano and DePonte for a two
dimensional system (Ref 2). Better accuracies in the pointing-tracking

states (05, 95, W,y Was R, 5 and Rtm) are achieved probably due to

tm
the additional angular velocity measurements. Accuracies similar to
Cusumano and DePonte's are achieved for the lateral acceleration and
parameter states. It is at this level of performance that filter
tuning is stopped, since time limitations prevented further investiga-
tion. Therefore, this performance is not necessarily the best that

the filter can do, although enough tuning was accomplished to show that
it is close.

To test the robusiness of the K set one filter tuning, the K set
one tuned filter is tested apgainst the X sets two, three, and four
trajectories. In each of these tests, the filter's estimation of the
pointing-tracking states is degraded, yet still within the accuracies
demonstrated by Cusumano and DePonte (Ref 2), making these states
usable in an aided pointing-tracking system. The estimates of the
lateral acceleration states and their corresponding parameters (nf
and Tf) are more seriously degraded makir_ them unusable for threat
evaluation or threat avoidance in some trajectories. Close inspection

of the results reveals that the ne. and e paramelcers are allowed to
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vary tco much too quickly due to a rather large value for the correspon-
ding pscudonoise strength. Thus, the filter has less confidence in its
estimate of these parameters than the statistics show is warranted, i.e.
the filter is too conservative (see Appendix E). For K set one (and
Cusumano and DePonte's filter versus their trajectory), this large
pseudonoise strength is appropriate since good estimation is achieved.
But for other trajectories, this conservative tuning degrades the
filter's performanace.

The parameters n and Tp are both used to compule the lateral
accelerations of the missile. If an error is present in one of the
parameter estimates (such as Tf), the other is affected. Since each
trajectory affects the lateral accelerations of the missile differently,
the parameter interaction is different for each trajectory. For K set
two, for instance, the cffects of the ne and T paraneter errors on
the lateral acceleration estimates tend to add, causing a serious
degradation in the filter's estimate of lateral accelerations. At the
end of the trajectory, this degradation becomes important encugh to
"pull" some of the pointing-tracking states away from their true value.
For K set three, the effects of these parameter errors tend to cancel.
Thus, lateral acceleration estimates are better than in K set two.
Different tuning specifications are necessary to stablize the perfor-
mance of the ne and e filter states. Unfortunately, time limitations
prevent the accomplishment of any additional tuning tests.

These tests demonstrate the filter's robustness for the pointing-
tracking states. Pointing and tracking accuracies equal to or better

than those achicved by Cusumano and DePonte are demonstrated over four

trajectories. The performance of the parameter statcs indicate that
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different parameter pscudonoise values are required to increase the

accuracies of the Nes Teo A and A]? state estimates against K setls

L1’
two, three, and four trajectories. Further tuning and testing of this
filter is required to determine if one appropriate set of tuning

specifications will provide adequate performance of these states for

all trajectories.

Recommendations

The following recommendations are made to guide future research:

1. Optimal tuning should be accomplished for each remaining
trajectory. The robustness of each set of tuning specifi-
cations should be investigated to find which set, or if a
compromise set, of tuning specifications can provide
adequale performance over all trajectories.

2. The performance of an adaptive gain version of this filter
should be investigated to see if the additional performance
achicved is worth the additional filter complexity.

3. First order Markov models for missile lateral acceleration
should be investigated. This model should provide better
performance against those missiles whose guidance does not
approximate the proportional navigation rule. In addition,
it should decrease the filter complexity. However, this
model will not be as accurate as the 1ll-state filter if it
engages a proporticnal navigation missile.

4. The 11-state filter should be tested with the gravity vector

defined along the -i, axis. If feasible, this step will

simplify the filter ecquations.,




5.

A missile acceleration model based upon a polar coordinate
system should be investipated. It might be possible to
model both the missile's acceleration magnitude and the
acceleration vector's position angle as the outputs of first
order lags. Missile roll can be modcled easily this way as
the derivative of the position angle. 1In addition, time
lags that cause a spiraling missile trajectory, such as

in the sidewinder missile, would be easily handled by this
system. However, asymmetrical missiles may cause problems.
The time between measurement updates should be lengthened
to discover its effects on filter performance.

A thrusting missile should be modeled to increase the
effective use of this filter. An adaptive filter could
change the (m/s)f state to an acceleration due to thrust
state, thus modeling thrust as a random walk without an
increase in states. This may be possible if missile
thrusts are generally much greater than drag, making the
drag induced by the missile's lateral acceleration
negligible. Otherwise, drag may require modeling as well

as Lhrust.
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11.
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Appendix A

Rotation of a Vector
Throughout the missile model, numerous rotations of a unit vector
must be accomplished, such as in the application of noise to the line
of sight. This appendix describes the method used in this thesis to
determine the resulting direction of a unit vector after one planar
rotation.
Three conditions are required by this method:
1) Two unit vectors, a and h, must definc the plane of rotation:
p is the angle of rotation, o is the angle between a and E.
2) Unit vector b is the vector to be rotated, resulting in
unit vector c.
3) Positive 0 is from a to E; positive p is from E to c.
These three conditions are depicted in Figure A-1., The angle © can be

found through the dot product formula to be:
@ = cos~'(a * b) (49)

With the given conditions and the defined angle 0, three equations

can be generated to describe vector c:

(axb) -c=0 (50)
a . ¢c=cos (0+p) (51)
b « ¢ = cos (p) (52)
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Fig. A-1. Rotation of a Unit Vector
(A11 vectors arc in the
plane of this paper.)
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a, b, £
Let a = |a, b = |b, ¢c = |c,
a, b, Cs

When equations (50), (51), and (52) are put in the matrix form TC = D,

a,b, - a;b, a,b, - a,b; a,k, ~ a,b,|[c, 0
a, a, a, e, cos(0+p) (53)
bi b, big C3J cos(p)

Premultiplying by T7! yields ¢ = T7!D. T7' is

X, b,X; - b;X, X,ay - X,a,
X, 2+ T 2 by X, - byX, Xya, - X,a, (54)

%y By =%,  Eum, = X

where X, = a,b,- a;b,

X,

a,b;- a,b,

Xz = ayb,— a,by

I

Solving for the components of C yield:

i (b,X, = b,X,)cos(9+p) + (X,a, -X,a,)cos(p)
Ee T P

S (b,X, - b,;X;)cos(0+p) + (X.a, =X,a,)cos(p)
Lol Xo® & Xy= + Xg°

(b,X, = b,X,)cos(0+p) + (X,a, =X,a;)cos(p)
S Xy~ & Rp® @ Ky®

The computer program that employs this technique is subroutine TIN in

Appendix D.
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Appendix B

Appendix B contains the mathematical derivation of the filter

state equations. The eleven states used in the filter are:

0,

w,

wy

tm

tm

L1

52

first Euler rotation from inertial frame to line of sight
frame (rad)

second Euler rotation from inertial frame to line of
sight frame (rad)

inertial angular velocity of line of sight frame along
first line of sight frame axis (rad/sec)

inertial angular velocity of line of sight frame along
second line of sight frame axis (rad/sec)

missile position relative to tracker position in line of
sight frame (kiloft = 10° ft)

rate of change of R along the line of sight (kiloft/sec)
lateral acceleration of missile along first missile
velocity frame axis (kiloft/sec?)

lateral acceleration of missile along second missile
velocity frame axis (kiloft/sec?)

proportional navigation constant

first order lag time constant for filter model of
missile (sec)

mass to effective surface ratio of missile (s]ug/kiloftz)
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The state units are so chosen to insure that each element of the Kalman

filter gain matrix is of the same order of magnitude, thus avoiding
computer numerical difficulties.

Three reference frames are required for the derivation: the
missile velocity frame, v; the line of sight frame, 1; and the inertial
frame, i. The relationship between each frame is part of the derivation
and will be described at the appropriate time. The first part of the
derivaticn develops the relationship between the missile velocity frame,
v, and the line of sight frame, 1, in terms of the states.

Let j be the origin of the inertial frame; m be the origin of the
line of sight frame, and t be the center of the target aircraft's
radar. The missile is assﬁmcd to be a point mass located at m. The
target, t, is located on the 1, (line of sight frame third component)

axis a distance R, from the missile (see Figure B-1). The vector

t

relationship between the points j, m, and t is:

eh = UGS = 5%
BJm BJL Bmt k554
Taking the first derivative of equation (55) to determine missile
velocity,

Pj B-‘jm =Py Ejt i Bmt t=E) #
where Py = rate of change as scen from the i frame ]
The theorem of Ceriolis is

1
R = pl K * &, 5
pl -— P e .S}.]] X B (07)
where R = any vector
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Fig. B-1. Points m, t, and j in the Line of Sight Frame
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2.4 = angular velceity of 1 frame with respect to i frame

Py = rate of change as seen from the 1 frame

Substituting (57) into (56) yields

= Q.. xR (58)

p —1i] —mt

i Bjm = Pi Bji = Py Bny

Equation (58) can be coordinatized in the 1 frame and expressed in

vector form as:

1 1 1 1
Py Byp) = (pg Byd = oy Ry - 35y x Ry =)
or
\ml \tl] 0 0, 0
= e =l
vol=|v, |-]o w,| x| o0 (60)
4 > )
[VmaJ Yoy Rt 3 Rt

Performing the operation on equation (60) yields the following three
scalar equations for inertial missile velocity coordinatized in the

line of sight frame:

= ] - It 6
le \tl wp Ry (61)

— 9
mz \t9+ 4 Rmt‘ (62)

= R 63
Vms s qmt (63)

V, s V, , and V, are the inertial velocities of the target, which are
ta 177 ts

obtained from the targel's navigation system. These values are

|
considered deterministic since the measurement precision of the target
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velocity is much gresater than the measurement precision of the

states.

The vy axis of the right hand orthogonal missile velocity frame,
v, 1s defined to be along the missile velocity vector. Two Euler
angles, a, and a,, are defined in Figure B-2 to describe the rotations
from the v frame to the 1 frame. The transformation matrix from the

v to 1 frame is:

cosa, sina, sina, ~-cosa, sina,
il .
€ = 0 cosa, sina, (64)
sina, -sina, cosa, cosa, COSa,

The relationship between the missile velocity in the v and 1 frames is:

v . : 1
0 cosa, 0 S1ina, vV
mi
0 = | sina, sina, cosa, =-sinag; cosa Y (63)
1 2 1 1 2 e
\Y ~cosa, sina, sina, cosa, cosa,| |V
m ma3

Solving equation (65) for the first component of the missile velocity

in the v frame, and substituting in equations (62) and (63) yields:

=V, + w, R_,
a, = tan-l-——lL——T——JEE (66)
yoo=
\ta Rmt

Solving equation (65) for the second component and using equations (61),
(62), and (63) yields:
Vt2-+m, Rmt

ay = tona? - (67)
(Vta— Rm Jcosa, - (V

- R sin
7 o, ‘mt) %2

G
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Fig. B=2. Angular Orientation Between v and 1 Frames




1f equation (66) is solved for - (V“ - w, Rmt) and substituted into

equation (67), cquation (67) reduces to:

(V, + o, Rmt) cosa,

a, = tan™? 1 . (68)
V, -R
i3 }mt
i = = 3 2 = —;
Since Rmt = Rtm ind Rmt Itm’
:V - w, R
= L 2 #y
a, = tan”! - . o (89)
L Vta + Rtm
[(V, - w, R, )cosa,
oy = tan—l t2 L tm (70)
i vta ki Rtm

Thus, the reiationship between the v and 1 frames is established in
terms of the states. Note: «a, and a, are the Euler angles from the
missile velocity to the line of sight. If the two limits, -7/2 <o, £ 7/2,
-n/2 £ a, < n/2 are exceeded, it can be assumed that the missile is in
an invalid regime for intercept.

The proporticnal navigation law is used to develop state equations

This law in equation form is (Ref 11:13)

for ALl and ALZ'
Ap = "(211 X ﬁtm) (e1)
where Ap = acceleration required perpendicular to the line of sight
: s
24 = line of sight inertial angular velocity
n = proportionality constant

However, missiles produce accelerations perpendicular to the missile




velocity, not the line of sight (see Chapter 1T, Guidance Block, for

more detail).

implement are:

The proportional navigation equations most missiles

(723

(73)

where AC and Ac2 are commanded accelerations perpendicular to the
1

missile velocity.

and A

To obtain ALl Lo’

the produced accelerations, the time
of the missile must be taken into account. Cusumano and DePonte
that the time response of a missile can be adequately modeled by
order lag, since the bandwidth effects of the guidance prefilter
dominant (Ref 1:117).

Using this model, equations (72) and (73)

become
. 5 nf W, R{m
B - Arf + 1
“Ne Rtm
Mz = G+ 1
= £
where 4 = Laplace transform '"s"

Manipulation of equations (74) and (75) yields

. Re oy Reg = A3
ey =
Te
. Re 0y Reg = Ko
Mo ™
s Tf

which arc the state equations of /\11

response
found
a first

are

(74)

(75)

(76)

(77)

and Alz in terms of the other




r_'_——'—'—-———-———-

T

f

two additional filter states. This concept is not investigated.

tm

derivative of equation (55) is:

2 2
= i Bjt *P; R

o

o)
~
I
o
=

yields:

2 = 2 2n e )
Py Ejm = Py R}t RS 1‘-’Lm > 2311 i plztm * Pylag % Btm B

8

;1 % (g5 * By

Coordinatizing equation (80) into the 1 frame,

Al Ty, 01 [0, 0 wy 0
A l= A Lo+ f2ee| x [0 ]+ o, x | 0] +
el Pes tm] | £ Rtm, : Rem
rN: ml- ( 0
w, | X w,| X 0
[0 W, _Rtm

Applying the theorem of Coriolis (equation (57)) twice to equation

states. To allow possible asymmetrical missile response, the ne and/or

could be different between equations (7€) and (77), adding one or

To develop state equations for states w,, w,, and R, , the accelera-

tion of the missile in the line of sight frame is derived. The second

(78)

(79)

(79)

(80) |

(81)

where By By A, = inertial acceleration of missile along 1,, 1,, 1,

axes, respectively




[N

A, = inertial acceleration of tracker along 1,, %1,,

axes, respectively

The acceleration of the target is assumed to be deterministic and
known to the estimation algorithm residing in thc target. The inertial
acceleration of the missile, pi’ij, is composed of gravity, induced

accelerations (AIl and ALZ)’ and drag (AD). Note that the missile is

modeled as non-thrusting. In addition, the lateral accelerations, ALl

and A are assumed to be along the v, and v, axes, respectively; this

L2*
assumption requires the missile angle of attack to be small, which is
quite appropriate. Moreover, the missile must not roll with respect
to the v frame. The zero roll assumption is not appropriate when
missiles are roll stablized, nor may it be appropriate when the line of
sight frame rotates with respect to the inertial frame. Two effectls
degrade the validity of the zero roll assumption when the line of sight
rotates - model induced roll and induced missile roll. Model induced
roll is present when the angle between the line of sight vector and
the missile velocity vector changes. It is caused by the definition
of a, and a, in the model, i.e. constraining the v frame to the rotating
1 frame rather than to the non-rotating inertial frame. Induced
missile roll is a physical phenomena caused by the missile's inertial
turn (sce Chapter II, Target Model). .
Model induced roll is demonstrated by analyzing the three coordi-
nate frames (i, v, and 1) and their relationship to each other. The
v, axis is constrained to the (1,, 1,) planc, and the 1, axis is
constrained to the (i,, i,) plane by the model's definitions. In

Figure B-3, the v, axis is in the (i,,i;) plane. But in this same
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Fig. B-3. 11 State Filter Model's v, Relationship for Time t,
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scenario at a later time instant as depicted in Figure B-4, the line of
sight vector has moved. Although the missile does not physically roll,
the v, axis must be in a different plane to remain in the (1,, 1,)
plane. To achieve this effect, there must be an inertial angular
velocity along the v, axis, i.e. the model must roll. The amount of
roll induced by the model is trajectory dependent.

The model induced roll can be climinated if o, and a, are defined
as Euler rotation angles from the v to i frame rather than from the v
to 1 frame. But the mathematics become more complex. In many
encounters, the missile velocity is much grcater than the aircraft
velocity. This results in a small missile lead angle. Model induced
roll effects become less sipnificant as the lead angle becomes small,
and vanish completely for zero lead angle. Therefore, an assumption
is made that the model induced roll effects wiil be insignificant. This
assumption must be verified by the Monte Carlo analyses.

The induced missile roll, however, is a physical phenomena asso-—
ciated with the actual missile. As a missile performs a turn, a roll
is induced upon it. A full explanation of this effect is presented in
Chapter II, Target Model. Two methods can be used to account for this
roll - direct modeling and indirect modeling. 1In the direct method,
the three dimensional missile model is rotated the appropriate amount
as calculated by an accurate model of induced missile roll. In the
indirect method, the three dimensional missile model is developed for a
missile that rolls. The missile roll is modeled as a constant parameter
plus a white Gaussian noise of appropriate strength. However, these
techniques are not ecmployed since it is assumed that induced missile

roll effects, present only when the line of sight rotates, are negligible.
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With these assumptions, then, the inertial acceleration of the

missile, in the v frame, is:

Ay
2 NE Vv i "
(i By = llge] + 8, 8 {82)
-A

v . ) .
where Ci = the transformation from the i frame to the v frame

El

gravity vector in the i frame
: : ; il :
Multiplying each term of equation (82) by CV from equation (64) trans-

forms the missile acceleration to the 1 frame:

A, cosa, + sinaz(Alz sina, + Ay cosa, )
1 ] i
(pizzjm) = |AL, cosa, — Ay sina, + Ci 91 (83)
A, sina, - cosa, (A , sina, + A cosa, )

To define gravity in the 1 frame, the transformation from the inertial
1 e .

frame to the 1 frame, Ci’ must be'specified. With @,, ©,, and the

coordinate frame relationships as depicted in Figure B-5, the transfor-

mation from the i to 1 frame is:

-cos0, sin®, cosO, sind, sino,
€s = sine, 0 cos0, (84)

cos0, cos@, sin®, -sind, coso,

At this point, an interesting dilemma develops. If gravity is
defined to be in the -i, direction, C} Ej has no component that is
dependent upon 0,. Therefore, none of the states are a function of 0,.
It is felt that this weak coupling of 0, might have an adverse effect

upon filter performance. This hypothesis is not tested due to time
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limitations. To test it, the truth model gravity vector must be defined
in the —iz direction and all terms involving ©, must be eliminated in
the filter equations (see Appendix B). Therefore, the filter's inertial
coordinate frame is physically rotated 45° about the i, axis, such

that:

0

Ei =1-g//2 (85)

-g/VZ

where g = acceleration due to gravity (kiloft/sec?)

This definition of the inertial frame couples both ¢, and 0, into the

filter equations, avoiding a weakly coupled state. In the computer

. : o . . ; 0
simulation, the missile truth model is also physically rotated 45
about the i, axis of the truth model's inertial frame. Thus, the

filter's i frame and the truth model's i frame have identical orienta- 1

tion. This allows the truth model states to be directly utilized,
after unit conversion, for filter measurements and analysis. Putting
equation (84) and (85) into (83), and the resulting equation into (81)

yields the three scalar equations for missile acceleration:

(cos@, + sind, sino,)
cosa,) - & 2 1 20 =

A . cosa, + sinu,_(/\L2 sina; + A

L1 D i
Atl + 2w, Rtm oy Ry+ oy v, Rtm (86)
- ing, - 82089 _ " 8
AL2 cosa, AD sina, s = AL: 2 w, Rtm W, Rtm +
|
W, W, Rtm (87) i_
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o . .3 s B e i !
A, sina, - cn.s(xz(x\L2 sina, + A cosa,;) - 7§r(51nu2 - sing, coso,)

B 2 2 2 o)
Ata L (0,2 + wy?) Rim (88)

Now an expression for w, must be genecrated. From equation (84) and

Figure 53, the state equations for 0, and 0, are developed as

8, = 8;, (89)
0, = o, (90)
where w. = the inertial angular rate of the line of sight frame along

12

the i, axis
Notice that equation (84) requires the line of sight frame inertial
angular rate to be a vector. in the (i,, 1,) plane. This can only
happen if the vector sum of the line of sight angular velocities which

lie along the 1, and 1, axes points in the i, direction, i.e.

wy 1, + w0y 1, = B = {91}

which is depicted in Figure B-6. Taking the dot product of each term of

equation (91) with i, yields

w, C0SO, + w, sind, = w, (92)

From the Pythagorean theorem,

wy, = w, tano, (93)
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Substituting equation (93)

0, = w, seco,

Substituting equation (93)

for w,, w,, and Rim yields

into (92) and the result into (89) yields

(94)

into (87), (86), and (88); and then solving

.
the state equations for w,, w,, and Rem

.

* 1 : g coso
g == PR SaNa, = AL L EaS e, i AL = Z2u; R
R‘tm [D L2 /3 2 im
+w, w, R tano,] (95)
. 1 . . o
w, = = A _ cosa, + sina,(A _ sina, + A cosa,) - =
R 1531 22 D -
tm Ve
(cose, + sing, 3ineo,) - Ay, =20, Rtm-wf R, tano, (96)
ot . o 1] SR
Rim = Ay sina, (AL2 sina, + Ay cosa,)cosa, =
(sino, - sino, coso,) - Ay * (0,2 + mf)Rtm (97)
where g = the acceleration of gravity (kiloft/sec?)
AD = acceleration due to drag (kiloft/sec?)
The acceleration of drag can be approximated as (Ref 1:58)
pYavVv ’ 2(m/s)_. (A2, + A2)
., L2
/\D = 2 + = . (98)
/s a Vv, (57
(m ')f p a \m (57 3)
where p = air density (slugs/kiloft?)
a = speed of sound (kiloft/sec)
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\’m = velocity megnitude of the missile (kiloft/sec)

57.3 = radian Lo degree conversion

Note that neither Lutter, who developed this approximation, nor
Cusumano and DePonte, include the conversion factor in the text of
their theses. However, both use it in the computer program (Ref 5:209).
Therefore it is included here to provide appropriate scaling. This
approximation is within 3% of the truth model value for drag.

The missile velocity can be found in terms of the states from

equations (61) through (63):

= 72 72 4 72 §
Vm 'J{ml e \mz \ma (99)

Thus, the state equations for the first ecight states have been completely
specified.

The final states, and (m/s)f are constanl parameters.

My Tes
Since the missile model used by the filter is not exact, it is possible
for the filter to acquire an incorrect initial parameter estimate.
If the parameters are modelled as a random bias, the gain in the
extended Kalman filter approaches zero, inhibiting corrcctive changes.
Thus, this filter model is inappropriate. To prevent this phenomena,
pseudonoise can te added to each parameter model (Ref 7:204), changing
. .
the model from a form such as b = 0 to b = W. Through appropriate
choice of the pscudonoise variance, the filter gain will be large
enough to compensate for errors, yet small enough to maintain the

essenlially constant nature of the parameters. This technique proved

successful in the two dimensional case (Ref 1:118). The state

equations for the parameters are, therefore:




ne = W, (1)
T = W,(t)
(m/s)r = Wq. (k)

where W, (t),
with mean of zero and variance kernels Q,8(t), Q,8(t), and Q,8(t)
respectively.

The final state equations, as used by the filter, are: NOTE:

gravity is defined in the -i, direction, ALL terms with 0, in the

following equations are zero.

0, = w, seco,
0, = Wy
il = A sin A . cosa, + B coso, + A, - 2w, R
S BT Ep SRR R e RREEEE T T T T
tm V2
+ w, w, Rtm tanez]
* 1 . 2 ) g .
w, = g— [A; | cosa, + 51na2(AL2 sina, + Aj cosa,;) - ==
tm V2
(cos0, + sino, sing,) - Ay, = 2w, Rtm'_w‘z Ry tanoz]
. ) r.{
(Rtm T tm
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(100)

(101)

(102)

W,(t), and W,(t) are independent white Gaussian noises

TP

(94)

(90)

(95)

(96)

(103)
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Rtm = All sina, - (1\12 sine, + AD cosa,)cosa, - —gj (sino, -
’ : V2
sine, cose,) - Ay, + (w,? + w’”“tm (97)
g Ne Wy Rtm - A!.‘l
% ¢ (76)
&
N, w ﬁ - A
o £ 4 km L2
A, = - (77)
i (o
ng = W, (t) (100)
T = W, (1) (101)
(m/s), = W,(t) (102)
f
where
p/a V 3 2lm/s),. CAZ. + RZ_)
e+ _ N Bk L2
D (98)
g v =
(m/s) ¢ paV (57.3)
f -V ER R
a, = tan-! £ . mt (66)
L Vi Rt
(v, +uv; R 1)co::a2
a, = tan~! = = (68)
) .
vt.s B Rmt




Vv = Y&} + V2 4 V2
m B ma2 ms

an - vt: = M Rmt

sz b Vtz 2 Rmt
=V —

Vms i3 Rmt

The partial derivatives of these state equations, which are

required by an extended Kalman filtier, are contained in Appendix D,

Subroutine FMAT.

(99)

(61)

(62)

(63)
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