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Preface

In January 1978 I knew nothing about antenna arrays ur
spread spectrum signals othef than the fact that I had heérd
the terms before. Capt. Stanley R. Robinson steéred ne on@o
a thesis topic suggested by Maj. Jurgen 0. Gobien. The
basic study involved the study of adaptive antenna arrays in
order to determine if their adaptive nature would have any
adverse effects on the performance of spread spectrum com-
munications systems. By February, I made the commitment to
take on this research effort as my Master's level thesis
work.

Capt. Robinson and I spent many hours together in the
months that followed studying this problem. He provided
most of the guidance by suggesting many possible avenues of
research effort. I provided the legwork required to travel
down each of these paths. After having performed many cai-
culations, made many mistakes, and many false starts, we
eventually organized the many efforts into the document that
follows.

There were many tTimes that I thought the research was
going to be fruitless. Once we did make our major break-
through it became a question of my ability to write faster
thar the clock could move. The clock eventually won the
race and the effort for this document had to be stopped. As
with most research efforts, the material included here is

moetly incomplete and just hints at other areas for
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continuing rurearch. Also, llke so many other research
Irojects, thn.questiomsAanswered are not exactly the ques-
tions we started out 1o answer.

I wish to thank Cap%. Rotinson, my advisor, for the
many hours he %evotad wo my education during this period.
I also want o thank my sponsor, Maj. Gobien, for the time
he devoted to gét me started on this study. Thanks go,
also, to Maj. Carl and Maj. Carpinella for taking the time
to read my draft and advise me on the format and contents.
To these people I give my thanks and my friendship.

A special thanks goes to my wife, Elsie, and my three
daughters, Lois, Karen, and Christine, who stayed with me
through the trying times and long nights I spent working
on the detaile and the writing. To these four ladies I
give my thanks and my love.

Edward Raska, Jr.
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! Abstract

gt

This paper develops a complex, baseband model for an

adaptive array. The array is assumed to have N isotrcple
slements. Only two aspects of arrays are modeled: spatial
propagation delays and the welghting ccvefficients. The
array model is used to determine the effects of arrays on
wideband signals. The most important finding is that the
output of the array consists of the input signal and its
time derivatives. Each of these signal components is mul-

tiplied by a complex number that is a function of the array

and signal parameters. Properties of these complex numbers

are investigated. A four element linear array is used as a
specific example to illustirate these properties. Two

models of the weighting coefficients are analyzed to de-

rrae-o

velope information about “adaptive” effects. These models

are used to show how the array cutput is degraded by chang-

Tt e

ing coefficients.
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EFFECTS OF ANTENNA ARRAYS ON BROADBAND SIGNALS

I Introductjon

Spread spectrum is an information transmission tecl-
nique whereby a signal is modulated in such a way that the
transmitted signal has a spectrum that can be orders of mag-
nitude wider than the information spectrum. At the receiver,
incoming signals are again modulated by the same spreading
signal. This results in two effects: (1) all noise source
gignals are modulated by the spreading signal and their
bandwidths are spread ou* by the same ratio that the signal
was spread at the modulator, (2) the modulation of the infor-
mation signal a second time results in compressing the infor-
mation back down to its original bandwidth. Thus, when the
received signals are passed through the appropriate filter,
only the desired signal is passed without loss. Dixon
(Ref 4) is a very good introduction into all aspects of
current spread spectrum technology.

Antenna arrays are simply a group of antennas that are
tied together electrically to yield a resultant antenna that
has certain desired reception properties. One of the most
important uses of arrays is to form a highly directional
antennd beam that will receive signals from basically one
direction. Arrays can be pointed in a given direction via
two methods: mechanical positioning or electronic steering.

The mechanical positioning technique has been used quite
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sxtenaively in radar applications. There are several draw-
backs to this technique: (1) the antenna radiation pattern
is fixed in shape and can only be pointed; (2) the physical
positioning of the antenna places limitations on its size;
(3) the rate at which the antenna can change directions is
limited by the mecnanical system; (4) it is very difficult
t0 place a moving antenna on the exterior surfaces of an
aircraft.

Electronically steered antenna arrays can reduce or
eliminate all of the above limitations. However, they still
have drawbacks of their own. The electronics required to
shape and point the erray pattern are very complex and ex-
pensive. These drawbacks have limited their use to appli-
cations where the advantages heavily outweigh the cost,
such as in satellite systems (Ref 17).

Today efforts are underway to design and build equip-
ment that combines these two techniques into a single com-
municationg system. Most of the analysis performed on an-
tenna arrays has assured that incoming signals are monochro-
matic or quasi-monochromatic. Little analytic work has been
done to determine the effects of an adaptive array on a
wideband signal. It is the purpose of this thesis to study
these effects. Since the purpose is to study the effect of
arrays on signals, most of the analysis is done without
interference or noise being considered as a parameter.

Chapter II vegins the analysis by introducing the var-

ious models and assumptions that are the basis for the

i
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ensuing work. Certain spread spectrum concepts are discussed
and a complex model for a spread spectrum signal is devel-
oped. Next, the basic properties of an adaptive array are
introduced. Prom this, a general input/output equation for
an N element adaptive array is developed. Finally, two re-
ceiver models are developed for use in later analysis. They
are a coherent receiver and an envelope or phase incoherent
raceiver.

Chapter III is devoted to the analysis of static arrays.
Thus, the first thing it does is modify the models so that
vhe array is fixed. Two characteristics of the spread spec-
trum signal are picked out and studied separately: its wide-
band nature and its autocorrelation function. In the initlal
analysis the signal is simply assumed to be a nonzero band-
width signal. Certain properties of the output of the array
are then developed and discussed. Next, the properties ot the
output correlation function are discussed and demonstrated.
Through this development, the effect of the pulse (or code)
rate becomes evident. This chapter looks at three specific
examples: a linear, equalily spaced array of four elements
and two four element sparse arrays.

Chapter IV then moves on to a study of adaptive effects.
Two models of adaptive arrays are studied. There are a vari-
ety of algorithms which control the weighting coefficients
(Ref 16). It was not the purpose of this ithesis to study
these aigorithms or even study & particular algorithm. Xow-

ever, it was desirable to determine if time varying weighting
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coefficients have any additional effect on the incowing sig-
nal. As a result, the adaptive nature is viewed as a per-
turbation of a desired static concition. The first model of
the perturbations assumes they are sinusoidal. The effects
of both the amplitude and the frequency are then investigated.
The second model asaume3 that the pe:turbations are Gaussian
processes with known statistics ard a stutistical analysis
of the effects is presented.

Chapter V is devoted to summarigzing the conclusions
drawn throughout the thesis. It then proceeds to make sev-

eral recommendations for further study based on these con-

clusions.
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11  Syetem Models

This chapter introduces a complex baseband model for
the spread spectrum signal. It then develops a model 1ior
the adaptive array. Using the spread spectrum signal as
the input, an equation for the output of the array is then
developed. This equation will be used in the later chapters
a8 the bagis for all the analysis. Next, the models for the
two receivers used are presented. Finally, the chapter ends
with a discussion of the performaince criteria to be used in

the analysis.
A. 8jignal and Array Equation
. It is the purpose of this section to introduce those
ideas from the theories of antenna arrays anu spread spec-
trum techniques that are used as a basis for the main thrust
of this thesis. It is assumed that the reader has a back-
ground in antenna theory and is familiar with spread spec-
trum techniques. Thus, this section will prove to be a
short review and will also introduce the various simplifying
assumptions used to keep the array analysis tractable.
Figure 1 illustrates the basic coordinate system that
is used. It is a spherical coordinate axis with parameters
(6, @, r ) to desiénate position. The location of the 1'th
eloment of an antenna array is designated by (0; s, o)
The source of the signal is located in the far field or
Fraunhofer region at angles (&, ¢ ). This region is usually
defined to begin at a distance of ZLZ/X from the antenna
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Figure 2. Pseudo-noise waveform.

where L is the largest antenna dimension and A is the wave-
1ength_of the carrier frequency (Refs 8:6 and 19:132-60).

The spread épectrum signal used in this thesis is com-
posed of two parts: the information signal and the pseudo-
noise signal (PN code). The information signal is consid-
ered to be a voice signal or a digitally sampled voice
signal, v(%) . Thus, the information signal can be con-
sidered a low frequency signal with a bandwidth in the range

of 10 KHz or less.

The pseudo-noise signal can be thought of as a train of

1 1's that switches states randomly at a relatively high rate,

such as 5 MHz. This pulse train, p(t), becomes periodic after

some fixed number of pulses has passed. Each bit of the code

is usually referred to as a chip; the entire periodic se-
quence is called a code word (Figure 2). Pulse trains can

easily be implemented by properly connecting a recirculating
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Figure 3. ‘Maximal Iéﬁgth.code géne;ator.

register of N bits in length to create a 2" - 1 bit pulse
train {Ref 4:80) (Figure 3). This type of code sequence:is
célled a maximal length code. One of the desirable proper-
ties of the code_word is that it has low autocorrelation if
the time shift is a full chip width or greatsr. It has been
shown (Ref 9:1148) that the codes generated by the.recircu-
‘lating register of Figure 3 have this property.

As Dixon (Ref 4:14-23) has illustrated the power spec-
trum of a PN code always has a (sin x/x)2 character where
the first null of the spectrum is at the clock rate of the.
code; i.e., the first null of a 5 MH=z code is located at
f =5 Miz . He also shows that about 90% of the code power
is located within the first null. Thus, the code bandwidth
can usually be considered to be the bandwidth of the main
lobe of the power spectrum. Modulation of the information
signal by the pseudo-noise signal creates the spread spectrum

( signal. Since the purpose of the code is to spread the
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signal spectrum, itevspectrum is usually much wider than

the signal's spectrum. Thus, the bandwidth of the spread

spectrum signal is very nearly the bandwidth of the code.

This modulation can be modeled in one of two ways. The

pulse train can be thought of as a direct amplitude aodula-
tica of the gignal or it can be looked 4t as & phase modu-

lation, ¢>(gj » of the carrier frequency, where

§,(£) » O or .
The spread spectrum signal is then translated to the

carrier frequency, fo. for transmission. During any numer-

ical calculations performed later, fo will be considered in

the UHIF range; about 350 MHz. Bringing these elements to-
getﬁer using the phase shift model for p(t), the spread

spectrum signal becomes

$(¢) ~ v(t)eos[awft + ¢p(t)] (1)

This can be written as

s(e) ee{vwe_?'["""" N ¢,u)l}

- Refune bW P ] (2)

where Re{*} stands for the real part of the complex ex-

pression. The complex envelope of s(t) is

T(#) 2 y(s)edt® (3)

t
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Thus,

}'.'Urf. 4 }

s(#) = Rel3(4)e (&)

» : 3(z) 1is considered the complex baseband representation of
the spread spectrum signal. | )

;? D - The.grray'is‘élao modeled us.ng a complex Easeband:

32 representation. Since our primary interest is to modei fhe
k propagation and weighting effects of the adaptive array, a

variety of simplifying assumpticns are made. First, all

antenna elements are aséumed to be isotropic in nature.
Second, since we are concerned primarily with small arrays
(few elements), mutual coupling effects are ignored.

With these assumptions, there are only two effects to
model: the spatial effects and the adaptive effects. The

spatial effects mcdeled are simply the relative propagation

time differences between the elemeats of the array and the
origin. Typically, one element of the array is chosen as

the origin and the propagation delays (or advances) are 3

measured with respect to this element. The propagation
delay, £, , is the time that elapses from the moment the %
signal wavefront reaches the origin. Figure 4 shows a typ-

s A - Bt

ical relationship between the signal and two elements, one
of which is considered the origin. The propagation delay
from the i'th element to the origin is precisely (X - Y)/c
where ¢ is the velocity of light. However, it is well known
that if the angle, a, is small then Y is approximately the §

10




-0 S A S -
0 e D A e M ———— s

YIS

s(t)

Element 1

Figure 4. Propagation delay, tj.

same as its projection onto X. Thus, the distance X - Y
can be closely approximated by the distance r; cos Y: .
This is basically the same assumption used to identify the
far field region, i.e., X and Y are approximately parallel.
This approximation is correct to within 1% error if the angle
é is less than 8° . The worst case for this approximation is
when X =Y , because r then subtends the largest angle a.
In this case, the ratio %%& must be greater than 7.2 to
keep angle a less than 8°,

Using the above approximation for the pfopagation delay,

we obtain

(5)

N
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where the angle t{f‘ can bo calculated as follows (see Fig. 1)1

cos ¥/ = cos0cos B, +Sinésing cos(p -@;) (6)

The propagation delay, 1, , has the effect of delaying (or
advancing) the signal by the amount, £, . Thus, the signal

at the 1i'th element can be represented by

s, (t) = s(21+%)

b (Re2)  gdof, (B0 X)
. Re{v(t*f‘-)e”’( et !
Thus, the complex envelupe of the delayed signal becomes
N
- (i‘*i")"'a"{s*i}
5.(¢t) = v(;t+.£‘-)cﬂ¢' (8)

As stated earlier, the array is to be modeled using a complex
baseband representation. Therefore, the adaptive effects
can be modeled simply by a complex weighting term, A (f)ef"‘ 4 (t).
used as a multiplier on the signal at the i'th antenna
element. Multiplying the signal by the weighting coeffi-
cient results in the complex output of the i'th element.

56,0 4) = 3,(0) A1) exp[ 4o s)]

« Ak L) esplj{g 4ok rark & o ()] (9)

12
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Now, since mutual coupling effects are being ignored in this
analysis, the output of the array is simply the summed out-

puts of the individual elements. Thus, the resultant output
of the array is represented by

4

X (9, (te £, )0 anf 4 w (1)
s(0,9,¢) ‘_Z‘ v(t‘x‘-)e; ? ]A'“)ej‘(

{: B (1)v(k va,) e FLIU 2D 7 amtiv s @l o)
This, then, is the complex baseband model of the array for

a spread spectrum signal. A;(4), 4 and = (¢ are all
parameters of the array. They each have an effect on the
output signal of the array. Chapters III and IV of this
thesis analyze the effect of these parameters on the ability
of the array to pass the information undistorted.

B. Receivers

Eq (10) is the output of the array. This becomes the
input to the receiver. One of the objectives of this thesis
is to determine what effects Eq (10) will have on receivers.
The operation of two receivers is analyzed in Chapters III
and IV. This section presents the models for those two
receivers.

One receiver used is the correlation detector shown in
FPigure 5. With this receiver we assume a priori knowledge
of both the transmission frequency and the pseudc-noise
code. However, it is assumed that there is a start time

uncertainty, T , in the code generator resulting in mismatch

13
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p(t +T)

T

0(t) ~,——:{ Threshold
J(')Jf — Detector | o

cos(2m#$,t)

a. Pulse String Model

o(t) N Threshold
J}JJf Detector —

cos(amfit +4,(¢+T))
b. PSK Model

B(y) =Re( )= [t Detastor

e—j{‘, (t+T)+by

¢. Complex Baseband Model

Figure 5. Correlation Detector.

between the transmitter and the receiver., Both are used to
modulate the output of the adaptive array and the result is
passed through an integrator. This system would be used if
the information, v(t), is also transmitted digitally. The

integrator period, T, is the period of the information code.
Recalling that the array was modeled using a complex, base-
band representation, it is desirable to use the same type

model for the receivers. Ry employing the PSK form for the

PN code, the model for the correlation receiver becomes a
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¢ ©)+b]
multiplication by the complex -exponential, e{ ¢ LhpheT)+ } ’

followed by the detection clrcuitry (Fig.5¢). The phase
shift, b, is used to shift the signal phase so that any
desired compunent of the complex signal can be observed at
the output of the detectcr.

The other receiver examined in this thesis is the
envelope detector illustrated in Figure 6. It is used in
an analysis to judge the effect of not knowing or even
estimating the phase of the carrier on the output. The
baseband model of this system (Fig. 6c) is simply a corre-
lation cperation followed by an absolute value operation.

Both models have used the offset T to represent
timing mismatch between the transmitter and receiver codes.
If T is kept as a parameter, then the receiver output is
a functicn of T. As T is allowei to vary the output be-
ccmes the correlation function of the array output and the
code. The properties of the correlation function are em-
phasigzed in the examples of Chapter III.

C. Performance

The dcueigners of adaptive arrays consider perforiance
in terms of parameters like the antenna directivity, the
main lobe beamwidth, the number of degrees of freedom, etc.
(Ref 10). They also investigate how fast the array adapts
from ong steady state to another, how well the array nulls
point sources of interference, how many noise sources can be

nulled or how many degrees of freedom are used up to null a
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a. Pulse String Model
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cor(amh £ +4,(4-77) (1)
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b. PSK Model
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¢. Complex Baseband Model * Low Pass Filter

Figure 6. Envelope Detector.
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specific noise source or group of noise sources (Refs i1 and
12). All of these performance characteristics are important
snd need to be known for any given system. But these are
incomplete for total description of the communication sys-
tem of which the array is one part.

There is another series of performance criteria that
should be studied. The effect of the array on a signal can
be analyred from the viewpoint of the array as a filter. As
such, the array's performance can be discussed in terms of
signal distortion. The array affects incoming signals in
several ways, each of which causes distortion. First, the
arrays have frequency dependent radiation patterns (as do all
antennas). These patterns cause attenuations and phase
shifts of the various frequency components of incoming
signals. Since the effect is different at different fre-
quencies, this will result in a distortion of wideband sig-
nals such as spread spectrum signals. If the distortion is
great enough, the characteristics of the pseudo-noise code
will be lost and the receiver's internally generated code
will not be able to synchronize with the signal's code.
Without code lock, the system cannot recompress the spread
gpectrum signal back down to its original bandwidth and the
information will be lost. The receivers perform a correla-
tion of the received signal with the code. Therefore, in--
stead of looking at the signal directly, we will investigate
the effects of the array on the properties of the correlation

function of the code.

17
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Second, the weighting coefficients ars time varying in
an adaptive system. They are used as multipliers to the
incoming signal and thus they become a direct modulation of
the incoming signal. In Chapter IV, two models for the
weighting coefficients are investigated to determine con-
ditions under which the time varying properties of the
weighting coefficlients cause additional signal distortion.

18
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II1  Rerformance of Static Arrave

This chapter analyzes the performance of arrays when
the weighting coefficients are fixed. A variety of static
cases are studied. The cases analyzed are not in them-
selves supposed to represent actual syctems. Thy effects
on the output of the system geometry and the location of
the signal in the antenna pattern are studie-.

A. Fixed Array Equation
The analysis begins by modifying the array equation

for static conditions. Thus, assume
.d‘-(j) '.(“
A (2)et™ o Aet (11)

where A; and <. are real constants. Then Eq (10) becomes

N X +4. wbd +eo.
5(6,0, £) =) A, v(t + 4 )edllle e8I amih ] (12)

<z

or as written in the frequency domain

: y faw(E + F)4 +
(v(t)e”’(t)}lg A‘.ej[:"(' )X, ] (13)

36,49 =
where éF[J represents the Fourier transform.
At this point, it becomes interesting to study the
array ﬁroperties separately. As such, the specific signal
form is uninteresting. Thus, for simplicity, let m(t)

LRGN

T he




represent v(t)e#/u) and M(f) represent J)[v(t)cﬁ”“iz Eq (13)

becomes

: N ( + , P R
i 5(0,0,8) = ME)y A et R4 ] (14)
asl .

This is a function of the variable f. 3(6, ¢,f] is the sys-
tem output and M(f) is the system input. From linear system
theory, the ratio of the output to the input is considered

the system transfer function, H(f). In this case, the sum-

mation term becomes the transfer function

. N .
L: H(-") = z A‘-el{a"(c‘ﬁ)t‘. ‘.‘J] . (15)

sl

However, the transfer function in this case is no sim-
Ply a function of freguency. It is also a function of the J

weighting coefficients ( =; and A.), the signal's location

(6 and @), and the array's geometry (6, ¢:,r; ). All these
other parameters, except the signal location parameters,
become fixed for the case of the static array. Thus, the
array's transfer function can be considered as a function of
9 ,¢, and f . The dependence of the transfer function on
6 and ¢ is in the cependence of the £5 on é and ¢ (see
Eq (5) for details).

At this point it becomes necessary to introduce the
concept of the phase center (Ref 19:72). In essence, the
phase center is the geometric center of the array. If the

origin is located at the phase center, then the sum of the




time delays becomes gzero.

LA <0 (16)

T
.
[
-~

In an arbitrarily located coordinate system, the phase center

will be located at a time delay point £, . It then becomes

i true that.
N
Y(d-4) = 0 | (17)
43
| Thus,
WA
A = s NA (18)
Pry 4 il xc <
‘Therefore,
- . T
A » WL 4 (19)
al

With this concept in mind return to Bq (15) and factor out

the phase center term. The result is

ng(;.gucf: e v (B F )k - 4)+ <. ]

ey

H(e, ¢,7) -

awfidy janbed fan (P F(4 -2 ¢ ]
=gl *tef ‘; Aie*{ : (20) ‘




Now the summatlion term can be expanded into a Taylor series.

g.‘ The result ls
"’ 4
3 N oy N ) :
F a‘ZA‘,e"["’ o (4= le)' "13 *1‘.7'{‘ZA,‘ (ﬂ‘. _‘e)efp* .(1"‘/{&)6 q‘J
4 1 AV
] ?‘Jv’)“ o afamb(h -2, )4~
et m-1)! J;A;(*J'Ja)ve}[" (‘ ) J+;'-'
: A + .&'.?v'fﬁ “ aee (21).
where
Y fawf (£, - oA, ) 1
A "E—*‘#‘“‘L‘“*‘m e ey (2%)
and
N .
Br ) Alg-n PRI ] (23)

Al

It should be noted that A and B are functions of all the
physical array parameters, the carrier frequency, and
(through the <, ) the angular relation between the signal
location and the array orientation. Because of the func-
tional dependence on a wide variety of system parameters,
the author has decided to make the functional dependence
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implicit in the terms themselves. Later, however, functional
relationship with the signal's location will be made expliclt
by referring to these terms as A(©6 ) and B( & ), where 6
will reprasent the signal'‘s location. However, the reader
should recall that the dependence on all the other system
parameters still exists.

Combining the results of Eqs (20) and (21) into Eq (14)
we obtain the system output |

o ’C‘{c oA
s(e,0,%) - M) et i eg-?'r e

x [Ar gami8e ) (24)

The first exponential is recognized as a phase shift that is
functionally dependent on the relationship between the loca-
tion of the signal, the location of the phase center, and
the location of the origin of our coordinate system. The
second exponential is a linear phase term that is also a
function of the same points. Eq (24) can easily be trans-
formed into the time domain by recalling that a linear phase
shift transforms into a time delay and that (ééwtf” trans-
forms intc the n’th derivative., Thus Eq (24) becomes

3(6,9, £) + @i am (412 Ardalihl g o .

~ ’ 1 ""r ‘-'xg)*.‘i
& m(trh) .__!__ A (k- 2)™ JD (A ] + e (25)

2 AR i

BT RN A L T




AT TR e b,

e it it . st i e Ay, Pt e s bnn e et

e

cani ool o vl Lo

It should be explained at this point that Bq (25) is a

baseband represehtatiqn of ths system. Thus, signals used

in this équation must be written in their comple- baseband

form. For example, a monochromatic signal, cos a7ft , at
the array's center frequency, fo' has a baseband representa-
tion of m(t) = 1.0 (i.e., a d.c. component) ir. this equa-
tion. Thus, the monochromatic signal has no derivative terms
and the output of the array is just the first term of the
series.

At this point one might ask why the phase center terms
were factored out of Eq (15) before performing the Taylor
series expansion. The purpose is to separate the array
geometry effects from effects due to selection of the origin.
The terms factored out of the array's transfer function were
dependent on the selection of the origin. The remaining
terms are simply a function of the array and signal geometry.
As BEq (25) shows, the origin dependent terms result in a
phase shift and a time delay.

Now Eq (25) provides several very important insights
into the operation of antenna arrays. Foremost is that, in
general, the output of an array is the sum of the signal and
all of its time derivatives. The signal and its derivatives
are each weighted by complex numbers before they are added.
These complex weightings are derived from the signal and
array geometry. They account for most of the typically ob-
served properties of arrays. Eq (25) was obtained through
a power serlies expansion. A similar operation can be per-
formed on any system transfer function providing the
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expansion is carried out using inverse powers of f, also.
As will be seen later, the utility of this expansion is in
the fact that the first two terms are sufficient to repre-
sent the system output of arrays.

The first term, m(x*tc)ef"m:t‘i A; e % has usually
been considered the sole output of ;he array. The summa-
tion term is commonly called the array factor and is used
to determine the properties of arrays (Ref 10:Chapter 1).
Such things as the radiation pattern of the array, the main
lobe location and beamwidth, null locations, and sidelobe
properties are derived from this term. In fact, all the
usual properties of arrays have been studied using only this
first term of the series expansion. From the viewpoint of

this Taylor series expan81on the flrst term is the sole out-

put of the array if and only if f = ; i1.e., the 1nput is
monochromatic at the array's center frequency, fo' Nearly
all antenna work makes this assumption or assumes the signal
is close enough to a monochromatic signal in nature that the
assumption yields valid results.

The derivation of Eq (25) shows that the time deriva-
tives are present at the output of the array. The question
should arise, then, why haven't the higher order terms of
Eq (25) been observed? There are a variety of reasons of
which the two most basic ones will be described: (1) the
complex weighting factors and (2) typical operating
techniques.

Under most circumstances the higher order terms are
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extremely small compared to the first term and are not ob-
servable as a result. The basic reason for this has to do
with the (id-z%)"factora found in the other terms of the
series. The # and 4 of most systems are on the order of

10™6

geconds or less. By attenuating the output of the
first derivative term by this amount it is virtually un-
detectable in comparison to the first term of the series
expansion under most operating conditions. However, in the
neighborhood of nulls the first term of the series expan-
sion becomes almoust zero. Thus, in the neighborhood of

nulls, the derivative term should be of comparable magnitude

- with the signal term and its existence and effects should be

observable.

The-second reason for not seeing the higher order terms
is related strongly to the first reason. No present day
system operates with the signal located at a null of the
gsystem. In fact, most systems attempt to steer the array
at the signal. Recall that £;* 51;;11 . When ¥ = 90°
the 4 are identically zero and there are no propagation
delays (the same holds true for £, ). This location is the
natural main beam axis of the array. Replacing the £, and
,A‘ in Eq (25) by zero results in the loss of all terms of
the series except the first term, the term containing the
signal m(t). This means that none of the signal's deriva-
tives are passed through the array. The output is simply
an amplified and phase shifted version of the input signal.
Thus, there is no distortion. This is why the main beam is
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an ideal location for the signal as has been known from all
previous work in this field. Thus, most operating systems
have not obsgerved derivative terms at the output.

There is another observation that can be made about
BEq (25) at this time. In general, the signal and all its
derivatives will each be.multiplied by different complex
numbers. Each of these complex numbers will change the gain
and phase of the signal and its derivatives. Thus, all the
terms will have different phase angles. This means that if
a phase tracking system could lock onto the phase of the
signal then only the projection of the time derivatives onto
this phase axis would be observed at the output. In fact,
if the signal and its derivatives are shifted with respect
to each other by a full 90° there would be no time deriva-

tives observed at the output. This property will be illus-

trated in the example in the next section.

There is one final concept about Eq (25) to be studied
here. It was shown above that the derivative term is multi-
plied by a complex number that is usually many orders of
magnitude smaller than the complex number that is combined
with the signal. Thus, at most locations the signal term is
dominant. However, this implies that the signal and its
derivative are comparable in magnitude. The true determina-
tion of the output is the product of the signal and its gain
and the product of the derivative and its gain. If the
derivative term is many orders of magnitude larger than the
signal term, this could offset the effect of the complex
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constants to the extent that both the signal term and its
derivative term would be observable in areas other than at
the nulls of the array. In fact, if the derivative is
large enough it could, in itself, become the dominant out-
put everywhere except at the main beam axis.

Papoulis (Ref 151178-182) develops a bound on signal
derivatives based on the signal's energy and bandwidth. The
energy of the bandlimited signal, x(t), is defined as

-

- £
Ex [ e at = ;[ (X8 af (26)

where X(f) is the Fourier transform of the signal x(t) and
f, is the frequency limit cn the transform; i.e., X(f) =0
for Ifl = £, o Using this, linear system theory, and
the Schwarz inequality, Papoulis shows that

ECNEES (27)
The equality holds at time t = T, only if X(f)~= ‘{Hei&',
where k is a constant.

This bound is very useful in that it shows two methods
by which the derivative term can be kept below certain
desired levels. The first is to keep the signal energy low
and the second is to keep the bandwidth of the signal low.
However, both of these conditions counteract other desirable
features such as the desire to have E large for high signal

to noise ratios and to have wideband (fo large) signal

28
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transmission (spread spectrum, for instance) for anti-
jamming purposes.

Bq (27) is not an equality; it is simply a bound on
the derivative. It leaves the impression that the deriva-
tive increases with increases in the energy or the band-
width, but it doesn't prove this. What Eq (25) has shown
is that the derivative term is passed by the array. Pa-
poulis has defined two parameters that can be controlled to
keep the derivative bounded and thus keep the derivative's
effects under some arbitrary level. However, research in
this area could determine signal sets that have much smaller
derivatives than this bound indicates. This research will
become necessary if the trend toward using both antenna
arrays and wideband signals continues.

The analysis to this point has shown the effect the

array has on the incoming signal. As Eq (25) shows, the

output of the array is, in general. somewhat different than
the signal that entered. The question arises, then, what
effect does this output have on the system's receiver.
Bq (25) is too general to give specific results, but certain
characteristics can be discussed.

First, we look at the coherent receiver of Figure 5.
To operate properly, this receiver must measure the phase
of the incoming signal and set the local oscillator phase
to match this phase. Then the receiver will be "locked"
onto the signal. Eq (25) reveals a potential problem with
this scheme. There are a variety of signals coming throughi
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" If the phase shifts away from the signal, the loss of coher-

the signal and all ite derivatives. They are all at differ-
ent phases. The overall effective phase is a weighted sum
of all these phases. A phase tracking system will probably
lock onto the overall pnhase and thus will not be precisely
aligned with the desired signal. When the derivative terms
are small compared to the signal term, thé composite phase
will be almost identical to the signal phase and the coher-
ent receiver should function normally. However, near the
null points, the sigral term is highly attenuated and the

phase will become more controlled by the derivative term.

ence will obviously degrade the performance »f the coherent
receivers. The example of Section III. C. will explore
the output phase in detail and show, for a specific array
and signal, just how drastically the phase can change near
the nulls.

Although it is difficult to determine how Eq (25) will

affect the operation of coherent receivers, it is very easy
to see how it will affect the envelope detector of Figure 6.
The envelope detector will just be the magnitude of the

overall signal. Thus, if any of the terms is significantly

larger than the other terms, the output of the envelope de-
tector will basically be that term. Thus, qualitatively we
realize that in most areas, the output will be the dasired f
signal. Close to the nulle the first derivative term will ﬁ

become dominant and the output will appear to be the first
derivative. At some angular distance from the null, the
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Figure 7. Linear, Equally Spaced Array.

signal term and the first derivative term will be approx-
imately the same and the output will become their vector
sum. The example of Section III. C. will also examine this
situation in more detail.

Although Eq (25) contains the necessary information
needed to draw all the above conclusions it is still useful
to examine several specific cases that make the results
more quantitative. The specific examples will illustrate
more'clearly just how far off the nulls that the derivative
term is still significant. The examples will also discuss
more quantitatively the effect of the relationship between

the signal and its first derivative.

B. Linear, Equally Spaced Elements
Consider the case of a linear array with N elements all

spaced equally as shown in Figure 7. Also, assume there are
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no element weights; i.e.; A=1 , & =0 . With the
spacing and geome*ry shown the time delays 1‘- become
£ +(a-1) € ces @ . It should be noted that this geometry
has removed deperidsncs on the spatial parameter, ¢ . Thus,
¢ will be dropped from the equations hereafter. After
substitution Bq (14) becomes
58,0 + Mol o IR foo e (28)

1y,

Following the example of the general case, we would
expand Eq (28) ir a Taylor series at this point. This would
result in an infinite series of summations of N elements
eaci\. However, the summation in Eq (28) can be performed

directly resulting in

] ar(f. . Nw({+ £ )daos &
3(6,€) “(‘)GRPH("‘” (ccﬁ.)icose] sin  §2de

ein r!i';idma

<

= M(F)Q.F[-}lN")";dﬁcose ]

% expf-4(N-1) 7d feos @ sin] ¥ (£44, )deos 6]
P[-?L ¢ ] s‘m'E(h{)dme] (29)

We now observe that M(f) is multiplied by two exponen-

tials and a trigonometric ratio. The exponentials are the

phase-center terms obtained in Eq (2C) where

i i
)‘c - N,IL de:ae (30)




The first exponential is independent of f and is simply a
complex constant when the array parameters are defined. As
such it just creates a constant phase shift of the array
output that can be measured and compensated for by a phase
tracking system. The second exponential is a linear func-
tion of the frequency f. As such it causes a simple time
delay of the signal output.

Now the trigonometric term in Eq (29) can be analyzed

using a Taylor series expansion. The result is

sin] 8F(£+¢) dces 0] - e wEB s (ianf)iC ¢ -
;;%:“.mdme] A+ jarfB+(3ard)’C (31)

= a._(NI) MS'"(I)C"S(NT) —-d—"’-g.sm(Ny) eos(¥) £

sin(Y) sin?(S) (33)
where
7 £ ddos
Y o Zhgtesd (33)

where the expansion has only been carried out for the first
_ sin (NY)
EoN =
and

8- _1_{5'3‘35'"(3)“5(0/3’) - dex8_sin(NT)ess(Y) )
sin® (Y)

two terms. Thus,

(35)
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Obviously, both A and B are functions dependent on the array

parameters and the signal location, & . However, i ey are

- shown as simple constants in this frequency domain analysis.
A is the familiar radiation pattern for linear, equally

spaced arrays and is used to obtain all the monochromatic

and "quasi-monochromatic" results that have been published.

Inserting these expressions into Eq (29) and inverse trans-

forming yields

(6, £) = m(L+ L) exp[g'.?ﬂ'ﬂ tg] A

dim( 2 :
-+ _Lm.(__i_)l e"P[ tjw}:tc] B PP (36)

at

“he value of this expression is in the following obser-

First, m(t + tc) and its first derivative are
Thus, this term

vations.

multiplied by the same complex constant.

shifts both terms by the same phase. Second, the factor A

is purely real, while the factor B, although complicated, is :

purely imaginary. Thus, these two terms will force the i

signal m(t + tc). and its first derivative to be separated

in phase by 90°,

This is a very interesting result because it reveals a
possible technique for improving the array operation. If a é
phase tracking loop can lock onto the phase of the signal ;
term, then the phase can be shifted so that only the signal ';

will be along the imaginary axis and will not be observed at i
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the output of the correlator.

The linear array results obtained from Eq (36) are
useful, but quantitative results still haven't been inves-
tigated to determine the extent of these effects. Thus, the
next section derives results for a specific case of Eq (29).
C. Four Element, Linear Array

The specific example to be studied here will have the

following parameters:

N= 4
d= Asa
£ - 350 MHz

Substituting the first two parameters into Eq (29) yields

snfaw (1¢§)cos 0]

sin[’;'(hf;)w 6] (37)

5(8,%) M(f)exp[} eoso] exP[} S cosd]

This equation can be analyzed in exactly the same way the
linear array equation was analyzed in the last section.
First, it is easy to recognize the first exponential as a
constant phase gshift that is a function of the signal's
location, 84 . Second, the other exponential is the time
delay term that is also a function of 6 . It should be
noted that both these terms reduce to 1 for 6 = 90°, This
is the location of the maiﬁ'beam axis for this array. Thus,
for signals located on the main beam axis there is no phase
shift or time delay caused by the array. PFinally, it shoulad
be realized that these terms do not diatért the signal; they
only shift it in time and phase. However, the system
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designer must compensate for these terms in hie deaign'(this
may not be trivial for multiple signals and nultiple loca-
tions). Thus, for thié example, only the rﬁtio‘of~the sine
functions is left to cause any signal distortion.

In the last section, this'tefm was expanded around
f =0 and only two terms in the expansion were analyzed.

No analysis was made to indicate when the third and higher
order terms can be ignored. The usual criteria for ignoring
the higher order terms is that the function that has been
expanded is almost linear in thea region of interest around
the expansion point. In this case, the region of lnterest
is the bandwidth of the signal.

The (sin Nx/sin x) term of this example can be expanded
exactly like the similar term of the last section. . This
will, in fact, be dons shortly. PFirst, however, a slightly
different approach will yield more in3zight into when the
higher ordsr terms can be ignored.

Figure 8 is a plot of the sinusoidal ratio for several
values of ¢ . This figure shows the effect on frequency
components as far as 100% away from the carrier frequency,
fo‘ For moderately wideband signals in the UHF 1ange, the
bardwidth-to-carrier ratio would be less than 10% and in
most cases more like 1% or 2%. Thus, the region of interest
is confined close to the vertical axis in Figure 8. When
n/fo is small, Figure 8 shows that the curve is very nearly
linear.

Assume for a moment that in the bandwidth of interest
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the curve is precisely linear. Then the last term in
Bq (37) could be replaced by a term of the form A-*}J'BF .

where A and B are real constants that are evaluated for each

value of 6. Letting 4.8 , Eq (37) then becomes

é-?r e,

36, ME©)IF TR (AL 42080)

- '%WCosO st £, . ~§" 03 O (I L,
Aet M({‘)etJ "'(1.?*”66’ ¢ M(C)e‘ (38)

Now the above can be transformed back ini«y the time domain.

56,4 + ¥ an(eo4) + 8 HFD)  dlniin)]  (39)

The first term is simply the signal shifted in time and
moved in quadrature by the exponential term. The second
term is the time derivative of the time shifted signal. It
is also shifted in phase by a constant amount. Note that
this phase shift is 90° less than the other phase shift.
If a receiver could track one of these components, it
would not see the other compcnent. If a coherent receiver
locks onto the phase of the first term, the output will be
the desired signal. If it locks onto the phase of the sec-
ond term, the output will be the derivative term. 1If it
locks onto the composite phase of the output, then the out-
put will be determined by the relative magnitude of the var-

lous terms. As will bte shown shortly, the signal term is

womttimedin e o 2 Ll ca s, o Sy




dominant in most regions. Thus, the phase will be close to
the signal phase. Near nulls, however, the dominant term is

the derivative and the phase will shift toward the deriva-

tive's phase axis.
f An envelope detector (as shown in Fig. 6) would pass
the magnitude to the receiver. Thus, the output of the en-

velope detector would be

() <[{Am (£ 4] + (GGt J* 1 ¥ (40)

after the quadrature detection. The first term is the de-
sired signal. The other term can be considered a noise term.
As long as this term is small compared to the signal, the
receiver will be able to operate. This can occur in several
wayss B can be very small compared to A or the derivative
can be small compared to the signal.

The results of Eqs (39) and (40) were obtained based on
the assumption that the trigonometric term in Eq (37) can
validly be modeled as a linear function of frequency. As

stated earlier, the curves of Figure 8 indicate that this

model is valid for f/fo < .1 . !

We can now evaluate the constants of the linear model %
through the use of the Taylor series expansion. Substitu- E
ting the array parameter into Eq (32) yields

sin[an (1+$)cos 0] _ sn(27ces8)

sm[g([+‘{:‘)¢_°6e] B Sin(ECose)

sin “( T cos 0)
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Thus,
. sin(dmcosd)
A sin( T cose) (k2)
and

sin?( ¥ cos e)

: "}M[—L“"‘"i‘—l‘wm ? “cos (50 Oun (2700 8) ] (43)

The term A is the usual array factor term used for
antenna analysis. By plotting |A| in a polar plot, we
obfain the antenna radiation pattern (Fig. 9). The main
lobe, side lobes, and nulls are defined according to this
term. As can be seen, this array has nulls at 0° and 60°.
By plotting |B| in a similar way we have what can be
called the "time derivative radiation pattern" (Fig. 10).

By observing these two plots, a very interesting phe-
nomenon is observed. The location of the main lobe and
sidelobe peaks in the antenna radiation pattern is the loca-
tion of the nulls in the time derivative radiation pattern.
Furthermore, it is seen that the opposite occurs. The peaks
in the time derivative radiation pattern are the same as the
nulls for‘thé antenna radiation pattern. Later examples
(Section III. D.) seems to indicate that the reciprocal
relationship between these two parameters holds in general.
No effort has been expended to determine under which condi-
tions this phenomenon exists or whether it has any practical

uses. It is just pointed out that the phenomenon exists in
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the examples used in this thesis and the author suggests
that it be given a closer examination.

It is easy to show that |A| and |B| are symmetrical
about both @ =0° and 6 =90° , Thus, data about

these numbers in the first quadrant are sufficient to de-

g? scribe their values everywhere. Table I tabulates these two
;, numbers in the first quadrant. As can be ohbserved, B is

V very small compared to A except in the neighborhood of the
two null points at 0° and 60°. Tables II and III tabulate

these numbers in more detail around the null points. These
latter tables show that A decreases and becomes comparable
to B near the two nulls. -

‘ The values in the tables were calculated using a com-
puter to evaluate Eqs (42) and (43). Thus, roundoff errors
are a concern when the numbers become small. This effect is
evident at the two null points 0° and 60°. By simple sub-
stitution into BEq (42), it is readily seen that A is zero at
these locations. Also, B should be zero at & = 90°
The tables do not show zero results at these points. The
calculations were run a second time using double precision
numbers. The fesults at these three points became closer to
the correct values indicating that the errors are due to
roundoff errors that accumulate during the calculations.
What is important, however, is that none of the other entries
changed when the double precision calculations were carried
out. This indicates that there is no roundoff error (to

seven significant figures) in any of the other entries.
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These tables illustrate, for this example, the state-
ment in Section IIl. A. that the multiplier of the deriva-
tive term is usually orders of magnitude smallér than the
multiplier of the signal term. This table also indicates
another valid reason why the derivative term is not normally
cbserved. As can be seen from the tables, B is on the order
of 10°8, Thus, the derivative term is attenuated by a volt-
age ratio of 80 dB or more atv all @ignal locations. This
amount of attenuation will normally push the derivative term
down into the system's noise region.

At this point, then, it appears ludicrous to study such
an insignificant signal further. However, there are two
things that will counter this ac¢tenuation effect. The first
reason is the concept of spread spectrum itself. By using a
‘PN coded signal, spread spectrum techniques typically give
the system an extra 20 - 30 dB of SNR capabilities with a
practical upper limit of about 70 dB (Ref 4:17 and 24).

Thus, spread spectrum systems have the capability to detect
low level signals if they know what they're looking for.
The analysis of this thesis indicates what the form of that
low level signal happens to be.

The second reason comes from the increasing demand for
higher data transmission rates. For certain signal sets,
the higher the data rate the higher the time derivatives for
constant amplitude signals. Thus, for high data or code
rates the derivative could itself be orders of magnitude

higher than the signal. This would offset the 80 dB loss
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S

considerably. These two reasons can combine to make the
derivative term a signal that can be observed and can have
an effect on the system output.

The fact that signals and their derivatives can bve
orders of magnitude different leads to the problem of de-
termining at which locations around the array that the
derivative term has a noticeable effect on the array output.
Tables I, II, and III are not really in a format that
Quickly show this.

Typically a designer would indicate that the effect
of the derivative term is ignorable if the signal output-

to-derivative output ratio is greater than some value.?Z.

—glggﬁr— R/ ()

Rearranging and taking logarithms yields

lo § 2 Loy () . o 7 (45)

Now, the designer can use this as a criterion to determine

those regions where the array will operate satisfactorily.

The ratio, log A/B, for the array example of this section
has been plotted in Figure 11. j
To see how to use this figure, a signal and its deriva- ‘
tive are required. One of the purposes of this thesis. was
to determine the effects of arrays on spread spectrum sig-

nals. This can be partially accomplished by determining

b7
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the array effects on just the PN code. We recall that the
incoming signal 1s correlated with the code in order to
despread the signal. Thus, if the code is the sole input,
we are ultimately interested in the array effects on the
code's ccrrelation function. It is true that the correla-

tion cf a PN code word with itself is a triangular waveform

e ot i U,

TIRT

of height NT and wldth 2T, where T is the chip period and

T

N is the code length (Ref 4:164-67). Therefore, for the re-

Sl

é mainder of this example the signal will be considered fo be
i the triangular waveform of Figure 12,

é Using the specific values in Figure 12, the ratio

é has the value 5 x 10° near £ =0 . Also, assume that an

[ acceptable value for 7) is 10. Eq (45) becomes

v

,ﬂﬁ} %% ,203, 5x/0°5 4 JLT}/o
5.1

+ L0

= 6.1 (46)

Figure 11 shows that A/B exceeds this threshold everywhere

except very close to the two null points., - If either 77 or

-

Tt e sk~ oL B s

the ratio is inecreased, the area of acceptable operation
will decrease. This example 11lustrates the procedure that

can be followed by the engineer in evaluating his system's

Py CaL v st P

oreration.

In the course of astudying the properties of this erray,

' a4 computer program was written to implement Bg (14). The

k9
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L = amadt - e e e i
TGain
T =2 x 10"6 |
f .
i
i
- Time (Seconds) '
a. Signal
] ~ Gain
1(
i 1
< T 5 |
) T | %
|
|
i
b. Time Derivative of Signal }
Figure 12, Sample Signal.
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appendix discusses the details of this program. The only
important details needed here are that the parameters of
this example were included in the program, plots for various
signal locations were requested, and the signal used was the
triangular signal of Figure 12.

As is easily shown, the first derivative of a trian-
gular signal is a square wave. The basic form of the sig-
nal and its derivative were illustrated in Figure 12. This
signal wae originally selected because it represents the
correlation function of a PN code. Notice that the time
derivative has an amplitude that is 5 x 105 times larger
than the signal. This will cause the time derivative term
to have more effect on the overall output than predicted by

the constants A and B alone. This should lead the reader

to the realization that signals with triangular correlation
functions are not good signals to use with arrays if the

effect of derivatives is undesirable. )

As will be ghown momentarily, the plots from this com-

puter progiram illustrate quite nicely the results discussed

to this point. By substituting the parameters of this ex-~

. s e

JRESE TR Ay e v gy 2

ample into the program we are in essence programning the

time domain verslon of Eq (37) which is Yasically Eq (39).

e o

s

The computer program was run for seven different signal
locations:s 0°, 1°, 10*, 40°, 60?.'70.53°, and 90°., These

locations include ‘the two null positions, 0° ana 60°, and

B e N,

e

+the main beam axis, 90°., The output waveform is complex.

It can bte manipulated ir several cdifferent ways to obtain

SR 0 L BTN i i M




the equivalent output of real systems.

The first operation performed is to plot the real part

of the complex waveform. This is equivalent to looking at
a coherent detector that is locked onto zero relative prase.

As can be seen from the phase shift terms of Bg (39), the

T T T S T T T A e s e, . .
- S g AR e

ST

phase of the signal varies from 270° to 0° (passing through

i 180°) as the signal location moves from 0° to 90° while the
phase of the derivative term moves from 180° to -90° in the
same interval. Thus, at 0° and at cos'1(1/3) (approximately
L 70.53°) it is seen that the time derivative's phase places
it on the real axis and the signal's phase places it on tna
imaginary axis. Thus, this coherent receiver will not see
the signal at these locations. At other signal loca‘ions,

the receiver will see components of both signals on the real

axis., The size of the signal will be large compared to the

derivative in most case¢s and the derivative won't be ob-

servable. Near 60°, though, the signal's magnitude drops
and the derivative component becomes observable. Figures
13 through 19 illustrate what the real part of the nutput
looks like. As can be seen, the output is roatly the
derivative near the two nulls, 0° and 60°, and it is mostly

the derivative at 70.53°. At 10° w2 observe the effect of

both signals on the output. If we had selected a signal i

closer to the null at 0°, the derivative term would be more

evident in the output.

T A e e

The reader should note that the figures that contain

the square wave signal have low amplitude oscillations near
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the corners of the squaré wave. These oscillations are
caused by the Gibbs phenomenon (Ref 2:105-i07). In essence,
these oscillations are created any time a signal with dis-
continuities is represented by a finite length Fourier
series.

The next operation performed by the program is to plot
the magnitude of the complex waveform. This is equivalent
to looking at the output of an envelope detector. The re-
sults are shown in Figures 20 through 26. Comparing these
plots with Figures 13 through 1S shews that the envelbpe
detector yields the desired signal as an output more often
than the coherent r=2ceiver used; e.g., compare Figure 18
with Figure 25. Figure 21 is the most interesting of this

group. It illustrates the appearance of the output when
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the signal term and the ¢erivative term are both about the
same magnitude.

The third operation performed by the program is to sep-
arate the signal and its derivative into>separate duadratures.
This is possible because the signal and the derivative are
aeparated~by 90° of phase shift. Recall that this is not

necessarily true for all arrays. It holds for all linear,

equally apaéed arrays and this example is a member of that

set, but it does not hold for all array geometries. Thus, !
we can separate the slgral and its derivative here, but they
cannot be separated into separate quadratures in any system.
The technique used in the program is to multiply the complex
output by the complex conjugate of the phase of the signal
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-4X0c0 6
term in Bq (39). This multiplier is ¢ f': ° « The

result of this operation is to leave the signal as the real
part of the complex waveform and the derivative term as the
imaginary part. The program then plots these two waveforms
separately. The results are shown in Figures 27 through 40.

Figures 27 and 35 show that the signal term vanishes at
the two nulls and Figure 40 shows that the derivative term
vanishes at 90°, the main beam axis. These figures quite
nicely illustrate the effect of the constants A and B from
Table I on the magnitude of the output terms. For example,
the signal triangle peaks at 2 x 106 (Fig. 12a). The para-
meter A has the value of -9.5 x 10'“ at 1° (Table I). Thus,
the output of the signal quadrature should be

6 L

2x107°x -9.5 x 107" = -1.9 x 1077 (47)
A8 can be seen, this is the peak value of the triangular
waveform in Figure 29. This result can be confirmed in all
the other figures shown here.

The inverted waveform of Figure 29 brings up an inter-
esting point about threshold detector systems. If this
array was used with a system that transmitted positive going
pulses to represent a +1 and negative going pulses to repre-
gent 0, then the detector would have interpreted the pulse
at 1° incorrectly. Figure 37 shows that the same pulse
would have been interpreted correctly if the signal were at

70°. With a little thought the reader should realize that
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this effect would occur with any antipodalisignal set.
Thus, a threshold detector of this type cannot operate
properly with an array unless it has some additional me-
chanism to determine the expected sign of the signal.

The last operation performed by the program is to
calculate the phase of the waveform and plot the results.
Before looking at the plots it is helpful to obtain a feel
for the type of result to expect. An example will bdring
out all the relévant ideas.

To simplify the discussion, assume that the term A
and B from Table I are such that the output sigﬂal (the
triangular waveform) and the output derivative (the square
wave) have the same peak gain. Since these two outputs are
in quadrature the output can be represented in a three di-
mensional representation of the form of Figure 41. The
triangular waveform is in the 0° - t plane. The square
wave is in the 90° - t plane. The system output is then
the vector sum of these two signals.

From this drawing it can be seen that the system out-
put phase will start at 90° at t = -T . As t goes from
t =T toward t = 0 , the phase will vary from 90° to
Ls°., As % passes through t = 0 , the phase will instan-
taneously switch from 45° to -45°. Then as t proceeds
toward t =T , +the phase will transition from -45° to
-90°,

Although a real system cannot instantaneously change

phase, this figure indicates that the phase makes a
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Figure 41. Signal-Derivative Time-Phase Space Representation.
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significant and very rapid phase change over the duration of
the signal when the signal and its derivative are both
equally present. A phase tracking system would be hard
pressed to track this degree of phase shifting.

Now the effect of changing the relative sizes of the
signals in Figure 41 becomes more apparent. As the signal
term is increased, the overall phase moves closer %o the
signal phase. Figures 42 through 48 show the results from
the computer program.

The figures need some clarification before they become
understandable. Figure 42 is the plot for 0°. At this
point, the signal is zero and the phase plot should just
be the phase of the derivative term which is either 90° or
-90° depending on its sign. However, the calculations made

by the computer do not yield exactly zero results for the

signal quadrature. The calculations yield a signal term

that oscillates above and below zero. The computer, using

B g ¢ T e

an algorithm for tan'l(x) that ranges between 90° and -90°,
calculates the phase to be ~89.9° when in reality it would

have been 90.1°. Thus, when the system phase oscillates

LT AT g, etk SV Al

about 90° or -90°, the computer calculaies the phase os-

!
cillations to be wildly fluctuating between 90° and -90°. j
With additional programming, this effect could be elimi- é
nated. However, it only occurs when the phase is calcu- .E
lated at a null. Thus, it is left to the reader to under- |

stand the source of these graphic fluctuations at the two

null points. "
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Figure 43 shows that the phase changes dramatically
in the vicinity of nulls. Figures &4, 45, 47, and 48 show
that the phase remains close to zero when the signal term
is dominant. Thus, in most regions a phase tracking sys-
tem can operate without di-ficulty. However, near the nulls
typical phase tracking systems will probably lose track due
to the fast changes in the cutput phase.

The computer program illustrated the effects of the
array on inconing signals by using a triangular signal.
This signal also yields insights into the signal/time deriv-
ative relationship.

As was mentioned earlier this waveform was initially
selected because of a desire to study the array effects on

the correlation properties of PN code pulses. What resulted
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is summarized in Figure 49. Si-nly stated, the figure
illustrates that the derivative = a pulse has more effect
on the output of the correlator than the pulse whenever the
pulse width is less than one second. For a Y MHz pulse
rate, the effect of the derivative term is 5 x 106 times
greater. This gain term will offset a lot of the insig-
nificance of B in Table I.

The basic results obtained from studying this four
element array can be summarized as follows: (1) the array
equation doe. result in the output of both the signal and
its time derivative; (2) for this example, the signal and
its deriveiive are phase shifted by 90°; (%) in most areas
the signal output is dominant; (4) in the neighborhood of

nulls the phase of the output signal varies dramaticalily.
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D. Sparse Arrays

In the previous section a computer program was used to
illustrate the effects of a linear, equally spaced array on
the incoming signal. The program just illustrated the re-
svlts that had already been developed analytically. In this
section we use the computer program to obtain results for
two arrays that cannot be analyzed in closed form,

The first array to be analyzed is a four element, linear
array. However, the spacing is unequal. The first three
elements are spaced one half wavelength apart and the fourth
element is located five wavelengths from the third element.
This type of element arrangement is called a sparse or
thiﬁned array. The study of sparse arrays is useful for
several reasons. First, they are still fairly easy to ana-
lyze because of the rotational symmetry of the antenna pat-
terns: that is, the output waveform is still independent of
¢ (see Fig. 1). Second, in applications where the antenna
elements are mounted or an aircraft surface, the aircraft
configuration may force a sparse arrangement on the designer.
Third, and probably the most important, is the fact that the
elements are not really isotropic (due to their -wn design,
due to the aircraft structure). This may force the designer
to arrange the elements for a larger field of view. Finally,
although it is not proven here, a properly designed sparce
array <an have some of the properties of larger arrays with-
out th¢ expense of the additionai elements (Ref 7:1121-126).

For the purpose of this analysis, the weighting
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coefficients will be assumed to be resl énd‘oflyglﬁe/qne

(i.e.; A*t, * =0 ). This has the effect of‘steéring
the main beam to broadside (® = 90°). The anélysis focuées
on the first two terms of Egq (25). This part of the equa-

tion can be written as

5(0,2)™ A®B)m(tw)s BQdmitE) (4
where
A@) - ‘i’ c.flltt,(d‘-c-\dc)coaa} -
and
B(o) i’ﬁ‘:“l oo H AL (50)

where d,-d, = -1¥ , d,-d, « -1}, d -d. = "7, and d,-d, = 1.
The analysis begins by evaluating A(©) and B{®) in

terms of 8. Because of the symmetries involved,

A(®) = A(-6) and B(®) = B(-8) . Furthermore,

A(90° - ©) = A(90° + §) with similar results holding for

B(®). Thus, all values of A(6) and B(6) can be easily ob-

tained from values of A(©) and B(®) in the first quadrant.

Table IV lists values for these two parameters in both rec-

tangular and polar format for the first quadrant. The last

column of the table also shows the catio of |A|/|B| for this

array.

78

. dele e L,

i
fi



gHIS PAGE IS BESZ QUALITY PRACTICABLA

FROM COPY PO ™

o TG AR 3 Lt s e e e

. 3 & H TAME LV VALUFS OF & AND B FOR THE SPARSC ARPAY,
3 .
E ’ . - [} A L] A lass)
N 114 [ 1419 TRAS T NARY InASIrARY | 141AX # oroxres
- « 233200y o 4Pare0) wenlilen %4 LLEY I} LI 4 wledTetl .
% § ki) 1Y e iV I=02 o PPre09 LK 1Y : -t.i AT
3 ) 2395000 whVF-52 dh"'" e, y?r=0y 202788 et T ethdF ) 5.2 o185k
; [ RItiL11} LA R 1 Qu2E-08 e birv-09 «?00' 001 " dsei=de -3‘.‘ X Phiell
4 [ ) RE0F G " i1IF 08 dadl=08 e idrr=-:8 22007008 “3 aT4r-38 L3 1A% 382018
1 [ «1902 004 LI A1 1) [ILRLES 1) “s1547=04 «193C4 01 LT} 4 1IRT T wel.8 9250018
F ? o188 000 EIY AR LIRS} «1090-08 EFT LLLER | ) A98Fe 0} -y? NATAY]] 34,2 oPuLEN(Y
1 [ ] BLig4t]] EPSLALEY 1] A4 RT]] - ?P)T- 38 314X} 13Xl =% et TS 24T 11
[ «A195F 000 19t €0y «1ISE=00 EPS (SN} ¥ 114 1 W36L% 09 L% Y o331F0 03
: 18 MY ALET Y e bR =03 131708 =130 BEALLS ] “ted G128ty -72.4 b}
N . 1" «183F 008 A LA L XY I 126002 LN ¥11221 WV 30Fe0) LETY 4 LI Ceny =7%.0 PRI YT 1]
R 11 s1390 098 EIATIET S «120F-08 CXSATARY 1) Tl LYY ] 2629000 ls.} el
13 1857028 LR AT X1 1} 13 -03 = A797-0Y R IYLAEY }Y LEY Y N XLIas]] L3 1Y s 262F 0N
3 113 I ALETEY =A% ?F01Y 10T =08 LI ALIERT ) IALKY 2} 2.8 «J10une *32.% PR X 14 ]
n 18 «LLLT 49y LIS L LT Y +91 3-89 LIS IRT L) NhICeR) %3 wPV=48 el skadfedy ,
* 1 o188Z 08 »e10.¥0e90 =09 LIS LYY «AShFIY -3.3 A87F~08 L3 1YY oibitely

1? stontedy o100 023809 XX LITEY 1) RIXTAL M
14 AV T IS LKl ] shusl=09 =ettur-0? 13100y

130687 cdieb «L Y282y
1ineg? -37 .0 «1tiUedd -

" Y3 Ll = 1277000 13480 I IR IS Y 4 K 14 118K 001 vl 122C-00 sty evndcety
 {] «934 700 *e1?r 003 189210 . i29F =27 SNEe0D 7.2 124807 “49,.9 oPT1%aY)
1) JPRSEAED =, 1Pt e00 « 205F-09 = ltei-g? o80T Q) 8.3 134807 “3t.4 obytteld
¢4 S9N 00 114708 =ahtife0y csltavear Niasadl} “11.3 139837 =32.0 s XTfeld

1) «VEPEICE o 1908000 =l 785E-09) 139802 WS Teds *t6. % o WF-07 “3%.1 276t e0y
4 e132€09y = 9P1F -0y *adu5&=09  =4119¥-07 NSIAEAT ] =30 s19C-00 =¥sed -\1920“
23 = t0NE0 o T1TFe01 LR LS 1] *1'%rFe37 APITO00  eibdg o1 tLE-07 “§%.7
[ S T T ] L TR LY 1Y IS TA TR TR PR LLE R 1 «VI0Fe0)  -1ld8 1315497 (3180
n 8398020 “e107F01 o9t el o1 2€e0? WRICTO0Y . =179.0 o3 Put =07 “9é.3 eelPlens
] “§=IF 08 Y37 Fa01 .o 2170C8 XA LN 24 AT N) 7.9 11797 *19t.1 W POPTee

9 JTALFeO vdadi=08 - 7773} stueiodt 175.7 131607 «t193.8 RILIZAL]
. " Vet TR - 25 3C-08 12F-2¢ ety 174.9 ls?'-ul =tIl b S LIANE 1]
n "otuwdf el 1900 2INF=08 4°TF~ 33 lhiredy tr2,.2 3% P WPruiaty
”n LT3 A1) ALK | (121} ERLTLIETT A3IFe0t 1730 -1358.9 UYL ]
3 o130t JA27E000 “onif~08 -e2V37=34 SLIT42 3} 164.5% ~1e0.Y L RSARS)

W e tbufedy JYATT A0 . 2W 08 = 211F.0Y 1835003 1664 -;-hf-'\l -1{5.6 «B1780%s
38 =lteient WGITILD = 20708 1376208 231411} 16%.9 317008 3=3.8 @3 %14023%
¥ e154E 0018 LT e i1l =08 3230041 JA8360C1 | 10,6 LA 13144 ML INAL)

* " thir o0y ALAKT L R TS D AR ] B3 Mar1 BEMAT] 5820020 1096 238000y
» LIS Yol B AeTTe) 18160} A LLEDS] RALAA A} REAIRIA] 160.2 PR LA
89 e,005ce00 438000 -edliL-is XIS ERE ) W00 0 Blute0d LI vl E0)
(1 ] LS AT LAY 1) e 00 =eu*Vi-04 3347 -08 BEILAAEY Bd37-03 L1 4 e311F028
[} bt ¥ el RAMELL] «230a39 «NM1T-08 ATETIg 1300 «S110=08 3.4 S ILIsAY)
(14 et ett NLINEN] 992609 N ALLEL 1] TR0 30 9.4 o104 .2 RaTAAL]
(3} «$89F ¢30 ALK ] 169708 B ITAALT WILFe R0 7.8 023008 T8ad «818F028
A «483F 000 SPATe00 207C-08 HUTF=03 Da3anil) $1.2 «P336 08 14 3 aldifeg .
AS Nakisll] b 827 000 advlli-08 Skt -3 AbIve0D .8 b15E=00 attelole
. [Y) «7LE 8 WI8F RS w6% -08 + 389708 Ibhfedd 2.4 o&93%e04 128403
. (14 8317400 21,000 ) 18980y 21065001 t.9 >80 « 27039
(1] 21010001 45001 a4 =03 101003 2.8 alete0d «J30F09
(2] oBu "L 80 ERS LR L] “,'t37-08 8035000 -9.3 SMFed ISEAILS] ]
[1] 3éle11] o VUF 38 chett=Cl -s4nPrans 2100 0) =%.9 .llQKO-N
11 «873C 03 =s583F 003 LA TROERS B LIEY 1) RALIEX X LT | "
2 «262C 004 = 75°0000 I E-048 bR EALEY 1) «A0e€0 00 68,7
33 v 2uCl=fy =sA73F408 . 831008 “430F-04 SALLEY k) “91.9 ¢ «127F00)
N e Yitte) LD Sl d] o2 LE=08 =B ul-0a tthient “103,.9 .l?GL-OQ =621 LIS 3
' [ 1] =875 008 420008 174508 ~ 54tre08 JATAFeGY “118,.5 R ATALER] LAY a2ut70 P
" 9657020 e P00t 808709 04T edd 153€0 ¢} LS . oh15%-09 ~The? R LA F
37 selldle?t el V000 . 424€-)8 =270 tIrrett “181.4 W2Xule0d =9%.1 RAIAEAL] ;
11 cef2Lr el eeiPitocy o 1308 = V097 =g BisI3]} =133.9 sttt ediNFel) ;
3 coliTF 01 eottifity 20300 WihbFe08 8170014 =13%.8 W2¢2%-08 10,7 X 2331Xk) 3
v L1 LT3 LALKL] el MFany =2 bU=0) WB7roc8 thiTeny “13%,.3 kulieny 1%3.7 2 UTETeNS )
(1) E & Sikl 1 «.74°F 000 - Ml -CO 319708 A0SR0 -13t.98 AYLIRA] 1303 IR IR ] A
6 =.2037000 =e1IT 400 LFT I RINT ] ] 815709 885700 119,56 WI500-08 1224 AR IR ] !
(1] 2088008 =ob1°F-08 #6357 <08 Dat il L AL PN ] $107-%8 18143 R EALAL b
. " DAL LRI L] AG2T .00 Neiiadll 19,1 «B18L-08 12%.3 IS Ara L] 1
[ 3] I BdakzTY ob'"‘fﬁ CELIE LT T 94167 -09 AN 0.3 «THR=08 113.8 alcits ) 8
(1) 17800y R ALARLL =12 9C-08 WS027-00 WAILFORY .Y a6 29£=08 1271 WYL TeNg . g
(14 1Mty sttty =300 A ArREd ) BLLIAA ] .9 RIIES]] P AARL B Isdaid . b
(1) RN S RAMLEE e tuptely AR ] iy '9,? o279¢-048 1514 s 370 00) 1
" R IR 1EY 1836001 e th10e8 v JTH81 <08 W0t Ce0) 3.8 RYLIRE] ] ~156.3 ot et
14 o210Vt siftraot e 11009 ' M.Ter) isnd1 W, w3k Tes “i0ud I IARE dad E
n o795 00 7Y€ 001 o1PWC-0Q e hTF=08 NI 01 [LYR} a7 «47.8 oSLTVegY i
L4 ot 220004 Ridall! «98CE-09 =:3777 =08 e 4.3 «S8L¥=30 LLE Y ¢ R ARLL RS ] i

3 «e827 020 tfrealy odral-04 =she2%-03 JARTESEY 3.2 «b6LE-0% «?8.} IRalInL] ]
L] “s3¥'0000 100Nt L -85 -C0 BAKAL]) 197.% N ILTE]] =T1.1 IS IAL L ]

o bt .

" 107000 LAl LIL .h917 <98 BEiAXE fed, Y 8354=29 60t «230F019

» - ?9"“\ RS ce ~5h20 08 BEISELE) 1066.3 32238 ~Gt.3 '3 LAY k]

144 LTRSS ALY TSty oo V6t Faby STy L1788 A HuCeng =$3.4 NI

| LT D LA B ) LTI RT3 = 2087 =08 SA8CT AL =176 135002 =19.4 I AL

19 =.33200018 e 321 F 00 215098 801589 ! TEd §) “105.9 «2217-08 =112 odlatoyd

" -.‘NPI‘GS L SoiEaE) oiltv-08 rro09 BTNy “1t9.8 '1940T08 24 LI LY]

8L e 1200y =80y 21008 209700 IXINT ] =18%.5 ENYF-20 $9.8 sib¥feg '

02 =001 S 109veet 15709 278808 ilsLl 1) =lan,d o200Fend 8.8 1070012 :
. 03 b dra LIS LRT 3 {3l LIAL]] Re ALl 2} 1.0 o!G‘“"O. 4% «82000 0y '

b =e395000) e 4Nt earg gt 2IPTRA 38 ]} «10C.8 !

[1] B ITIXIL L LIa AT 3 34 (£=09 DL L] ] BRI (3 L9 )
" o3t 9008 LA 3} cebtiroe LELES 1]
[34 CPSICHRL et Tall = 3 Te0Y 1218
[1} GNP ML =65t e3e «,3987409 S00f=19

: ¥? ey sF257009
LILYY ] d‘)"-.l 10642 «1177010
276 s130re00 1122 32000 s
14,0 duireae t2hat AL ANTY ) i
(1] S IR I N LI E 1 B P R A ] 132009 LI KT 1.3 2« 203¢-09 168.0 [RLIARRY i
» Y N1 ALIELIY ] P2t 22 SILALAL 1241 11 A «221C-22 o AL RILE{] ‘

.
0" $8 37808 i

79 8

o



e vy,

We recall from earlier analyses that A(8) is the usual
array factor. It is graphed in Figure 50 in a polar piot.
This would normally be called the antenna pattern for this
array. Figure 51 is a polar plot of B(€). We called this
the time derivative radiation pattern in the last section.
The first interesting thing to note about Figure 50 is that
it is vastly different from the four element pattern of
Figure 9; it has a quickly changing antenna pattern with a
lot of sidelobes and dips in the gain. The second thing to
note is that there are no deep nulls for this array.

Having no deep nulls results in two consequences,
First, the signal term is never completely attenuated. This
is Qonfirmed by the A(©) term in Table IV. Second, since
A(6) is never nulled, it and B(O) are never comparable in
magnitude. The ratic of their magnitudes is never less than
108. Thus, the derivative term will have to be 108 times
larger than the signal term in order ior the derivative term
of the output to be equal to the sighal term. If we use the
signal of Section III. C. on this array and an envelope de-
tector, the signal will always be the dominant part of the
output.

Comparing Figures 50 and 51 illustrates that A(©) and
B(©®) are still reciprocally related as was noted with the
equal;y spaced array of the last section. As was stated
earlier, though, this relationship is simply stated as an
obgservation here and no attempt has been made to analyze

this apparent inverse relationship.
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Figure 50. Four Element Sparse Array, Plot ofIA(eﬂ .
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Figure 51. Four Element Sparse Array, Plot of |L(e)|.
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In the last section, the signal and its first deriva-
tive were always 90° out of phase. By looking at the phase
terms in Table IV, we see that A(©) and B(©) are not sepa-
rated by 90°. In fact, they are not even separated by a
constant phase. There is only one way to isolate only one
signal term with this array. To see the derivative term,
the system would have to track the phase of A(8) and then
coherently detect the output at a phase that is 90° removed
from the phase of A(6). The output would then contain only
that portion of the derivative term that projects onto this
pPhase.

If one is interested in being able to detect the signal
regardless of its location, this sparse array is a good
array in that it never nulls the signal term. However, the
usual purpose for using an array is to be able to place
nulls on interference sources. Since this array has no
nulls, the interference source cannot be nulled.

At this point we drop discussion of this particular
sparse array and focus attention on the second sparse array.
This array is identical to the first array except that the
fourth element is located 4.5 wavelengths from the third
element instead of 5. Table V shows values for A(6) and
B(®) for this array. Figure 52 is the polar plot of A(®)
for this array and Figure 53 is the plot of B(©). They are
scmewhat different from the plots obtained for the first
sparse array. A(©) still has a large number of sidelobes

and dips, but in this case there are nulls associated with
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Figure 52.

Four Element Sparse Array, Plot of | A(®)|.
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it. Thus, in the neighborhood of the nulls at 0’ and 60°
the derivative term should become the dominant output of the
array. The computer program was setup for this array and
the output at 0° is shown in Figure 54. As is evident, the
derivative term comes through.

In the last section we used the ratio |A(8)/B(8)] to
obtain a measure of the relative importance of the signal to
the derivative. The plot of this term was used in conjunc-
tion with the ratio m(()h«t) to determine when the output
would have a significant time derivative component. Plots
of the ratio IA(G)/B(O)l for these two sparse arrays are
included as Figures 55 and 56. Figure 55 shows that «%tbhﬂﬁ)

8 in order for the derivative to be

would have to be about 10
significant. Figure 56 shows that this array has two null
regions that would make the derivative significant. The
ratio m'(,g)/m(;) would determine how far from these two nulls
that the derivative remains significant.

By comparing the three plots of B(®) (Figures 10, 51,
and 53) we can observe that B(8) is actually a fairly con-
stant function. Except for the region near the main bean
(6 = 90°) its values do not fluctuate that much., A(6), on
the other hand, is observed to change amplitude quite a bit
depending on the value of 6. It is a possibility that this
constancy of B(8) can be of value in the design of systems
that rely on the derivative term. For example, a jammer

that is designed to jam using the signal derivative can be

assured of passage at a constant level except along the
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main beam axis.

By observing the nulla in Figures 9 and 52 and then
comparing the values in Tables I and V, it becomes obvious
that the nulls in the sparse array are narrower than in the
equally spaced array. This has the advantage of cutting
down on the region where the derivative is an effective
output signal.

These two examples plus the linear array of the last
gsection indicate how much the basic array pattern can be
changed by element spacing. There is another aspect of
arrays that these examples can illustrate. Phase steering
of arrays (as discussed in the next section) can have the
same effect as moving the elements. By electronically
delaying the signal on one of the elements, it can effec-
tively be moved away from the other elements. However, the
more practical use for phase steered arrays will be dis-
cussad in the next section.

The basic results to be obtained from this section are
summarized as follows: sparse arrays have nulls and the
output in the neighborhood of the nulls will be dominated by
the derivative term. The signal and derivative terms are at
different phases. Unlike the linear arrays studied earlier,
this phase difference varies depending on the signal loca-
tion.

E. Phase-Steered Array
There is one last example to be investigated before

leaving this chapter on static arrays. The main beam of
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arrays can be moved electronically through a technique
callsd phase steering. This is done by effectively de-
laying the signal coming out of each element of the array
by a specific predetermined amount. The array model of
Chapter II does not explicitly illustrate this particular
technique. However, phase steering can be viewed as a
linear phase shift in the frequency domain. This means

that a phase steered antenna can be modeled by replacing

o«; in Eq (14) by the expression -aw(f+{)4,; where
i, = Séﬁéia_ and Y, 1is the desired location of the

main beam axis. This expression allows for both a linear
phase shift and a constant phase shift. With this change,
Eq (14) becomes

N ax(0e 2304 -4, )
5(0,9,0) = MEY e

an}

(51)

By factoring out the phase center ter s and then expanding

the summation using the Taylor series we obtain

(2> (Feh) £e LLINCTEE WP
5(6,d,F) = M(‘F)ef ( A.gﬂiei i l“(f',lr)(,(i.,(u-jc)p

“ee El'"r(“"l-f’{e)'r]“
B v~err (52)
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Inverse transforming yields

\ » N 'J"[.. (‘4 "lu -4)
"6(9' 0'1) a m(x'xc)e", ‘;‘;Z Ae; ¢

by -
Avl

ST =

N .
dm‘t"gl rof ™ - -
T At Z;(l""’u")f.)ﬂ‘e.ld LU -2, %) PO

L dtmles) o)

2rf(4,- 4, -£)
a‘ﬂ A‘“ (M‘l)_’ A‘et b ) * e

(53)

1@ As can be se=2n this is precisely Eq (25) with .£; ﬁ

replaced by A - A « Thus, all the results obtained

A

from Eq (25) are etill valid in this case. The signal and

its derivatives are still present. The derivatives will

( 8till tend to be insignificant compared to the signal due

to the oresence of the factors (£-., -, ) in the sum-

mations. The summations are still just complex numbers

that tend to phase shift the signal and its lerivatives by

different amounts. However, this phase shift has becuvmne a

function of 4 and can now introduce a phase-shift that I,

varies with the steering term.
In the linear array the signal and its derivative were
separated by Y0°., To observe the effects of tha phase

steering term on linear arrays substitute the simple four

element array parameters of Section IIX. C. into Eq (51).

It becomes i

1,2"(‘ 0".)(},‘. - 1'.4')

5(6,¢) = Mt.f)i e (5)
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where

A, = *‘;J A.ma

;‘ .. -——-—456' ‘A.COSG

*

0, * desired shcru\3 ans\e_

e it PN

i Upon performing the summation
P

(0. §)» M(¥) C"P['J 42 (cos 0- cos e.)] e,f,[j' 37 (000 -cos e_)]

. sinfam (14 F )(cos © - cos 6, )J
,‘ sinld s : (56)
- ( S EHEIICEREY

where the two exponentials are the phase~-center terms.
By following the example of Eq (41) the trigonometric

Yerm is expanded as

i

,‘.n[;zv(h{)(co.se—cos e.)] anla

sin[}'(l*{)(cos 6- cos B,) sinf 4 J

 a
et e e T e WP DU I 7y s T L R v o S i JRLA - <SR Y45 ety

{1 2sn(4)er(af) - dem(3)sin (X))
| ELGH Js

S a2 Akt b

oo (56)
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where

& = w(ws6 - cos 6,) (57)
Thus,

' Ae,8,) = wofaf] (58)

sief$(’]

and

™
RO e ™ o B e

5(0,6) - H| 2enliflen ) 5,?;%13@"3@..] (59)

At tris point it should be obvious that phase steering

( \ is not going to cause any new effects. The signal and its
‘derivative will still be 90° out of phase. The signal is

R

8till dominant except in the neighborhood of the nulls.

The steering will just change the iocation of the main beam,
the nulls, and the sidelobes. In fact it will change all é
the quantitative results somewhat but not any of the qual- |
itative resulte. Thus, it appears that phase steering will

not cause any new effects to the incoming signal.

The one area of quantitative interest in this example

would be to investigate how much the width of the nuils are

PR

affected by phase steering. In the previous sections we

showed how the derivative term is dominant for some small

angular distance around the null points. It would be of

interest to determine if this angular distance varies much
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due to the steering. The author feels that the effect is
small but did not have the opportunity to investigate this

moint thoroughly.
F. Summery of Static Array Results

This chapter nas focused attention on the effects of
antenna arrays on incoming signals. Although we focused
our examples on the effects to the autocorrelation function
of a spread spect.um 8signal, the main analysis is valid for
any signal.

The truly unique result obtained from the foregoing
analysis was the fact that the output of antenna arrays is,
in fact, a combination of the incoming signal and all its
time derivatives. The development that led to this result
also indicated that the signal will be the only significant
output except in the rieighborhood of nulls. In the neigh-
borhood of the nulls the first derivative will also become
significant due to the attenuation of the signal. The
analysis also showed that the system output phase changes
rapidly near nulls. Finally, it was shown that the use of
pulses as signals and correlators as detectors will accen-
tuate the effects of the derivative and expand the neigh-

borhood around the nulls where the effects are observable.
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Iv. Dynamic Effects

The majority of the effort in this thesis has concerned
itself with the effects of fixed arrays on signals. How-
ever, most large arrays in use today are adaptive in nature.
Thus, we felt that it was necessary to look at aspects of
adaptive arrays and analyze their effect on the incoming
signal.

Adaptive arrays use a variety of algorithms to contirol
the weighting coefficients of the antenna elements. These
glgorithms process the lncoming signals, noise, and inter-
ference to determine the values of the coefficients. 1If
these external conditions are unknown, then the adaptive
effects can be viewed as a form of noise. This approach
will be taken in this chapter.

The array modsl of Eq (10) incorporaied the adaptive
nature of the arrays by making the weighting coefficients
functions of time. However, Chapter III assumed that these
coefficients were consiants. The resulting fixed array cal-
culations yielded very important properties about arrays and
their effect on wideband signals. In this chapter, we will
agsume that the adaptive array ls trylng to seek a desired
static (steady-state) condition and the environment is
causing perturbations around this desired state.

Bq (10) is used to develop some results that illustrate
the effect that time varying, weighting coefficients have on
the signal. Two models for the weight.ng coefficients are
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introduced and the analysis performed. 1t i& hoped that
these simple models will yleld insight into more complex

situations.
To start the analysis, Eq (10) is repeated here.

[t 10208 d o a (#)
o 1% AL ] (10)

36,9, ¢) i A tt)v(t-2,)
Py

Recall that this is the complex baseband model of the array

and i{ts output becomes the input to the receiver processor,

Next, recall that in Section III. E., &n equation for phase

steering was daveloped. By combining those results with

Bq (10) we obtain a generalired adaptive array equation that

includes phase steering.

N
TIRYREE AR RE YD) B
50,0.0) T, A coviaes et M (60)
4
A. Sinugolda] Perturbations
Assume,
..-(‘) . ; " P -,
A‘(ﬂ)c' = A&_ e"t(ﬂ.iﬁ)" -~ ) (61)

where ,@stwﬁj is a perturbation of the steady state
phase steering coefficiants. This model can be used for
several purposes. (1) Aaindni 2 can be considered a
noise jitter and the effect of this noise on the signal can
bs calculated for a variety of noise levels, #ﬁ » and noise

jitter rates, ﬁ“ . (2) Another approsch would be to assume
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that the ﬂ‘anvﬂnt are a modulation resulting from a
jamming attempt. In eithar case we are interested in the
effect this sinusoidal perturbation has on the incoming
signal. By substituting these assumptions into Eq (60),

the output becomes

5(0, 9. 4) = f Aivited - 4,)

4ty

vl (1-2 ndwed dew)
. c,[o'(: 2-4)edef( ._)e;(p,u.z AR (62)

"A.anw{_t
The e terms can be expanded in a Fourier

eeries (Ref 21:1116) ylelu.ng

- - 2
A"*""'fm‘ . f‘l:' - 6
! Z_dae (6

where the J;(ﬂ,) are Bessel functions of the first kind and
order L. Substituting these results into Eq (62) yields

3(6, 9. £) ;ﬁ v(t+ 4 -2 )e F, 04ty e am{ (4, -,)]

Fiy]

r- LAwL 2
x A‘.e';tz_“Jl(Ai)e.i

Jl"‘n'

S jL0, (£ v a, L) Aw {4,
-Zi v(foxl_ -}“)e’[‘p( -4 ) e an | ,,)1

TCRP Y
x A (8)et (e4)

Notice that the X£:C term is the static phase steered
24
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array of Section III. E., except for the |;Qg) ampli tude
weight. The . $ term is
N
Yov(gen 2 yelbtee o deanlca )
“' a a
- 'r
Ael (8 ettt (65)

As can be seen this is the phase steered equation modified
by the JiQi) terms and then modulated by a carrier fre-
quency of %ﬂ‘Hz .

Thus, the noise jitter has caused two effects. The ﬂf
have changed the phase steered equation by multiplying each
output by q_(gg) . If the ,3‘ are quite different, this
could affect the basic array pattern immensely. This effect
cannot be determined without more information about the 4
and the array structure. If the /& are all about the same,
then they act basically as an attenuation of the array out-
put. The {_ term causes an infinite series of modulated
versions of the signal to appear at the output. Depending
on the modulation frequency, ., , and the signal bandwidth
these terms can caus? signal aliasing effects.

The ¢xtent that these modulation terms interfere de-
pends on both 7. and on J&(;&) . T determines how many of
the Bessel series terms are located in the bandwidth region
of the signal. The J;(ﬁg determine if the terms that are

in the aliasing region are significant enough in amplitude
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(compared to the A = 0 term) to cause distortion. A
study cf the Bessel function will yle.. some information

on this point.

The Bessel functions can de written as power series

(Ref S5:143).

oA
‘o ")-( a
oo - L UL (66)
Prom this i. is easy to see that
J,0) =1
Jy0) <0, for L40o (67)

Thus, for 3.0 » Eq (64) reduces precisely to the
static phase-steered array of Section III. E. For small

p. (less than .2), J(4)z.9 and J(4):1 - The
higher order Bessel terms are also small. Thus, for small
A, the output is mostly the phase-steered output with a
small amount of the modulated terms being passed. This
indicates that the aliasing effects should be small and not
caugse much signal interference. However, if the ;ﬁ become
larger than <2, the -1(/5) increase rapi.iy. At this
point, the effect of the first modulation term will become

significant and the value of g;, will become important.
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Bq (64) is the time domain output of the array. If we

perform a Fourier transform of this equation, the result is

o vl 25 (4 - 4,)
AL 5 {f A3,8)et " e! } M(f £5) (68)
2

: 0@ gt

where

miey: Flv(n) et} (69)

In this form the discussion above is easily confirmed.
First, it is simple to see that the inner sum is the static
phaQe-ateered array of Chapter III except for the q;oﬁ) and
¢f, terms. It is obvious from this form that the J,(A)
effects are equivalent to changing the weighting coeffi-
cients, A, and the A{_ are equivalent to changing the <, .
Thus, if the J(4) and /f{ take on a wide range of values,
the array pattern will change considerably.

Next, the effect of the perturbation frequency, {,.
is to shift the inner sum up and down in the frequency spec-
trum. Figure 57 portrays this frequency viewpoint graph-
ically. It shows that the spectrum at each harmonic is
different than the actual signal spectrum due to the JI(A‘)
and lﬁ‘ modifications to the static array equation.

The above analysis has crudely shown the effect of a
sinusoidal oscillation of the array's welghting coefficients
on a desired signal. Roughly, it illustrated that the array
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;z a. Signal Spectrum
!
{
|ote,¢.1)]
M(f) modified by Jo(pi)
.{‘/ and array
M(f) modified by e“"*’"
f/ J1(Bi),and array
P [ I} 1:—""“"‘ N ;7. L] N f
N -2y ~fp fm 2fm -
b. Array Output with Aliasing Assumed
. Figure 57. Frequency Domain Output of Array.
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function output is first modified by the.;dﬁ) and.]ﬂ and
then modulated b the harmonics of the sinusoidal frequency,
{" « It appears that these effect are minor for small per-
turbation levels. It was not shown what effects the Bessel
functions .;(6‘) and ff, have on the overall array pattern. If
the A are quite different, then the array pattern can be
changed extensively. This could cause the same kind of
effects as phase steering (e.g., change the pattern so that
the signal is in a null).
B. Gaussian Noise

In this section we assume a different model for the
coefficients. Assume

o g[oti + m; (2)
Aj(t)ei i) A‘.e’[ o (70)

where 010) are gaussian random processes, with means wy(t)
and covariances ((#,4) and cross covariances C‘t-(,t, , )

Eq (60) beccr s

0(9 ®, £ =Z ‘V(/f x 1 j‘¢p(l AL, )OJ"rr(f -1 )du ’m(f) (71)
A% 1 N
% (0, 0,4)

where X (6,0, ¢#) 1s defined as shown. Now we determine the

statistics of the output.
v.@ use the accepted notation for expected values, L[x] ,

to stand for

Ex]) = xPoods (72)
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where f(x) is the probability density function of x
(Ref 3:1229). First, the expected value of the output of
Eq (71) becomes

E[sce, ¢, ¢} i ¥, (4) E[e?™] (73)

The characteristic function of a random variable is

defined as (Ref 3:1419)
g (v) = E[e?”] (74)

Furthermore, the characteristic function of a gaussian

random variable it (Ref 331420)

3

fev) = expl jym - v T ] (75)

where m is the mean of x and o* is the variance of x. If

v =1 , then Eq (74) reduces to
(1) = E[e?] (76)

This is precisely the form of the expectation in Eq (73)
except for the time dependence. Therefore, it can be
evaluated by determining its characteristic function and
then letting v =1 . This can be accomplished in the
following fashion. Let 4:f,  in Eq (73). Then m(%,)

becomes a gaussian random variable. As such, the
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expectution can be evaluated using the results of Eqs (74)

and (75). Finally, by letiing v =1 , Eg (73) becomes

o a !

e[s(e, @, 4)] ﬁ (0,0, 4)exp[am, (1) - T4 ] (77)
where <¢(4) = C(4,4) . This operation is valid for
ary value of ik . Therefore, the result can be generalized
to

N 2
E[a(0,9,4)] =), §,(e,0,4) exp[ fmin) - BAL] (78)

Asf

This shows that the effect of gaussian noise on the
sxpected output is to introduce a phase shift and an atten-
uation of the output of each element. This wlll change the
antenna pattern. The new pattern will then determine the
effect on the signal. If the m, are all approximately
equal, the phase shift introduced will have no new effects
on the signal. Notice that the expected output decreases
in amplitude as the variance, o® , increases. In essence,
this says that as the noise variance increases, the output
looks less like the signal and more like zero mean noise.
This should agree with intuitive notions about system
oprrations (i.e., the noislier the system, the poorer the
performance) .

A final point needs to be made about Eq (78). If the
noise is zero mean and has small variance, the expected

output of the array is expected to be the phase-steered
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output. This is alsc intuitive in that it sinply says that
if there iz little noise, then the system is basically fixed
and the fixed array analysis is valid.

The expected value of the output is important but we
also need to have a feel for how close to the expected out-
put the actual output sample functions will be. This leads
to a determination of the variance of the output. The var-

iance can be calculated from

(8,0, £) - E[5(0,4, £)5 (6,4, 2)) - E[619,0,4) E*[3(0, 9, 2)] (79)

where » denotes the complex canjugate. The first term on

the right side of the equality is evaluatad as follows
E[3(6,0,4)5%(6, 9, £)]

- E[i‘ (0,0, 4) et ’f A (e, 0, ﬁe”’ ’w]
Azl ?

s {m,(#) - ()]
i EL Z 8‘- (6 d”t\ & *(Q m: £)61 4 .J

- 'ni(»-)}] (80)

.
MR
oc

(0,0, 2)5(0,0,4 £)E[e?

{l 3.' A

If the m4),m ?a) are considered to be jointly rormal pro-
cesses, then the random variables obtained by zampling them

at Asf are jointly normal. The characteristic function
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of these random variables beccmes {(Ref 31503)

E[c*"‘""“" ’ v,-m,-u.))}

= exp[j{m(£)y; + '"j(‘k)"a'}

RGOSR HCERDRE XD} (81)

By observing that this result holds for any 4, and by

setting v, -1 and v’-=~i » the value of the expectation
i Eq (80) can be cde%ermined. By doing this, Eq (80) bs-

conies
E[s(e, @, £) E[3%(0,0,2)

.f: i %(9,4,2) §"(e,9, t)exp[a’{m‘.(t) - m}(t)}

4'313"1
‘i{q‘(i)'ﬁqf(tﬂf)‘03')(‘)}] (82)

Next, we realize that the last term of Eq (79) is just the
magnitude of Eq (78). Thus,

Efs(e,9, )] E[6%(6, 0, £)]

N
= i A (9' @, L) 83,*(9, @, %) exp[a',{m‘. (%)~ m$(t)}

At a'l

& "(;t)
- o gt ] (83)
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Combining Eqs (82) ani (83), we finally obtain the variance

N
qa(a, qp,t):z i 5.(6,0 2¢) b«)v(e,cp, ,t)exp[j(m‘.u)

A )"l

. mj(!)} ) (a;*(,); cg‘(:) )]

x [exp {C“}(i,x)} -1] | (84)

The variance is a complicated function of the signal, array,
and noise parameters.

There are several things that can be noted. First, if
there is no noise, then the Q‘.}(,{,i)—; 0 and Eq (84)
reduces to zero as expected. Second, the means, m;(£), of
the noise cause a relative phase shift between the cross
component signals; i.e., the mean is a steering term that
changes the variance. Third, the individual variances cause
an atteniuation of the crossterm products. Th.s seems to say
that the system variance decreases as the individual vari-
ances increase. In fact, it appears that the system vari-
ance decreases to zero as the individual term variances
approach infinity. However, look at the « = } terms. They

are of the form

|5.0,9, )" exp[er* ()] {exp[e®(2)] -1}

1460, )1 {1-exp[-*(1)]] (85)
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In this form it is obvious that these terms become larger
as the o, *(#) become larger. Thus, due to these terms the
system variance does not go to zero as it first appeared.
As a final look at the variance, assume the noise pro-
cesses have equal means and are uncorrelated. Thus,
(;’(i,x)= 0 for i} 4 + Under these conditions
Eq (84) becomes

%'(6,9,4) :ilx,.(em. ' {1 -exp(-*(2)}
4

ﬁ‘ime,w)l‘ (86)
Thus, under these conditions we have a bound on the system
variance; a bound that is independent of the noise levels.
This tells us that the system variance level can be com-
pletely controlled by the designer. However, it is con-
trolled by the same parameters that determine the signal
level. Thus, as the variance is decreased so is the signal.
A measure of performance in this case would be to look
at a version of the signal-to-noise (SNR) ratio. Thus, for
this example of equal mean, independent gaussian processes

the SNR ratio becomes

e[a(0.0.¢)]c[5%6, @ 1)]

SNR 2 5
ai(e, e 1)

- 5 20 4) s i)
2 2.%(0.9,1) 50,0, 4) exp{- % (‘)_} % ‘*)J

s Al gu

(87)

fﬂlx,.w.. o, 1) {1-erp (-5 (1))}
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If, in addition, we assume equal variance terms, themn

N N
22 4(6,0.2) %, (6, 0,4)

SNR""‘ ! . L‘l'
explei(1)]-| f:lig(e,dzt)’ ’
ol

(88)

The dcuble sum cai. be rewritten as the product of the sums

N
. S y0.00)) %,'(6,9.4)
SNR = 3 o~dZl W "l' -
erp[ei(2)]) Z 13, (6,0, )|

ast

| liu‘-(e,v,ul“

el ()l ? 14,6, @, )| (89)
Py

In this form we notice that the SNR is a product of a
noise controlled gain and an array controlled gain. The
nolse factor shows that the SNR becomes very large as the
noise variance approaches zero.

Eq (89) has shown that the noise variance affects the
signal-to-noise ratio. Eq (86) showed that the noise vasr-
iance is bounded. These two equations allow the system
designer to pick the parameters to minimige the effects of
2 jammer that somehow has managed to inject a noise signal
into the welghting coefficient control loops. From the
Jjammer's viewpoint, he can use these equations to determine
how much jamming effect he can have if he can inject noise

into the coefficient loops.
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The analysis using sinusoidal welghting coefficient
noise and gaussian noise has revealed a mothod for degrading
the output of the array. This method involves developing
some technique for affecting the control loops of the array
so that they ars not allowed to stabilize. This implies
some very sophisticated knowledge of the array operation.

The more traditional approach to jamming is to simply
overload the system with a high power interference source.
The standard measure of effectiveneass of this method is to
determine the signal~to-jammer powsr ratio. Recall that
%(6,9,¢) 1is the incoming signal. However, it can be
viewed as the sum of the desired signal a~d the jamming
sigﬁal. Thus,

5.(0,9,4)= ¥.(6,9.2) + %:(6,.0;,2) (90)
where % (6,¢,#) 1s the signal component and X. (¢, ¢, is

the jammer component. With these definitions we can form

the usual signal-to-jammer (SJR) ratio.

Lz e

135,00
13, 3:6.0

This ratio affects the overall system SNR. It shows very

SJR =

(91)

clearly that one effective jamming technique is to increase
the jamming output of the array. It is not, however, as

simple as increasing the jammer power (though increased
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jamming power works). Arrays are designed to counter the
effect of the jammer by making this part of the output
small. The array accomplishes this by placing a null at
the location (9}-,¢}). In Chapter III we showed that one
technique for transmitting through a null is to transmit
a signal with high derivative content. Thus, rather than
increase the jammer power, pick a jammer signal with most
of the power in the derivative.

The next point to make about this SJR is that with the
use of spread spectrum, the jammer will also have to counter
those anti-jamming techaiques in addition to getting through
the array.

In this chapter we derived vhe effects of two noise
models on the output of the array. Tne basic result was
that noise in the array weighting coerficients results in
degraded signml output. It vas also stated that a possible
jamming technique is to induce noisz in the array control
loops. No method was iliustratied to show how a jammer might

manage to get conirol of the array's control loocps.
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This thesis has investigated the effects of antenna
arrays on wideband signals. The effort began by developing
& complex baseband model for the array's output that in-
cludes the antenna's frequency effects (Eq (10)). Chapter
III converted this to the equation for a static array
(Bq (12) and Bg (14)). At this point the array was viewed
as a filter and its transfer function was obtained from
Bg {14).

The transfer function was expanded in a Taylor series.
This expansion was then ..ed to determine the properties of
the resulting output waveform. The basic conclusions drawn
from this investigation follow.

(1) The output of an array consists of an infinite sum of
components. The components consist of the signal and all
the n'th order time derivatives of the signal.

(2) Bach of the components is weighted by a complex number
that adjusts its phase and amplitude before the components
are added together.

(3) In general, the coefficient of the signal term is many
orders of magnitude larger than the first derivative term
cosfficient, the first derivative coefficient is many orders
of magnitude larger than the second derivative coefficient,
etc. Because of this, the signal term is usually dominant.
The only exception is in the neighborhood of nulls, where
the signal coefficient vanishes. Then the firat derivative
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term becomes the main output of the array.

(4) PFor wideband signals the derivative term tendu to
be orders of magnitude larger than the signal term. This
tends to offset the smull coefficient of the derivative
term. This means that the derivative term becomes observ-
able farther from the null points than would otherwise bve
expected.

(5) The signal and the derivative terms have different
phases. In the case of linear arrays the signal and its
first derivative are separated in phase by 90°. This can
be used by coherent receivers to isolate either the signal
or the derivative. For other arrays, the phase difference
is ﬁot fixed and in general is not 90°,

(6) The cases studied irdicated that an envelope detec-
tor tends to yleld the signal as the system output more
often than cohe:snt receivers. However, we did not inves-
tigate the effect an envelope detector would have on the
PSK version of a spread spectrum code.

Chapter IV looked at two representations of the array
where the weighting coefficients were modeled as static
components plus an added noise signal. The first repre-
sentation modeled the noise term as a precise sinusoidal.
The conclusions drawn from this model follow.

(7) The array output is carrier modulated by all of the
sinusoid harmonicas. Thus, the frequency spectrum of the
array output is moved up and down the frequency axis by
integer amounts of the sinusoidal frequency. If this
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frequency is not high encugh aliasing will occur.

(8) Each of the modulated array outputs is modified by
Bessel function coefficients. These coefficients alter the
array output. Thus, the signal at one harmonic is not the
same as the signal at other harmonics.

The second approach to the study of noise effects
assumed that the noise terms were gaussian random processes.
This analysis resulted in the following conclusions.

(9) The noise tends to drive the expected output of the
array away from the static array output toward zero output.
(10) The variance of the system output increases as the

noise level increases.

A crude look at using noise to jam adaptive arrays was
investigated. One conclusion was drawn.

(11) The jammer has two ways available to change the ex-
pected output of the array. PFirst, the jammer can simply
increase the power of its jamming signal. This will increase
the variance of the noise output of the array. Second, the
jammer can transmit a signal that controls the variance of
the steering coefficients.

The analysis performed in this thesis brought to light
a variety of information about arrays. This information in-
dicates areas where further research might be able to take
advantage of the results obtained in this thesis. We
recommend the following.

(1) The first derivative term exists at the output of the

array. Research should te performed to see if receivers can
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be designed to take advantage of the presence of this signal.

(2) Some systems may want to minimice the effects of the
derivative terms. Research should be directed toward find-
ing signal sets that have small derivatives. More speci-
fically, research should be directed toward tinding signal
sets whose correlation fuinctions have small derivatives.

(3) For the purposes of jamming, signals wi.h high power
in the derivative terms would be difficult to null. Studies
in this area could result in valuable information about jam-
ming of arrays.

(4) One of the original purposes of this thesis was to in-
vestigate the effects of the array on spread spectrum sig-
nals. The details of this analysis were never carried out
for the specific spread spectrum model. This analysis
should be completed.

(5) The effects of specific models of adaptive arrays need
to be investigated. Specifically, transient effects should
be investigated when the array adapts from one steady state
to another.

(6) It was observed that there appears to be an inverse
relationship between A, the multiplier of the signal, and
B, the multiplier of the derivative. This might imply that
the deeper the null, the higher the derivative. This rela-
tionship should be studied in detail. It might reveal in-
sights into more optimum nulling techniques.
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Appendixs Analysis of Computer Projiram

Introduction
The purpose of this Appendix is to present the details

of the computer program used in this thesis. It is divided
into four parts: theoretical analysis, computer program
description, discussion of data, and summary.
Theoretical Analysis !

Eq (14) is the starting point with A s | and «:0 ,
Next, the array is assumed to be linear. The £, become

{i = {} cos 8 . With these substitutions Eq (14) becomes
N 'JW(F*&):‘.QQ;O
s(0,0) = N#Y et <

4z

(92)

‘The signal is assumed to be a pulse of unit height and dura-

tion, T.
This waveform is passed through the array and the result-

ant signal is correlated with another pulse of the same dur-

ation. The resultant operation is

[

c{T) =f m(£) = {army Pundion} m(T+4)dt (93)

which in the frequency domain is

An(f4£,) S cos 6

N
o(f) » MEY et M*(F)
e

e (Fe4,) 5 cos 6

Y'Y of

Al

(9%)
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|M(f)| is simply the transform of the autocorrelation
function of the pulse. Thus,

ME)|* = Tlsec® (FT) = T fumpid (95)

When inverse transformed this function is a triangle of
height T and width 2T (rig. A-1). This then is considered
the ideal undistorted signal waveform to be passed through
the array for detection. Egqs (9%) and (95) were used as the
basis for the computer program that was written to investi-
gate and demonstrate the properties of the array.
Computer Program Analysis

The program was written to be quite versatile in its

applications for this study. A series of specialized sub-

routines were written to perform—most of the work. The main

program, THESIS, was basically & series of calls to these
subroutines to obtain a variety of results for visual anal-
ysis. The major subroutines used were SIGNALS, ARRAY, and
FFT. The supporting subroutines were FREQ, GRAPH, ROTATE,
DFT, and IDFT. The Fast Fourier Transform (FFT) algorithm
used relies on the data list being some positive integer
2M,

power of two, Thus, all the subroutines were written to

conform to this specification for vector sigzes.

Subroutine SIGNALS fills a vector, Sigspec, with equally

sraced frequency samples of the right side of Eq (95).
Since the frequency spectrum of Eq (95) is infinitely wide,

the frequency spacing must be chosen so that an adequate
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amount of the spectrum content is sampled to yield accept-
able signal waveshapes in the time domain after inverse
transforming. This particular waveshape (ainczx) has been
gstudied extensively and it is well known that sampling al-
gorithms that include samples from one or two of the side-
lobes yield adequate results for most operations. For this
program, the frequency spectrum is sampled so that samples
from at least the seventh sidelobe on either side of the
main lobe are included in Sigspec.

Subroutire ARRAY implements the complex summation in
Eq (94%). However, the form of the summation was altered
slightly before implementation. An fo was factored from
(f + fo) leaving fo(l + ﬁ’fo) . Next r. was redefined
as = d A, where A, is the wavelength of f . Thus,

A

d; 1s the distance r; measured in units of A, . Substi-

tuting these changes—inteo—8qg(94) vields

)
‘ ef‘.zw({-‘ﬁf.)a‘-cos é B} ﬁefhﬂ"&(“{)d"me
4= £3)
LIRS ‘)d‘-cu 6
S el L (95)

Al

because £1.= ¢ . Finally, fo was chosen arbitrarily to
be 350 MHz, a UHF frequency. Subroutine ARRAY then fills a
vector, ANTENNA, with equally spaced frequency samples of
Eg (96). These are the same frequency samples used in sub-
routine SIGNALS.

The third major subroutine is FFT. It is a Discrete
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Fourier Transform (DFQ) that uses the decimation-in-time
principle (Ref 12:1290-302) for computing the DFT of vectors
that are a power of two in element length. The routine was
written so that either a discrete transform or a discrete
inverse transform could be obtained by calling FFT.

These three subroutines then became the workhorses for
the computer analysis. SIGNALS was called to create the
signal spectrum, ARRAY was called to create the antenna
spectrum, and a simple term by term product of the two re-
sulted in the array output vector (Fig. A-2). This output
vector was then passed to the FFT for inverse transforming.
The resultant signal was then graphed so that it could be
visually compared with the ideal output signal of Figure A-1.

The five supporting subroutines were written to support
the details of graphing the output of the thres main subrou-
tines. FREQ has the simple function of placing the appro-

—priate values in the horizontal axis vectors. It creates

the appropriate time and frequency vectors that matem tie—

sampling values used by SIGNALS and ARRAY. GRAPK has the
function of graphing the output in an acceptable format by
ueing basic CALCOMP plotting routiras. This routine is only
useful with the facilitles available at FIT's computer
center.

ROTATE is a sudbroutine that was used in the analysis of
the linear, equally spaced array. Section III. C. proved
that the signal and its first time derivative were $0° out
of phase. ROTATE determines the phase of the signal and then
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ARRAY
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V

Time Waveform = (mi. Moy soes mN)

Figure A-2. Implemontation of Equation (94).
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shifts the phase of the output so that the signal can be
found on the real axis. The first time derivative is then
located on the imaginary axis. In this format these two
quadrature signals can easily be graphed separately.

DFT and IDFT were written to support FFM. DFT and IDFT
set the parameters of FFT to cause FFT to calculate either
the discrete transform or the discrete inverse transform,
respectively.

All the above subroutines were designed so that they
need no changes for any run. Obviously, subroutine SIGNALS
would have to be rewritten if a different input signal is
desired.

" The main program, THESIS, is written with all the para-
meters for various situations included. The program was
written for batch processing and little consideration was
given to optimizing this routine. The various parameter
cards were simply replaced with new carde that contained the

new parameters. A listing of the most often used program is

ned

2 e

A L T

included as Figure A-3.
Discussion of Data

Any time a digital computer is used to simulate a con-
tinuous system errors are introduced. These errors must be
identified and accounted for. This computer program intro-
duces errors into the output from three major sources. All
three are discussed here.

The first effect is roundoff error. The computer per-

forms calculations to a certain degree of accuracy. Rarely
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EFUASS(501)).15.0,00008C080001) SI)ed. @ 18 T i

186 SONTINE ) ooed ¥ |
CALL GRIOW(2.41," 2, NUNBER) ‘@‘ '
3C 107 Is,UN3F2
BCI)saTHAG(ANTENIA (1))
EFEASS(S(T)) LE.0.00000000081) SCI)u0,. )

187 SONTINUF
SALL CRADUIZ,, 1,7 7 KUNDER) .
DO 168 Iag,Nugrs

. SUD)aATANC ATHAGEANTENNA (1)) ZREAL (ANTENNA (1))
P 208 SU11eS(I)®130./9]
SALL GOMBUIR, 1,72, NUMNER)

198 CONTINIE
SELL PLITECY)
N2

Figure A-3. Fortran Progran. Page 1 of &4
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SUNEQITINF STINA ST, FRAR, NV

G.-.;.----oo-.-..n--..co..o-.-.--.--....u--..----.--.~--o-.o.o-.....‘..--.-.-.

Tel$ SUBRIITTF COTATES TRT SAWPLED SIINAL SPEICTYRUN,

$T USES T4 PARLNETIR, PN, TO ODUTERSINE wHllw FREQUINIIES 1) SamdLE,
Tuf SRRTIIULAT STFIBL UTEL IN 1M1 SUSRIUTINE 1S A TRIANIJLAP SIGNAL.
T, TuE TOFIUTNCY SEECTRUM TMAT IS SAMSLEA IS TWE SIJARE OF TnC SINC
CINTTION, (SINISICTOF)2LIPLtFIIO?

WAEEE T I Wt METINT AWD 2OV I3 INE JURATION OF TnE TRIANGLE.

Tug SRRANIIFRS THAL wWUST PE PED TO THIS RUUTINE ARE T4 BUL3IE DURATION, T,
THE TOPNNEYLY QOREIN TO BF SANPLED, FuAX, AND Tn® NUMOIR OF PREJVINCIES TO
0T SAwSL £, NN,
TuE FATAYrYZ T S SAUPLED RANGE FRON «=FnAX/Z? TO oFNAXR/D,
b Shenahphsbband aseaase L1 133 T T YT YT YT YIYYI YT YL R Y LY 2 Y )
SCUBLEN STAPTC, ANTENMASICNAL 3153
COTNIN D010}, TWIPLLB20) ,SICSPECLITR0) (FRATEZED (TICI0R6),810000),
] TANTENNALL OO oS RALCLIO24) 4 MANT LL020) 3163 2020) §
: PIed. 101597481837
9 FRELAT MR/ {NUN=L,)

o0 8sSs0s000000

DOONOHOOOIONOND

ST TR TR el R s e oA

: [{SIAXN LY LE]
! 00 10 Key,ILASY
' SaigeNIe/ PP TR
10 SICSIN I ISINIDISTE ) pp] sF)00p,
LTS YEXUFLYZ T3
20 12 WxlF1PST, 0
FatCeN e 3)SFYRL
1 4 SICS X)L (SIN(PIOTOR) IR /F 02,
SIS LNUAP N - Tot
00 2§ ury, Iv1eS§Y
29 SISSPECLIC) mB 1SS oNUN/2~2)
EEIRSVaNIN/ P
00 33 <sIFTRCT, Min
N $13SPECICY a1t anyn/2-1)
. [ETYYN
(1)
SUNROUTINE G ITAY (THAY, THE Ny NUN)

Cerosscancnnmmenotsassrocenunsnancesraanesiossomesseno s s sesssesa asanasacsast

THIS SUNRIITINT CRTATES THE SANPLED ANTENNA ARRAY SPIOTRIA,

[——

3
i
1
]
1
1
i
{
]
i

IT EVaLUATES Tuf 3922 EOUATION AT THF SAYE FREZSUENCY POINTS T4AT THE
STENAL WA SAwp 0,

THE ARTIRNG FIVATION IS YHF SUMMATION FAOM 1 TO N OF INE PARAMETER, X,
MITH TWE TI0M 1Y TuF SUNMRTION BEING

EXPLIO2OPIS (1P 7380, 800,000)*D(X)I*3OSLTHETAY)

TUE SARINTIERT THMAT wUSY AF FEO YO TMIS ROUTINE ARC T4F FREQUENCY RANGE
TO BT SAM.TH, Felv, THE NUMBFR OF ELEMENTS IN THE ANTIANA ARRAY, N, TWE
LQSATION DF TXF SIGNAL FROM THE MAIN AXIS XIN DEGREES, THE, AN TME
NJQUAER OF 2D0INTS 10 9F SAPPLED, NJN.

AS MITH $JIROUTIN® SIGNALS THE FREQUENCY RANGE SANPLE) 13
NIV AN LYLI YA
SOAPLEX SISROTN ANTENNA,,SIGNAL JANT
COMON U313V, TRUFCL024),SIGSPESCI024),FRIL020),TTLL028),302020),
SANTENNACLOPH) o SIINALCLO20) JMANYLLQ20)  ANTILOR4)
Ple3.10139208188)
THETAT4AT*PT 2100,
ANGLESDIS(TAPTY)
FOFLeF M2 INUYel,)
00 100 Ix1,NUY
FePOrL o1 =-NI%?) j
ANTENNA(TI®t 0.4, 00) 3
N9 §0 %egN
QI®aPISter7 330000000 N IKICANGLE®D .
ANTENNAL T o ANTENVA LT 0CUSCOIPI® (1430 ) OSINIDLIPI® LA, 10Y -4
1] SONTIN'E . i
180 SONTINIE
TLASTaNJ4 200
20 120 Is3,I0ASY
120 ANTUTI=ANTFUNA(IONUNZ2=1)
(AT TIATTETS X3
J0 138 1aZC1AST,NUN
190 ANTIT) adNTENNAC(T-NUMNZ2-1)
30 1860 IryyNUM

1.0 ANTERNALT DA ANTLDT)

RETUN ;
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Figure A-3. Fortran Program. Page 2 of &
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THIS PAGE I8 BEST QUALITY PRACTICANA

FRON OOPY FURKISHIED 10000 o

T R ITT
rmceca [ TLYY Y ssscesassasssscassseass seae
THES SUSRIUTINE ANN Tuk NEET IO CONOINE 7O CALCULATE fwt OI82RFTE
FOIRTEIR TRLMEFORW IR JTS INVCRSE OF A vICTO® OF wALUES,

OFT TELLS fur Py vQ CALCULATE THE TRANSFORN,

TOFT TELLS Tue FPT TO CALCULATE THE IVVERSE TRANSFORW,

B3u FOT AND [0FT SFQUIAT THO PARANCTEFRSH

e THE YTITIN OF “ONPLEN VALUES 1O OF TRANSFORNED

Be  TUL QUOQuSNT, %, OF THF NASCR OF VALUES TO OC TRANSFORNED, 2*°n

FET T3 & JTCT®ATION-IN-TINE OISSRETE FOURIER TRANSFORN,
IV RO UIREYT TuE NUSER OF DATA POINTS TO AE AN INTEGFR PONER 0F THO 3N
QRIL® 10 dPFRATE S oPfRLY,
T 1% CALLED AUTINSTICALLY OV OFY AND 1DFT,
SOUBLEY RUIA2Y)
SALL PRItE, v, 1)
sgtuen
TN
SUISAYTINE JOFT LY, W) .
SOWPLEX vigeN)
SALL FRTLY, 4, 0D
RETURN
[L.1]
SUNRCYTINE + 7TLE, N, ITRANS)
COWSLEX Y8200 oM, T
NaPooy
[ 124 LV R4
LAIRL L8
Jey
30 7 1w,y
IFtl.CE.0) 30 TO S
Tant
L AFIRI X4
2¢2)et
[ ] [$1 1}
[ FFLC.GE.)) 30 YO 7
Juj-n
gak/?
€0 0 ¢
4 Jn Jox
Plal. 61332083807
0 28 el
LEudesy
LEYs\E/?
0ottt d,0.0)
EPATTRANS ). 1) WasCHPLX(COSIPTI/FLOATILEL) ) o =SINIPI/FLOAT (LEL)))
EPOITRANS NEL1) WeCHPLXICOSIPIZFLOATILEL) ) o SINCPIZFLOATLLELINY
90 20 Jst,T)

DO A _let .y 0T

tPalo £l

TR AIP)*)

RCIM et
18 RUIVoX ()oY
20 Py

EFCITRANS.FI.1) 30 TO 3@

20 ?§ 1Ist,N
t4 REIIsX LTI VN
30 [rYLeN

[ L]

SHANQYTING TREYPTR T, FHAX,NUMIER)
c----—----.-.-c.--..-.-.--...-.o..-o oeww wee
TMES SUSRIITING ENFURES TWAT THE TINE AND FREQUENGY AKES WILL 3E SCALED
PRIPERLY 44EN PLOTS ARE RFAUESTED. I FILLS THE VEGTIR, TI, MITH THE TINE
S2APLES AND T4F VEOTOR, FP, WITH THE FREAUENCY SAMPLE ¢4 VES.

IV PERUIRES TuO SITCES OF INFOAMATION

o TME TIEIVENCY RANGE TO BE SaMPLED, FPHAX
Pe  THE NUNOFR 0T SAMPLE PCINTS, NUNBER
OIHMENTION FRINIVITR) , TI(NUNBER)
FOELaTMAYZENUNIEI =1 ,)
30 L IsiyNyenTR
TIINatI=-NINAERIY ) ZFRAX

1 FOLTIBLI=NJI1RER/D FOFDEL

RETUON

EN)

oI ON

Figure A-3. Fortran Programn.
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TH1S PAGE 1S BEST QUALITY PRACTICALLE
FROM OOPY FUNAISHED TO D00 .-

x

P o <y

i
\ »

SUIRDITIING ROTATF CANTENNG ,THE, NIN)
Cecccsncnscasninnscnacncasunonsnssnctcancsacee sssan .
13 Tugg SUPRIIVINT I3 OAY USLF wITW Tul LINCAR, COUAL.? SPACTE) ARRAYS, g
[ IV waS Teg PINSTION OF SuYFIINS Twg PAAST OF THE OUTAUT, 30 Tudl TwE RtAL ©
e ONES CONTAINS Tur CTCmAL #NO TWE JMAGINARY AXIS CONTALNS TNE SEIGMAL e
[ [ £ 282124 A8 ]
¢ 3
¢ T4g SIRAUTFITER NESTSEARY FOR T4lS SUSIIUTINTG TO FPUNRCTLIN PROPTRLY ARY THE ©
[ FESTING OF CLubd ¥ VALUES, ANTERMA, TR ANGLE OF PHASE S41°T, TME, AND THC *
[ 5 NIASER IF 2aLUTS 1) QF SMIPTED, NUM. L4
Ceessscansassanssnvonassscsssasassancasseses @

SHUMLEY ANTENNA CRUNY

Pl d. 1418924880y

Tuvapusedlsggl, '

BlGeey JOPI°0%CTNED

30 18 lag, 0
19 ANTTNNR 2 Int0SERT 6% 00 s 0ed oS INIRTEI® LR, o) 20 ANTENVALYY

[eTLY
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SUNRQU T E G‘!O\NIAIIS.IB!N.J.MD
Comecavcntcrssonvnancacacas eeeew ceasscccncvecanastssehss cvssanacnsvas
e THES SURBSTING NAR TME SCLY FUNCTION IF GRAPHING THE DATA IN AW .
¢ ACCEOVANLE FIRNAT, IV PCLFORNS SEVERAL FPUNCTIONS, .
3 te I': RTAIT IN ¢ CRA0S TwAT CONTATY TME LABELING I9CJRMATION POR THE hd
[ SAAPY, .
[ | 5'3‘!:'! THE QUTRUT SO THAT Tul DESIPCD STIGMAL IS IN T4t CENTIR OF :
[ AT S0i0w,
¢ Se IV TLIAINATES Tl FIRST 25X OF U4E POINTS AND T4f .ASY 28R OF ¥wE .
4 *03uts, .
[T LT P TR P P LYY YL AT TSR P R AL LR YL T A I T TR L el 2 e e T Y 2

JTUENS 2N DU

PIVENTION RSN,V ISIN)

SCUBLEn SISEPEC,ANTENNA, SICNAL JHAN?

COMMIN D), JIUFLI0260,SIGSPECLIN20),FRELE26),TRLL028),501820),

TANTENVACTIONN) ,SI5NAL L1024, TLAORN) yRANRLLIQ2N)

TueSLIve Y
3
4 TNESE STESS @FAN TN TWF DATA NESESSARY TO LADEL THE 03¢, THE 1) AReS,

[ AN) tTwE epute ppen,

REAJINGY Iy Ky B)

REAJUIN, 1) (IN) 4229y 1Q)

QTADIIN, ) TN
1 roamaY s m
4 LI IANTRY A}
|
T YNTSE STYYT YUINSYOST VW UETT THTU T WURY VISUTCTTY WTTYPTUeTY
¢ rooniy, THIS IS NFCTUSSARY QECAUST OF TwE FACT THAT T4€ NEGATINE
¢ FRCAIFNCY ST NERATIVE TINE TERNS ARE STORED TO THE AY54F OF T<E
c POSITIVE TNt Trau®, TuuSe A STRAIGHT PLOT OF THE DATA wOULD RESULT IM A
[ $OLIT GPaDa,

TLASTo 1w D0y

0 3 Wy, Ay .

3 TEQsu N/ 2-1) 2t Q)

TFIAST asigns?e?

00 & X=lFlesTY, N
3 TIReNYN/ 21} 0S8 (R)

00 $ Xat,NJd
[ ] $¢D T <)

[

[ TUETT STYFRS FLIMIMTE TWE LOMER AND UPPER GUARTER OF T4C POINTY FRON THME
¢ SUAPA,  VALT w8 NONE SFCAUSF TWF DATA USED IN TMIS THESLS MWAE NEARLY

[ ALBAYS L) AT TMESE ERTREMES AND WAS OF NO VALUE IN T4€ GRAPHICS.

NUNsNNe D

| (LA XL FETLY

30 & lst NU4S

VTS LToIFIRST)

LTPORANTE LT F 1) ML InFR(TOTIFINST)

REAIRARIS.EYePe) VIIIATICICIVFIRST)

[} SONTINYE

CALL WGRAPHIX Y NUNB,10,1618,28,0)

RETURN

[{ }]

Figure A-3. Fortran Program. . Page 4 of &4
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is this precisely the right number. Under most circumstan-
ces this causes no real problems. However, if the correct
answer is in itself a very small number, then the error can
be large compared to the actual answer. This effect was ob-
served in the Tables of Chapter III where A and B were tab-
ulated. The computer never calculated their values to be
precisely zero at locations where it was shown that they are
gero.

Roundoff errors caused other problems; problems that
affected the output of the graphics routine. To illustrate
the biggest effects of roundoff we will use Figure 28 and
Figure 43. Figure 28 shows *hat the output is zeroe. The
program did not calculate all the output samples to be pre-
cisely zerc. They had values that ranged from 10“28 to
-10'28 When the graphics routine went to graph these pocints

it scaled the axes so that the details of the "noise" were

visual. We had three possible ways to deal with this situa-
tion. (1) Let the system graph the "noise". After a few
runs we decided this method was visually unacceptable.

(2) Artificially set the range of the scaling so that the
"noise" is graphed as zero. This was a possible route.

(3) Pick a value that is considered the noise threshold.

Any values below this will be replaced by zero. We took
this option because it was so simple to implement. However,
it must be emphasized that we only performed this replace-
ment at the time of graphing. The calculated values were

used as is for all operations. Figure 43 shows the other
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effect that the roundoff errors caused. The roundoff noise
~auses the phase to be calculated as slighfly less than 90°
or slightly greater than 90°. This combined wifh the sec-
ond source of computer error to produce the results of Fig-
ure 43. The arctangent function interprets resulis only in
the range from 90° +to -90°. Thus, a value slightly greater
than 90° 4is viewed as a value slightly less than -90° .
Thus, the noise around 90° or -90° of phase shift causes
wild fluctuations in the graph of Figure 43. There were
several methods thought up to artificially eliminate this

graphics problem, but they were not implemented.

The third error deals with the discrete nature of the
FFT. The FFT is a truncated Fourier Series representation

of the data. In ordeé‘to include enough frequency harmon-

. ics to make the square wave look exactly square would re-

quire a large value of FMAX and the number of frequency
samples 2", This is due to Gibbs phenomenon which states
that signals with discontinuities cannot be represented by
finite length Fourier Series. The result of a finite Fourier
Series representation is the oscillation near the discon-
tinuity that appear in Figures A-4, A-5, and A-6 {Ref 2:105-
107). Pigures A-4, A-5, and A-6 illustrate how the oscil-
lations on the square wave decrease as the frequency range
and the number of samples is increased. Figure A-4 used a
256 point FFT and only sampled frequency components up to

2 MHz. Figure A-5 used a 512 point FFT and sampled to 4 MHz.
Finally, a 1024 point FFT and a maximum frequency of 8 MHz
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were used to obtain Figure A-6. These figures clearly illus-
trate that the higher harmonics aid in making the square wave
more square. The plots in the main text all used the 1024
point FFT.
Summary

This appendix has presented the details of the computer
program that was used to obtain most of the plotis presented
in the text of this thesis. It has described the equations
that were programmed and the actual Fortran program has been
included. As a final step a discussion was given of the
effects that the digital program had on the form of the
output. This included the observed effects of roundoff
errors, the limitations of the arctangent routine used, and

the observable effects of using a finite length Fourier

‘Series representation of waveforms.
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