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ABSTRACT

This report summarizes progress on projects carried
out at the Electronics Research Center at The University of

Texas at Austin and which were supported by the Joint Services

Electronics Program. In the area of Information Electronics

progress is repor ted for projects involving (1) nonlinear
f i ltering and estimation , (2) electronic multi-dimensional
signal processing , (3) electronic control systems , (4) elec-
trOnic computer system design and analysis and (5) electronic
computer software systems .

In the Solid State Electronics area recent findings

in (1) basic solid state materials research and (2) research
on instabilities and transport near surfaces and interfaces

of solids are described.

In the area of Quantum Electronics progress is pre-

sented for the following projects: (1) nonlinear wave phe—
nômena , (2 )  atomic and molecular electronic processes and
(3) high power laser systems.\
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SUMMARY

I. INFORMATION ELECTRONICS

In work devoted to Nonlinear Fi l tering and E8timation,
the modeling and analysis of nonlinear systems described by
di f fe rential equations driven by point proces s noise were
cons idered, and the stochastic calculus of McShane was gen-
eralized to include such differential equations. A new method
based upon characteris tic functionals was presented for anal-
yzing the moment stability of certain bilinear systems with
random inputs. Recursive state estimators for certain classes
of nonlinear sys tems in both continuous and discrete time
have been derived and it was shown that the optimal estima-
tors for systems described by certain Volterra series expan-
sions or by bi linear sys tems wi th nilpotent Lie algebr as are
recursive and finite dimensional. Methods of Fourier analy-
sis and an assumed fol ded normal densi ty approximation were
appl ied to a nonlinear es timation problem in which the obser-
vation consis ts of a doubly stochastic Poisson process and a
particular application to optical phase tracking was presented.
A localized version of the Kolmogorov—Smirnov statistic was
given for detecting changes in the structure of a stochastic
system.

Accomplishments in Electronic Multi-dimensiona l Signa l
Proce8aing fall into the following three areas. First, the
work on phase distortion due to filtering in digital pictures
has been completed. In this research, a technique has been
developed to calculate a measure of phase distortion . Second,
a technique for the design of two-dimensional nonrecursive
f i l ters wi th nonrectangular impulse res ponse arr ay s has been
developed. In general , two-dimensional nonrecursive filters
wi th rectangular impulse response arr ays have the disadvant-
age that the filtering operation becomes slow as the size of
the array increas es.  This di f f i cu lty has been alleviated to
a large extent by the new method. Third , the design of two-
dimensional recur sive f i l ters has been inves tigated exten-
sively , and two more design techniques have been developed in
addi tion to the previous technique , which is based upon ro-
tating frequency responses of prototype filters. One of the
new methods approximates nonseparab le frequency charac teris-
tics by sums and produc ts of separable transfer func tions by
shifting frequency responses of simple prototype filters.
The other technique approxima tes arbi trary magnitude charac-
teris tics with semicausal recursive fi l ter s by uti l izing the
spectral factorization capability of planar least square in-
verse polynomials of semicausal form.
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SUMMARY

In the research area of Electronic Contro l System8 sen-
sitivity theory was studied theoretically and was utilized in
the desi gn of control sys tems whi ch are relatively insensi tive
to variations in uncertain plant model parameters. The ex-
tended multiple shooting (EMS) method for solving linear
el l iptic boundary value problems was inves tigated, and the
convergence speed of the EMS method was improved over that
of other methods by requir ing the solution of linear alge-
braic systems of much lower dimension. High—performance
recursive state es timator s were desi gned for sy stems evolv ing
on compact manifold (such as the sphere), and these estima-
tor s performed as well or better than other known f i l ters
for many important problems. Optimal recursive state esti-
mators wer e derived for other classes of nonlinear sy stems ;
these estimator s represent some of the very few known examples
of implementable optimal estimators .  Levin ’s Loop Method for
analyzing qualitative stability was extended to include tran-
sient and periodic disturbances.

The major objective of Electronic Computer Sys tems Design
and Ana lysis has been to increase the capabilities of digital
simulation; both simulation of a fault free network for logic
verification and timing analysis, and simulation of faulty
networks for the verification of test sets. Significant
accomplishments have been made in two areas, in terms of
approaching these objectives. The first of these is the de-
velopment of practical techniques, with theoretical basis,
for the automatic partitioning of a digital network into
small combinational uni ts which can be simul ated at a hi gher
level , with the same accuracy as would be accomplished at the
gate level. The second area involves the development of al-
gorithms and data structures to support very accurate modeling
of functional units for non-fault and fault simulation; in a
cost effec tive manner .  This work ut i l ized techniques know n
as concurrent simulation and represents new and original
accomplishments, with respect to the accuracy and size of
systems that can be modeled and simulated. This is of major
importance with the increased use of LSI and VLSI technologies.
In addition , the use of live, safe and persistent Petri nets
in the desi gn of digital systems has been investigated. Top
down and bottom up techniques for the synthesis of Petri nets
have been developed. This methodology is equally applicable
to hardware and software systems and especially suited to
systems exhibiting concurrency .
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SUMMARY

In Electronic Conrputer Software Systems research has
established a basis for the development of a comprehensive
Data Base Systems design methodology . This work is unique
in that it includes the whole process of design , from gather-
ing requirements to physical implementation . Furthermore, the
use of techniques from the uses of software engineering and
computer based design in the establishment of the methodology ,
is of major importance .

II. SOLID STATE ELECTRONICS

A number of accomplishments have been achieved in our
work on Basic Solid State Materials Research and Research on Instabil-
ities and Tran8port Near Surfaces and Interfaces of Solids. For example ,
in our studies of solid state reactions at metal—semiconductor
interfaces, we have made significant progress in understanding
the basic mechanisms and physical structures involved in low
temperature reactions. We have also developed a model hypo-
thesis for how Schottky barrier heights are controlled by
intermediate “membrane” phases. We have also characterized
by TED measurements the structural formation of ultrathin
films of several transition metals (Co , Ni , Pd and Pt) and
correlated these with their surface resistivity for Co and
Pt. The results suggest a two—dimensional nucleation model
for the compound formation. In addition , we have developed
interactive graphic software for use in the ellipsometric
determination of the optical constants of thin films on sub-
strates. This approach will allow for the rapid and conve-
nient determination of the optical constants of any surface
film. Finally , we have made some significant initial progress
in understanding the role of electronic phase transitions in
martensitic structural transformations using V02 thin films
as a model system. We have induced a non—equilibrium state
in these films in times less than 20 psec. Our time resolved
reflectivity and absorption measurements indirectly support
a soft phonon mode instability model of the martensitic
transformation.

III. QUANTUM ELECTRONICS

Accomplishments in the Nonlinear Wave Phenomena unit
included nonlinear optics work devoted to study ing new types
of molecular nonlinearities in the infrared . The saturation
of the linear and nonlinear properties of SF 6 has now been
observed under various conditions and an empirical model of

ix
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SUMMARY

SF 6 behavior at l0.6ii has been developed . Preliminary third
harmonic generation data has been taken on a new system, NH 3
gas . An experimental and theoretical study of third harmonic
generation in metal-dielectric wave-guides filled with CO
was carried out. An enhanced third harmonic conversion was
observed. In addition , progress was made in developing dig-
ital bispectral analysis techniques to analyze and interpret
fluctuation data generated by nonlinear wave—wave interactions.
In particular, it was demonstrated that the bispectrum and
its derivatives (e.g., the bicoherence spectrum) may be used
(1) to discriminate between nonlinearly coupled waves and
statistically independent waves in a self-excited fluctuation
spectrum (2) to measure the fraction of wave power due to
quadratic wave coupling and (3) to experimentally determine
the strength of the coupling coefficient from the raw fluctu-
ation data. Practical aspects of digital bispectral analysis
techniques , such as estimation and statistical variability
of the estimator , have also been investigated . Work on mod-
eling nonlinear wave phenomena in terms of nonlinear system
transfer functions was initiated . The concept of the Wiener
filter was extended to a quadratically nonlinear system and
an analytic solution for the quadratic transfer function of
a causal system was obtained .

Progress in A tomic and Molecular Electronic Processes includes
the work concerning light scattering in highly polarizable ,
compressed gases (Ar , Kr , Xe , C h k ) ,  which is now completed .
The experimental , collision—induced spectra could be reproduced
from a wavemechanical theory in all details , and on an absolute
intensity scale. It was learned that the anisotropy of the
polarizability tensor of collisional, like pairs was dominated
by the electrostatic term , y ( r) = 6c~2/r 3 . Corrections at close
range , which were previously thought to be necessary on account
of electronic exchange and overlap , were shown to be less than
4% at r = o (c is the root of the pair potential function) .
Other spectra of weakly polarizable gases (Ne) are still in-
consistent with theory , probably owing to impurities . A gas
purif ying system has been completed and wil l  be used in the
near future to record spectra of pure gases . In other work ,
experimental charge density distributions based on precision
measurements of electron d i f f rac t ion  cross sections were used
to calculate a set of moments for several molecules . These
values were compared and agreed with results derived from
optical data . This agreement is of notable significance since
the diff ract ion work can be readily expanded to other systems
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SUMMARY

where all other methods are not applicable. Moments of the
electronic distributions are , next to the total energy , the
most commonly used quantities to critically evaluate numerical
wave functions.

In the work dealing with Hi gh Power Laser Systems energy
transfer processes that relate to several new gas laser sys-
tems are being studied. A large body of data has been col-
lected during the past year on the kinetics of electron beam
excited oxide gas systems. The experiments have concentrated
on the production and decay of the O(’S~ ) state which is theupper level for several potentially e f f ic ien t  hi gh power laser
amplifier transitions . Progress this year has identified
efficient oxygen excitation channels in argon + NeO and argon +
02 mixtures . Preliminary data on Ne— O2 mixtures indicates
that neon is much less efficient in generating O(’S0). The
completion of a gas purification system complemented the above
measurements by eliminating interference due to impurity ni-
trogen ion bands. These successful measurement techniques
will be extended to other promising systems in the future. In

• addition , we have initiated new work relating to optical com-
ponents used in high power laser system . The grating rhonib
beam sampling device for high average power lasers has been
analyzed and optimized . The imaging properties of the beam
sampler were analyzed for curved wavefronts . Not only was an

F optimal, minimum abberations, configuration determined , but an
inverse algorithm was developed which can deconvolve the ab—
berations in pre-existing data . This will  be of use in high
power propagation studies where accurate determination of the
amplitude and phase of a sampled laser beam is needed .
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National Radio Science Meeting
Boulder, Colorado
January 9-13, 1978

Y.C. Kim and E.J. Powers, “Digital Bispectral
Analysis of Plasma Fluctuation Data Associated
with Nonlinear Wave-Wave Interactions.”

5th Annual Conference on the
Physics of Compound Semiconductor
Interfaces

Los Angeles , California
January 24—26 , 1978

R.W. Bene ’, W.J. Schaffer and R.M. Walser ,
“Structural Study of Thin Nickel Films on
Silicon Surfaces.”

Computer Science Department
Indian Inst. of Tech.
Kanpur , India
January 1978

T.K.M. Agerwala,”Microprocessors. ”

National Radio Science Meeting
Boulder , Colorado
January 1978

T. Itoh, “On the Spectral Domain Formulation
for Microstrip Line Structures.”

Decision and Control Seminar Series
University of Texas at Austin
Austin, Texas
February 1978

T.K.M. Agerwala, “Control Issues in Distributed
Systems.”

International Solid State
Circuit Conference

San Francisco , California
February 1978

T. Itoh, “Millimeter—wave Integrated Circuits.”
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81st Annual Meeting of
The Texas Academy of Sciences

Texas Tech University
Lubbock , Texas
March 11, 1978

T.K.M. Agerwala, “The Fractional Horse Power
Computer.”

Probabili ty and Statistics Seminar
Department of Mathematics
University of Texas at Austin
Austin, Texas
March 14, 1978

G.L. Wise, “Nonlinear Transformation of Random
Processes.”

Southwest Region Spring Meeting
The Society for Computer Simulation
Fort Worth , Texas
March 17 , 1978

*B.F. Womack and T.F. Henson , “Modular Digital
Simulation of Dynamic Systems.”

School of Computer Sciences
McGill University
March 17, 1978

T.J. Wagner, “Recent Results in Nonparametric
Discrimination and Density Estimation.”

Texas Systems Workshop
Dallas , Texas
March 18 , 1978

*S.I. Marcus, “Finite Dimensional Nonlinear
Estimation in Continuous and Discrete Time.”

IBM Corporation
East Fiskhill, N.Y.
March 21, 1978

R.M. Walser, “Membrane Effects at Silicon
Interph ases . ”
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Johns Hopkins University
Baltimore , Maryland
March 28 , 1978

G.J. Lipovski , “Some Remarks on Multi—Microcom-
puter Systems — Taxonomy and Synergism.”

197 8 Conference on Information Sciences
and Systems

Johns Hopkins University
Baltimore, Maryland
March 31, 1978

G.L. Wise , “Nonhinearities with Non-Gaussian
Inputs .”

Workshop on the Science of Design
Sponsored by The Naval Ocean Systems Center
U.T. at San Antonio, Texas
March 197 8

T.K.M. Agerwala, “Communication Issues in
Distributed Computer Systems.”

American Chemical Society
17 5th National Meeting
Anaheim, California
March 1978

Jack Turner, “From Microphysics to Macrochem-
istry via Discrete Simulations .”

1978 International Conference on
Acoustics , Speech & Signal Processing

Tulsa , Oklahoma
April 10—12, 1978

*H. Chang and J.K. Aggarwal, “Design of Semi-
causal Two—Dimensional Recursive Filters.”

IEEE Computer Society Workshop on
Pattern Recognition and Artificial Intelli gence

Princeton
April 12—14, 1978

L. Davis, S. Johns and J.K. Aggarwal , “Texture
Analysis Using Generalized Coocurrence Matrices . ”

xxxviii

~~~ ~~~
—_ - -

~
--—

~~~~ 

•- ..
~~~

• - - 
- -

~~~
— 

~~~

.-- 

~~~~~~~~~~~~ 

~~~~~~ ——- - —-C ii



•- -- • _ _ _  

- 
_____________- •

~~~~~~~~~~~~
--

~~

.--

PUBLICATIONS, TECHNICAL PRESENTATIONS, LECTURES AND REPORTS

IEEE Computer Society Workshop
on Pattern Recognition and
Artificial Intelli gence

(continued)

3. Roach and J.K. Aggarwal, “Computer Tracking
of Three-Dimensional Objects.”

IEEE Region V Annual Conference
Tulsa , Oklahoma
April 16—18, 1978

*B.F. Womack and H.W. Lo, “Synthesis of Feedback
Systems with Nonlinear Uncertain Plants.”

Solid State Devices, Inc .
Engineering Group
Los Angelese, California
April 19, 1978

LW. Bene’, “Schottky Barriers on Silicon
Surfaces.”

Target Modulated Signature Meeting
U.S. Air Force Avionics Laboratory
Wright Patterson Air Force Base , Ohio
April 20 , 1978

*E.J.  Powers , “Bispectral Analysis of Radar
Data from Vibrating Targets.”

Second M~erican Physical Society Topical
Conference on High Temperature Plasma
Diagnostics

Santa Fe , New Mexico
March 1—3 , 1978

E.J. Powers, J.Y. Hong , Y.C. Kim, J.R. Roth
and W.M. Krawczonek , “A Fluctuation—Induced
Transport Diagnostic Based Upon FFT Spectral
Analysis.”
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1978 IEEE International Conference
on Plasma Science

Monterey , California
May 15—17, 1978

*y~~ Kim and E.J. Powers, “Application of Dig-
ital Complex Demodulation Techniques in Analyzing
Nonlinear Wave Data.”

J.R. Roth, W.M. Krawczonek , E.J. Powers, J.Y.
Hong, and Y.C. Kim , “Functional Dependence of
Radial Transport in a Toroidal Plasma Subject
to Strong Radial Electric Fields.”

1978 IEEE Minicourse on Modern
Plasma Diagnostics

Monterey , California
May 17—19 , 1978

E.J. Powers, “Fluctuation Diagnostics Based
on Digital Time Series Analysis.”

1978 International Symposium on
Circuits and Systems

New York
May 17—19, l97~~,.

*K. Hirano and J.K. Aggarwal, “Design of Two-
D~,mensional Recursive Digital Filters wi th
Half-Plane Symmetry Characteristics.”

Topical Meeting on Picosecond
Phenomena

Hilton Head, South Carolina
May 25, 1978

*M.F. Becker, R.M. Walser and R. Gunn, “Fast
Laser Excitations in VO at the Semiconducting-
Metallic Phase Transiti~ns.”

IEEE Computer Society Conference on
Pattern Recognition & Image Analysis

Chicago, Illinois
June 2, 1978

L. Davis, S. Johns and J.K. Aggarwal, “Tex ture
Analysis Using Generalized Coocurrence Matrices.”
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Mt. Sinai Hospital
Detroit, MI
June 2, 1978

G.J. Lipovski, “Some Remarks on Microcomputers
and Applications of Microcomputers.”

IBM T.J. Watson Research Laboratory
Yorktown Heights, N.Y.
June 12, 1978

*R.M. Walser, “ Recrystallization of lon—Amor-
phitized Silicon.”

Fifth International Multivariate
Analysis Symposium

University of Pittsburgh
June 14 , 1978

T.J. Wagner and L.P. Devrove, “The Strona
Uniform Consistency of Kernel Density Estimates.”

15th Design Automation Conference
Las Vega , Nevada
June 1978

T.K.M. Agerwala, “A Synthesis Rule for Con-
current Systems.”

IEEE MTT Symposium
Ottawa, Canada
June 1978

T. Itoh, D. Ratliff and A.S. Hebert, “General-
ized Spectral Domain Method for Multi-Conductor
Printed Lines and Its Application to Tunable
Suspended Microstrips.”

T. Itoh and C. Chang, “Resonant Characteristics
of Dielectric Resonators for Millimeter-wave
Integrated Circuits.”

T. Itoh and A.S. Hebert, “Simulation Study of
Electronically Scannable Antennas and Tunable
Filters Integrated in a Quasi-Planar Dielectric
Waveguide.”
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The University of California
at Berkeley

June 1978

T.K.M. Agerwala, “Communication Issues in
Parallel Algorithms and Systems.”

Sperry Univac
Blue Bell , PA.
July 31, 1978

G.J. Lipovski, “Texas Reconfigurable Array
Computer.”

Sperry Univac
Roseville , MN
August 15, 1978

G.J. Lipovski, “CASSM - A Context Addressed
Segment Sequential Memory.”

G.J. Lipovski, “Texas Reconfigurable Array
Computer .”

Bendix Research Labs
Detroit, MI.
August 21, 197 8

G.J. Lipovski , “Texas Reconfigurable Array
Computer.”

Pinegree Park , CO.
Colorado State University
August 29, 1978

G.J. Lipovski, “On Conditional Moves in Control
Processors. ”

Imperial College
London , England
August 29, 1978

*S.I. Marcus, “Finite Dimensional Nonlinear
Estimation in Continuous and Discrete Time.”
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1977 International Conference on
Parallel Processing

Michigan
August 1978

T.K.M. Agerwala, “Loosely Coupled vs. Tightly
Coupled Processing~ ” Panel Discussion.

T.K.M. Agerwala, “Communication in Parallel
Algorithms for Boolean Matrix Multiplication.”

International Conference on
The Physics of Semiconductors

Edinburgh , Scotland
September 6, 1978

*R.W. Bene ’, R.M. Walser and James Hu, “Rela-
tionship of Metal-Semiconductor Transition To
First Compound Nucleation at the Interface of
A Thin Film Transition Metal on a Silicon
Substrate .”
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CONFERENCE PROCEEDINGS

R.J. Marks, G.L. Wise, D.G. Haldeman , and J.L. Whited, “Some
Preliminary Results on Detection in Laplace Noise , ” Proceedings
of the 1977 Conference on Information Sciences and Systems,
The Johns Hopkins University , March 30-April 1, 1977, pp. 541-
545.

G.J. Lipovski , “On Imaginary Fields, Token Transfers , and
Floating Codes in Intelligent Secondary Memories,” Proceedin~sof the Third Workshop on Computer Architecture for Non-Numeric
Processing, Computer ArcTiftecture News, Vol. 6, No. 2, pp. 17-22,
May 1977.

* T.K.M. Agerwala, “Communication , Computation , and Computer
Architecture,” Record of the 1977 International Communications
Conference, Chicago, June 1977.

T.J. Wagner and L.P. Devroye, “Distribution—Free Performance
Bounds with the Resubstitution Error Estimate” and “Asymp-
totic Properties of Hierarchical Clustering Algorithms ,”
Proceedings of the IEEE Computer Society Conference on Pattern
Recognition and Image Processing, Troy , N.Y., June 6-81l977~~

* L.P. Devroye and G.L. Wise, “Nonparametric Detection of Changes
in System Characteristics ,” Proceedings of the Twentieth Mid-
west Symposium on Circuits and Systems, Texas Tech University ,
August 15—16 , 1977, pp. 730—734.

R.J. Marks, G.L. Wise, and D.G. Haldeman , “Further Results
on Detection in Laplace Noise ,” Proceedings of the Twentieth
Midwest Symposium on Circuits and Systems, Texas Tech Univers-
ity, August 15—16, 1977, pp. 735—739.

G.J. Lipovski and A. Tripathi , “A Reconfigurable Varistruc-
tured Array Processor ,” Proceedings of the 1977 International
Conference on Parallel Pr~~essing, pp. 165-174 , August [977.

L.P. Devroye and G.L. Wise, “On the Estimation of Discrete
Probability Densities from Noisy Measurements ,” Proceedin~sof the Fifteenth Annual Allerton Conference on Communications,
Control, and Computing, Monticello , Illinois , pp. 2ll-2~ 0,September 28-30, 1977.

*Funpe~~entirely or in part by the Joint Services Electronics
Program.
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* G.L. Wise and S.I. Marcus, “Stability Results for a Class
of Systems with Multiplicative State Noise,” proceedings of
the F ifL t~onth Annual Allerton Conference Ofl Cominunica~ iOnS,

Control, and Computing, Monticello, Il1in5[~7 
pp. 652-660,

September 28—30 , 1977.

s.i. Marcus, “Optimal Finite Dimensional Recursive Estimators

for Discrete-Time Stochastic Nonlinear Systems ,” Proceedings
of the Fifteenth Annual Allerton Conference on Communication,

~ôntro1, and 
Computing, Monticello, IllinoiS, pp. 52—61,

September 1977. —

G.J. Lipovski and C.G. Hoch, “A Varistructured Stack for
Microprocessors ,” proceeding~s of the EuromicLo3rd 

symposium

on MicroprOCeSsing and MicroprOgraltuttiflg, October 
3, 1977,

pp. 184—192.

* B.F. Womack and V.M. Levykin , “Circular—Polar Configurations

of Dynamic Multiple—Connected Subsystems ,” proceedings of 
the

IFAC Symposium on Information Control Problems in Manufact ing

Technology, Tokyo , Japan , 11 pp . ,  October 17-20 , 197

* 5.1. Marcus and R.B. Asher, “Optimal and Suboptimal 
Estimation

of Mixed Rotational Observables , ” in proceedings of the 1977

IEEE Conference Ofl Decision and Control, New York , IEEE Press,

pp. 968—971 , December 1977.

* S.I. Marcus and K. Kohanbash, “Fourier Series and Estimation
:

An Application to Optical Phase Tracking ,” in proceedings of

the 1977 IEEE Conference on Decision and Control, New York,

IEEE pressT~~~~215-2l9 , 
December 1977.

* 0. Mm Ho. Rang , Rang Mm Chung , and Michael F. Becker, “Sat-

uration Limited Third Harmonic Generation in SF6
,” Abstracts

from the International Conference Ofl -MultiphotOn Processes—

Optical Society of America, Rochester, N.Y., 1977.

G.J. LipoVski , “An Organization for Optical Linkages Between
Integrated Circui ts,” AFIPS Proc. NCC ’77, Vol. 46, pp. 227—
236 , 1977.

G.L. W ise , “Nonlinearities with Non—Gaussian Inputs,” ?roc~
1978 Conference Ofl Information Sciences and Systems ,” Johns
Hopkin~ University, 

March 29-31, 1978~~

* T.K.M. Agerwala, “Communication lfl parallel Systems ,” Proc.

Conf. on Information Sciences and Syster~~,” The Johns Hop-

kin~ University, Maryland, March 1978 (with B. Lint).
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G.J. Lipovski, “The Architectural Features of CASSM: A Con-
text Addressed Segment Sequential Memory ,” Proc. 4th Symp.
Computer Architecture, Palo Alto , California, pp. 31-38,
April 1978.

R.H. Flake, “Extension of Levin ’s Loop Analysis to Transient
and Periodic Disturbances , ” Proceedings of the 1978 IEEE Conf.
on Acoustics, Speech and Signal Processing, Tulsa, Oklahoma,
April 1978.

* M.F. Becker, R.M. Walser , and R.W. Gunn , “Fast Laser Excita-
tions at the semiconducting-Metallic Phase Transition in VO~ ,”
Technical Digest: Topical Meetinc~ on Picosecond Phenomena,
“ptical Society of America , ~i1ton ~ead , South Carolina, 1978.

R.W. Bene ’, and R.M. Walse~ ,”A Membrane Model for Interphases ,
”

Proceedings of the Conference on Thin Film Phenomena — Inter-
faces and Interactions 78—2, Electrochem . Soc. Publ., pp. 21—28 ,
May 1978.

R.M. Walser and R.W. Bene ’ , “Membrane Effects at Silicon Inter-
faces ,” Proceedings of Conference on Thin Film Phenomena
Interfaces and Interactions 78—2, Electrochem . Soc. Publ.,
pp. 284—292 , May 1978.

T.J. Wagner and L.P. Devroye, “The Strong Uniform Consistency
of Kernel Density Estimates ,” Proceedings of the Fifth Inter-
national Multivariate Analysis Symposium, University of Pitts-
burgh , June 14, 1978.

* T.K.M. Agerwala , “A Synthesis Rule for Concurrent Systems,”
Proceedings of the 15th Design Automation Conference, Las
Vegas, Nevada, June 1978 (with Y. Choed-Axn~hai) .

R.W. Bene ’, R.M. Walser and James C. Hu , “Relationship of
Metal—Semiconductor Transition to First Compound Nucleation
at the Interface of a Thin Film Transition Metal on a Silicon
Substrate,” Proceedings of the 14th International Conference
on the Physics of Semiconductors, Edinburgh , Scotland ,
August 1978.

G.J. Lipovski and C.P. Chen , “On Conditional Moves in Control
Processors ,” Proceedings of the Second Rocky Mountain Sympos-
ium on Microprocessors, pp. 63-94, August 1978.

T.K.M. Agerwala , “Communication in Parallel Algorithms for
Boolean Matrix Multiplication,” Proc. 1978 International
Conference on Parallel Processi,~~~ Michi~an, l97L (with B.
Lint.)
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Jack S. Turner, “From Microphysics to Macrochemistry via
Discrete Simulations ,” in “Simulation of Bulk Matter from a
Molecular Perspective , ” P. Lykos , Ed . ,  ACS Symposium Series
(American Chemical Society , Washington, D.C., to appear 1978).

G.J. Lipovski, “On Semantic Paging in Intelligent Discs ,” to
appear in Proc. Fourth Workshop on Computer Architecture for
Non—numeric Processing.

* M.F. Becker, R.M. Walser and R.W. Gunn , “Fast Laser Excita-
tions at the Semiconducting—Metallic Phase Transition in V02,”
in Picosecond Phenomena, Springer Verlag , Amsterdam, to be
published.

* M.F. Becker and J. Knopp, “Laser Beam Sampling with Grating
Rh ombs , ” Abstracts of the 1978 Annual Meeting of the Optical
Society of America, San Francisco , California , October 1978,
to be published .
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J .K .  Aggarwal and M. Vidyasaga , Nonlinear Systems: Stability
Analysis, Dowden Hutchinson and Ross, Inc., 1977.

J.K. Aggarwal, R.O. Duda and A. Rosenfeld , Computer Methods
in Image Analysis, IEEE Press , 1977.

T.K.M. Agerwala , Designing with Microprocessors, 2nd Edition ,
published by IEEE 1977 (with G. Masson).

G.J. Lipovski and W.R. Cyre, “On Generating Multipliers for
a Cellul ar Fast Fourier Transform Processor ,” Digital Signal
Computers and Processors, Ed. A.C. Salazar (IEEE pres, 1977)
pp. 181—184.

G.L. Wise, “Some Results on Zero Memory Nonhinearities with
Random Inputs,” Information Sciences, C.P. Tsokos and R.M.
Thrall, eds., Academic Press , to appear September 1978.

S.I.  Marcus , “Modelling and Analysis of Linear Systems with
Multiplicative Poisson White Noise , in Lie Groups: History
Frontiers and Applications, Vol. VIII, C. Martin and R. Her-
mann (eds.) Math Science Press , Brookline, 1977, pp. 531-555.

G.J. Lipovski , editor of Proceedings of 1978 International
Conference on Parallel Processing .

G.J. Lipovski , “Digital Computer Architecture” Encyclopedia
of Computer Science and Technology, Marcel Dekker Inc.,
Vol. 7, pp. 289—327 , 1977.

G.J. Lipovski , “Hardware Description Language , ” Encyclopedia
of Computer Science and Technology, Marcel Dekker , Inc.,
pp. 198—247.

G.J. Lipovski and T.K.M. Agerwala , “Microcomputers ,” Encyclo-
pedia of Computer Science and Technology, Marcel Dekker Inc.,
pp. 397—480. 

-

* M.T.  Manry and J.K. Aggarwal , “Picture Processing Using One-
Dimensional Implementations of Discrete Planar Filters,” Two-
Dimension Digital Signal Processing, S.K. Mittra and M.P.
Ekstrom (eds.) Dowden Hutchinson and Ross, Inc., 1978, pp. 245-
254.

*Fundep entirely or in part by the Joint Services Electronics
Program.
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* K.O. Shipp, Jr., and J.K. Aggarwal, “An Error Analysis for a
Vector Model of Two—Dimensional Recursive Filters ,” Two—Dimen-
sional Digital Signal Processing, S.K. Mittra and M.P. Ekstr~m(eds.) Dowden Hutchinson aii~ Ross , Inc., pp. 354—356 , 1978.

M.D. Ni and J.K. Aggarwal, “Error Analysis of Two-Dimensional
Recursive Digital Filtering Employing Floating-Point Arith-
metic ,” Two—Dimensional Digital Signal Processing, S.K. Mittra
and M.P. Ekstrom (eds.) Dowden Hutchinson and Ross, Inc., pp.
357—361, 1978.

J.K. Aggarwal and R.O. Duda, “Computer Analysis of Moving
Polygonal Images ,” Computer Methods in Image Analysis, J.K.
Aggarwal, R.O. Duda and A. Rosenfeld (eds.) IEEE Press, pp.
271—281 , 1977.
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INFORMATION ELECTRONICS

Research Unit IE8-l. NONLINEAR FILTERING AND ESTIMATION

Principal Investigators: Professors S.I. Marcus, T.J.
Wagner and G.L. Wise

Research Associate: Dr. L.P. Devroye

Graduate Students: K. Hsu and C. Liu

A. PROGRESS: Nonlinear filtering and estimation offers the
possibility of constructing systems exhibiting much better
performance than conventional linear systems. For over 30
years researchers have sought ef fective techniques for deal-
ing with nonlinear filters and estimators ; however , seemingly
insurmountable difficulties frequently arise in such problems.
A completely general approach does not appear possible; and
we are therefore led to the need to classify nonlinear systems
in a useful fashion and then develop techniques for the m di-
vidual classes. This is the approach we have followed in our
research , which focuses on the modeling , analysis, and design
of certain nonlinear f i l ters and estimators. Some specific
objectives of this research include the understanding of cer-
tain nonlinear filters with random inputs , the development of
tractable models of nonlinear systems that are accurate and
not merely mathematically convenient, the development of tech-
niques to be used in realtime nonlinear estimation, and the
detection of faults or changes in the system structure.

Results on the modeling and stability of nonlinear
stochastic differential systems driven by a point process are
reported in [1]. The stochastic calculus of McShane is
generalized; a more general canonical extension is defined,
and several desirable properties are proved . A new stochastic
integral with respect to a point process is defined ; this
alternative integral obeys the rules of ordinary calculus .
Finally , moment equations and criteria for the stochastic
stability of linear systems with multiplicative Poisson impulse
noise are derived .

As another approach to the stability of linear systems
with multiplicative noise , we considered bilinear systems with
random inputs , that is , systems of the form

c(t) = [A + B(t)] x(t)

where B(t) was stochastic. Our investigations of moment sta-
bility properties of the state x(t) are in [2]. In our model

3
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the stochastic nature of 3(t) arose from a form of filtered
Poisson noise. This form of noise provides a good model for
a wide variety of phenomena such as shot noise , ELF and VLF
atmospheric noises, and other sporadic events such as the
noise generated by a faulty component. Most previous research
in this area was either restricted to the Gaussian case and!
or assumed that the noise was ergodic and relied upon an
eigenvalue domination argument . Our model allowed us to con— - -

sider several practical forms of noises such as random ampli-
tude pulses occurring at random points in time, which are
not necessarily Gaussian or ergodic but which have a strong
intuitive appeal. We introduced the use of characteristic
functionals to analyze the moment stability of systems of
this type. This method is very general and offers a useful
technique for the investigation of such stabil ity properties.

Realtime recursive state estimators for certain
classes of nonlinear systems in both continuous and discrete
time have been derived in [3] and [ 4 ] .  In [ 4 ] ,  we show that
the optimal estimators for systems described by certain Vol-
terra series expansions or by bilinear systems with nilpotent
Lie algebras are recursive and f in i te  dimensional. Estimation
for nonlinear discrete time systems with additive white Gaus- . -

sian observation noise is investigated in [31. As in contin-
uous time , we proved that, for certain classes of systems
described by f ini te  Volterra series expansions , the optimal
estimator is recursive and of finite dimension. However, as
opposed to the continuous time case , the optimal discrete time
estimator displays the interesting phenomenon of containing
polynomials in the innovations process.

In the area of density estimation , new results on the
strong uniform consistency of kernel density estimates , as
well as choosing the kernel width in these estimates , were
given in [5]. In nonparametric discrimination , an exponential
distribution—free performance bound for the deleted error
estimate with k—local rules was given in [6] which signif i-
cantly improves the earlier one in [7].

Frequently, the need arises to test whether the char-
acteristics of a system are still the same , or whether they
have changed. This problem is encountered in fault detection
and quality control engineering. In [8] results are presented
concerning the nonparametric detection of changes in system
characteristics. A stochastic system with unknown structure
is considered . It is assumed that the system is in operation
and that the distribution of the input does not change. A
localized version of the Kolmogorov-Smirnov statistic is
presented and decision error bounds are derived . This local-
ized test offers a serious computational improvement over
the traditional Kolmogorov-Smirnov test.
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This has been a brief summary of the principal results
achieved in our first year of effort in nonlinear filtering
and estimation. Several aspects of the problems are still
under investigation. Specifically , the research concerning
recursive finite dimensional estimators for systems with
observations in Gaussian white noise and the research into
the stochastic stability of bilinear system models is being
directly continued . We plan to extend some of the results
we have already achieved as well as investigate some new
areas.
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Research Unit 1E8-2. ELECTRONIC MULTI-DIMENSIONAL SIGNAL
PROCESSING

Principal Investigators: Professors J.K. Aggarwal and
R. Jam

Graduate Students: H. Chang, N. Huang and W. Martin

A. PROGRESS: A program of research on analysis, design and
implementation of multi-dimensional digital filters is in
progress at the Electronics Research Center of The University
of Texas at Austin. Prior work is documented in References
11 through 14. The current and proposed research is rele-
vant to the present and future needs of the Department of
Defense and involves the efficient design of two-dimensional
nonrecursive digital f i lters , the design and implementation
of two- and multi-dimensional recursive digital filters, and
the analysis and synthesis of linear shif t variant digital
filters. Progress has been achieved as follows.

A technique for the design of two-dimensional filters
based upon rotating two—dimensional frequency responses is
reported in [1]. In particular , the rotation of the frequency
response of separable filters is considered , and performance
of these filters is tested by a simulation program with the
synthetic input . The results of the above simulations are
documented in [2].

The work on phase distortion due to filtering in dig-
ital pictures has been completed and is presented in [3].
Phase distortion is important not only when the distorted
pictures are processed by machine but also when a person
judges the pictures. Given the amplitude spectrum of an in-
put picture and the desired and actual frequency responses
of a digital filter , the measure of phase distortion due to
filtering may be calculated by the technique developed in
the above paper.

A two—dimensional nonrecursive filter with impulse
response in the form of a rectangular array has the disad-
vantage that the filtering operation becomes very slow as the
size of the array increases. In order to speed up the f ±1-
tering operation, a high order filter array may be optimally
truncated to give a low order filter array. In general , such
low order filter arrays are non-rectangular . In [4], the
application of windowing to high order fil ters to obtain non-
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rectangular array filters is presented .
Recursive filters have a definite advantage over non-

recursive filters since recursive filters generally require
less computational time than nonrecursive filters. However ,
the design of two— and multi—dimensional recursive filters
with arbitrary magnitude characteristics has been difficult
due to the absence of the Fundamental Theorem of Algebra in
two or more dimensions . A general technique for the design
of two—dimensional semicausal recursive filters with arbi—
trary magnitude characteristics is developed in [5] by util-
izing PLSI (planar least square inverse) polynomials of semi-
causal form.

Frequency transf ormation is an important techniqu~?for generating desired filters from available prototype f ii—
ters. In two dimensions frequency responses of simple pro-
totype filters can be shifted by replacing the z-transform 

- 
-

variables , z1 and z2, by z1e~~°1 and z2e
302. Here 01 and

02 are suitable real constants. Based upon this propert~y ,
a design technique is developed for approximating nonsepar-
able frequency characteristics by sums and products of sep-
arable transfer functions. This approximation is called
“piecewise separable” decomposition of the filter character-
istic. Although the overall approximating transfer function
is a complicated one, the repeated structure within the trans-
fer function reduces this complexity. The advantage of this
technique is that the difficulties associated with the non-
separable characteristic do not arise in the present technique.
This is a major point in favor of the present method as com-
pared to earlier attempts at the synthesis of filters with
the nonseparable characteristic. The detailed results are
documented in [6].

The papers [7]  and [8] have been republished in the
book edited by Mitra and Ekstrom.

The research progress as reported in the journals
[1,3,4] and as presented at the conferences [2,5 ,6] is part
of a continuing program of research on multi—dimensional sig-
nal processing at The University of Texas at Austin. In
addition to the work reported above , two papers [9,10] have
been accepted for publication . The present research effort
on multi-dimensional signal processing will be continued

.8
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Research Unit 1E8-3. ELECTRONIC CONTRO L SYSTEMS
Principal Investigators : Professors R.H. Flake, S.I.

Marcus and B.F. Womack

Graduate Students: N. Brady, S. Hamidi, K. Kohan-
bash and B. Walker

A. ACCOMPLISHMENTS : A research program in the field of elec-
tronic control systems has been conducted under the Joint
Services Electronics Program, and there have been several
major accomplishments . First, sensitivity theory was utilized
to develop an approach for specific optimal system design
which is relatively insensitive to variations in uncertain
plant model parameters [12]. The design approach is made fea-
sible by a computational procedure which involves partitioning
and uncoupling the state and sensitivity equations into sub-
systems. This technique has been used in the design of
example real-world systems, and it has been recently extended
to special classes of discrete systems [ 1].

Research on state estimation for systems evolving on
compact manifolds, such as the sphere, has been quite success-
ful. High—performance recursive estimators have been developed
by means of harmonic expansions and assumed density approxima—
tions[2,3]. The general approach is presented in [2]; the appli-
cation to problems , such as optical phase tracking , in which
the observation consists of a doubly stochastic Poisson
process , is studied in [3]. Optimal finite dimensional re-
cursive state estimators for certain other classes of nonlinear
stochastic systems were derived in [4]. In addition , the model-
ing of nonlinear stochastic systems driven by point processes
was investigated; the results, reported in [5], include a
generalization of the stochastic calculus of McShane and a
study of stochastic stability.

In the area of distributed parameter systems, theoret-
ical results have been obtained on the properties of the extend-
ed multiple shooting (EMS) method for solving linear elliptic
boundary value problems [13 ,6]. The approach uses Newton’s
method to determine the initial values on the boundary of a
spatial decomposition of the problem domain , and the solutions
of these initial value problems are shown to converge to the
solution of the original problem.

A number of other significant studies have been com-
pleted under this research unit. Large scale dynamical systems

11
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were investigated in [ 14.15 ,16 ,7]. In [7] the circular—polar
configuration of dynamic multiple-connected subsystems is
presented, and its properties are analyzed. New results on
the stability of large scale systems are derived in [ 14,15 ,16].
Levin’s Loop method for analyzing qualitative stability and
equilibrium shifts resulting from disturbances for partially
specified systems has been extended to transient and periodic
disturbances [8]. Design techniques which util l~~e a multivalued
logic circuit to improve control system performance have been
developed[9]. The solutions of search problems in parameter
space for the optimization of man-machine systems are presented
in [10], and a new approach to man-machine systems which in-
volves brain theory is investigated in [11).
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Research Unit 1E8-4. ELECTRONIC COMPUTER SYSTEM DESIGN
AND ANALYSIS ‘I

Principal Investigators: Professors S.A. Szygenda, E.W.
Thompson , T . K . M .  Agerwala and
G.J. Lipovski

Graduate Students: A. Bose, Y. Choed-Amphai,
M. D’Abreu, Y. Jea, P. Karger,
B. Lint , E. Pacas—Skewes and
D. Ross

A. PROGRESS

1. Design, Simulation and Testing of Digital Systems: As LSI
technology gives way to VLSI’s technology,  the constraining
point in future development is going to be the ability to
verif y and test such systems. Manual design verification and
test set verification for such systems will be absolutely
impossible. Obviously, manual logical verif ication at an
extremely high level is possible to a limi ted extent, but
complete verification is out of the question.

Prototyping , which has been a commonly used method ,
will also become impossible for these large systems. This
is particularly true when one is considering accurate timing
analysis. The reason for this is that prototyping of a system
often occurs in a technology other than the one that is even-
tually used for the system. Therefore, when the prototype is
established to be working correctly , the only thing that has
been verified is the logical correctness of the device, and
not its timing properties.

The third method , which can be used for logical veri-
fication, timing analysis , and test set verification , is
digital logic simulation. The problem is that the state of
the art of digital simulation today is only adequate to process
5000 to 20,000 elements, in a reasonable manner , and these
elements are normally low level Boolan gates or flip-flops .

One way to increase the capabili ty of simulation, in
order to handle VLSI, is to deal with digital logic at a more
abstract level, i.e., functional level simulation . The way
this is normally accomplished is by making a tradeoff between
accuracy or detail analysis and the level at which the network
is simulated. The more accuracy and detail that is sacrificed
the higher the level at which one can simulate the network .
The problem with this approach is that as the integrated cir-
cuit density becomes larger the requirements for accuracy
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actually increase, not decrease. The reason for this is that
problems with timing become more critical and correction of
these timing problems , after fabrication, becomes more costly.

The objectives of our work have been to increase the
capabilities of simulation——both simulation of a fault-free
network for logic verification and timing analysis , and
simulation of faulty networks2’3 for the verification of test
sets. These objectives include simulating large networks in
a cost effec tive manner , while maintaining the level of accur-
acy required. We have made progress in three areas, in terms
of approaching these objectives. The first of these is the
automatic partitioning of a digital network into small combi-
national units which can be simulated at a higher level, with
the same accuracy as would be accomplished at the gate level.

The second area is the development of algorithms and
data structures to support the very accurate modeling of func-
tional units for non-fault simulation.

The third area actually builds on the second, and that
is to develop a method for fault simulation which is both cost
effective for large networks and yet can accommodate the
accurate functional level modes developed for non-fault simu—
lation.

In the area of logical partitionin g of a network , a
theoretical base was first established .” We discovered that
there truly were logical partitions which existed which would
allow for ef ficient simulation at an accuracy equivalent to
gate level. Work then commenced on determining an efficient
implementation , which would actually accomplish the automatic
partitioning of a net into such units. An experimental system 5
was developed which is indeed capable of partitioning combina-
tional networks into the small logical packets. Each individ-
ual packet is combinational in nature with no reconvergent
fanout inside the packet. At this time these packets are also
constrained to being single output. In some of the test cases
which were run the size of the model for a digital network was
cut to one third the original number of elements , i.e., the
average number of gates encompassed in a partition was three.
This in itself, represents a tremendous reduction in complex-
ity of the network being considered, as well as the amount of
information needed to represent the network. In addition to
the partitioning, another experimental system6 has been under
development which will then perform the actual simulation of
a network consisting of an interconnection of these logical
partitions. This simulation will be of an accuracy level
equivalent to that achieved by simulating individual gates.

The second area being considered , is that of develop—
• ing techniques for simulating at the functional level with the
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minimal amount of sacrifice in accuracy . This work concentrat—
ed on being able to simulate functional modules, utilizing
minimum/maximum delays and hence propagating ambiguity areas
through the network. Algorithms were generated for simulation
and proven to be correct. Again , an experimental system was
implemented. In this system a flip-flop could be modeled
with numerous timing characteristics such as setup times ,
minimal pulse width times , and propagational delays through
the element depending upon which input changed value.

The third area is that of accurate functional level
fault simulation. It was determined that the two most widely
accepted techniques for fault simulation (parallel fault
simulation [24] and deductive [25]) are possibly not adequate
for simulating networks at the functional level while main-
taining a very high degree of accuracy. A third technique
was then considered. This approach is called concurrent [26]
fault simulation.

The only known implementation [27] of the concurrent
technique dealt with the network strictly at the gate level
and was not particularly accurate. Over the past 17 -months
a set of algorithms were developed which allowed for fault
simulation to take place, having each fault modeled with dif-
ferent rise and fall propagational delays, setup times, and
minimal pulse width times (if appropriate). This represents
a very significant advance in the state of the art of accurate
fault simulation. An additional major benefit is the fact
that fault simulation can take place uti l izing the same func-
tional level element evaluation routines which would be used
for nonfault simulation.

A problem that has plagued concurrent fault simulation,
has been that it requires large amounts of storage, (as is
true of deductive). Furthermore , the amount of storage needed
in a given simulation run is dynamic and unpredictable to any
degree. Although future work needs to be done in this area
we have developed a heuristic approach which appears to help
control this phenomena. This is accomplished by the use of
an indicator for each fault, to determine whether it has ever
been injected into the network. Once a fault has been inject-
ed, that fault’s effects must be continuously modeled until it
is detected, or inaccuracies will result. However , if it is
possible to determine how much storage is lef t at any point in
time , then one can make decisions about when new faults should
be injected into the network. This is exactly what was accom-
plished. At any time that a fault is to be inserted , the
decision is first made as to whether a sufficient amount of
space is available. If not , no new fault is inserted into
the network. This is not a foolproof plan in that any

17
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previously induced fault activity can continue to escalate
and still saturate the available storage space. However, in
the experiments that we have run this solution seems to work
very effectively.

The problems with concurrent simulation are primarily
those of speed and storage. It has been determined , through
the analysis of the existing experimental model, that a large
percent of the time for concurrent fault simulation is spent
in searching fault lists. It has als. been determined that
what contributes to the search time and also to the storage
requirements is that each individual fault effect is handled
separately , if it is distinguishable from the good machine.
The fact that it is handled separately is the very thing that
allows for these faults to be simulated at an accuracy consis-
tent with the non-fault functional models. However, it is
also very costly in terms of space and speed . The results
of this analysis will direct our future work in increasing
the efficiency of concurrent simulation.

The results achieved, in the areas described in this
section, are felt to be of major significance for design,
testing and maintenance of digital systems. Based on these
results , we plan on continuing with this effort.

2. Interconnection Techniques: The proposed work relevant to
interconnection techniques has resulted in two separate themes.
The use of light pipes or optical links to interconnect inte-
grated circuits in place of pins was studied 8 and has led to
a contract from the Ballistic Missile Defense Advanced Tech-
nology Center for further study. It is, therefore, being
phased out. The use of a Banyan Switch in reconfigurable
computers was reported9”’ 5and has led to a grant from NSF to
study the architectural properties in general , and a contract
from Rome Air Development Center to study applications to
communication systems. The proposed work relevant to intel-
li gent discs has resulted in analysis of some unreported
aspects of the earlier work done on the CASSM system7”°’’2, ”.
This work has been directed towards networks of intelligent
discs and microprocessors, and has been reported in [7].

Due to considerable funding from other agencies , these
topics are not being continued under the JSEP contract.

3. Petri Nets and Parallel Systems: The use of live, safe and
persistent Petri nets in the design of digital systems has
been investigated. Top down and bottom up techniques for the
synthesis of Petri nets have been developed. This methodology
is equally applicable to hardware and software systems and
especially suited to systems exhibiting concurrency . A gate
level implementation of transitions allows the direct translat .on
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of nets into circuits. The resulting circuits are speed
independent. Design verification through simulation requires
only 3—valued unit delay simulators , thus significantly
reducing simulation problems found in conventional synchronous
circuits. Moreover, the circuits have inherent fault detection
capabilities. Most stuck—at faults cause all operation to
cease. This is an especially useful property for circuits
interfacing with weapons systems or expensive peripherals.
Other advantages of this methodology accrue from the utiliza-
tion of a single representation scheme at various levels of
abstraction: a) use of a single simulator for design verifica-
tion at any stage of the design process , b) the possibility of
performing functional as well as gate level simulation using 4

the same simulator. The above work is reported in [16, 17, 18].
Significant results have also been obtained in the

area of “communication in parallel systems ” . Models have
been developed and communication measures obtained. The impor-
tance of communication aspects has been clearly demonstrated
and factors affecting the nature and complexity of communica-
tion in parallel systems identified . A design methodology
which includes both computation and communication aspects has
been developed. Except for the initial stages ’9’m’~~, this work
has been supported primari~y by a grant from the National
Science Foundation 19’20
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Networks to Facilitate Simulation of Large Digital Systems,”
Master ’s Thesis, August 1978, The University of Texas at
Austin.

6. J.W. Smith, “Automated Generation of Evaluation Routines
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for Modular Level Simulation ,” Master ’s Thesis, August
1978, The University of Texas at Austin.

7. G.J. Lipovski, “On Imaginary Fields, Token Transfers , and
Floating Codes in Intelligent Secondary Memories,” Proc.
Third Workshop on Computer Architecture for Non-numeric
Processing, Computer Architecture News, 6, No. 2, 17-22
(May 1977) . —

8. G.J. Lipovski, “An Organization for Optical Linkages
Between Integrated Circuits,” AFIPS Proc. NCC ‘77, 46,
227—236 (1977) . —

9. G.J. Lipovski and A. Tripathi , “A Reconfigurable Varistruc—
tured Array Processor ,” Proc. 1977 International Conference
on Parallel Processing, 165—174 (August 1977).

10. G.J. Lipovski, “A Post-mortem on CASSM,” Data Base Engineer—
~~~~~~~~ 1, No. 3, 2—4 (Sept. 1977).

11. GJ. Lipovski and C.G. Hoch, “A Varistructured S1~ack for
Microprocessors ,” Proc. Euromicro 3rd Sym~~ Microprocess—ing and Microprograroming, 184-192 (October 1977).

12. G.J. Lipovski, “The Architectural Features of CASSM: A Con-
text Addressed Segment Sequential Memory ,” Proc. 4th Symp.
Computer Architecture, Palo Alto, Cal. 31-38 (April 1978).

13. G.J. Lipovski, “On Semantic Paging in Intelligent Discs,”
to appear in Proc. Fourth Workshop on Computer Architec-
ture for Non-numeric Processing (August 1978).

14. S.Y.W. Su, G.J. Lipovski, L. Nguyen, and A. Eman , “The
Architectural Features and Implementation Techniques of
the Multi-cell CASSM” invited paper, to appear in IEEETC.

15. G.J. Lipovski, “On Some Parallel Programming Techniques ”
to appear in Proc. COMPSAC, (November 1978).

16. E. Pacas-Skewes , “A Design Methodology for Speed Indepen-
dent Circuits,” Ph.D. Dissertation in preparation , The
University of Texas at Austin.

17. T.K.M. Agerwala and Y. Choed-Ainphai, “A Synthesis Rule- for
Concurrent Systems,” Proc. 15th Design Automation Confer-
ence, Las Vegas, Nevada, (June 1918).

18. T K.M. Agerwala, “Some Applications of Petri Nets,” invited
paper , Proc. National Electronics Conference, Chicago, Ill.,
(October 1978).

19. T.K.M. Agerwala, “Communication, Computation, and Computer
Architecture ,” Record of the 1977 International Communica—
tions Conference, Chicago, 1l1. (June 1977).
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20. T.K.M. Agerwala, “Some Extended Semaphore Primitives,”
Acta Informatica (August 1978).

21. T.K.M. Agerwala and B. Lint, “Communication in Parallel
Systems,” Proc. Conf. on Information Sciences and Systems,
The Johns Hopkins University, Maryland (March 1978).

22. T.K.M. Agerwala and B. Lint, “Communication in Parallel
Algorithms for Boolean Matrix Multiplication,” Proc. 1978
International Conference on Parallel Processing, Michigan
(1978) .

23. T.K.M. Agerwala and B. Lint, “Communication Issues in Paral-
lel Algorithms and Systems,” Proc. IEEE Conf. on Computer
Software and Applications, Chicago, Illinois (November 1978).

24. S.A. Szygenda, “TEGAS 2, Anatomy of a General Purpose Test
~eneration and Simulation for Digital Logic,” i~roc. DesignAutomation Workshop, 116-127 (1972).

25. D.B. Armstrong, “A Deductive Method for Simulating Faults
in Logic Circuits,” IEEE Trans. on Computers, C-21, 464-471
(1972).

26. E.G. Ulrich and T. Baker, “The Concurrent Simulation of
Nearly Identical Digital Networks ,” 10th Design Automation
Workshop Proceedings, 145—150 (1973).

27. D.M. Schuler et al., “A Computer Program for Logic Simulation,
Fault Simulation, and the Generation of Tests for Digital
Circuits,” Simulation Systems, L. Dekker , editor , North-
Holland Publishing Co., 453—459 (1976).

Note: The work on Petri nets and parallel systems under JSEP
funding will be terminated since Professor Agerwala has
accepted a position with the IBM Thomas J. Watson Research
Laboratory .
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Research Unit IE8-5. ELECTRONIC COMPUTER SOFTWARE SYSTEMS

Principal Investigator: Professor R.T. Yeh

Graduate Students: A. Araya , S. Koch and J. Lin

A. PROGRESS: Last year it was proposed that research in
this area would include considerations of Large Scale Decision
Support Systems (DSS). Central to any DSS system is the large
amounts of data that must be efficiently stored and accessed .
This consideration obvious ly exists for almost all large corn-
puter applications. Therefore , as a first try toward a DSS
system we have undertaken research on methodologies for data
storage, handling and retrieval.

Toward this end we have considered Data Base Sys tems
(DBS), which are software systems uti l izing some data base
management system (DBMS) functions as building blocks. In
the past decade, the implementation and usage of DBS ’s have
been growing at a fast pace. It is reasonable to predict
that in 1985, 50% of all the software systems will be DBS ’s.
The importance of a good DBS design methodology cannot be
overstressed.

The design of a DBS includes two parts: the design
of the data base and the design of the programs utilizing
the data base. As is done today , both parts of the design
are artistic in nature and must depend on the individual
experience of designers. Such design practices often pro—
duce inef ficient, inflexible and inconsistent DBS ’s which
can potentially be disastrous to the enterprise employing
them.

The design of data bases has been addressed by the
researchers in the data base field. Earlier efforts were
mostly concentrated on the design of physical storage struc-
tures in data bases. Recently, much work was done in the
logical design area. However , no comprehensive methodology
has been developed . Most of the research was aiming at solving
a small portion of the design problem with some restrictive
assumptions. Such research provided insight to the problems
and may be useful in building a methodology later. But ex-
tensive effort is still needed to solve the problem as a whole
and to develop an overall design methodology .

The design of programs in a DBS has not received much
attention. This is understandable because the design of a
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sof tware system in general is much more difficult than the
design of data structures. Design methodologies for soft—
ware systems are just starting to be developed. With the
recent advances in the software engineering area , however,
we believe that it is possible to include in a DBS design - 

-

methodology the techniques for DBS program design. Our re-
search is aiming at the development of a comprehensive DBS
design methodology . Compared to other research in this area,
our approach has the following distinct characteristics:

1. Our methodology includes the whole process of
design , from gathering requirements to physical
implementation.

2. We are including the DBS program design aspect.

3. We emphasize the utilization of computer based
design aids in the methodology .

4. We are applying many techniques in disciplines
other than the data base area, e.g., techniques
in sof tware engineering.

DBS design is a very complex problem which cannot
easily be understood and solved in one step. The hierarch-
ical design methodology used in software engineering has
been applied here to separate the design into many levels of
abstraction. The designer can thus first provide an initial
solution in very general terms with little regard for details
in implementation . Then, at each level of the design, the
initial solution is refined by introducing more details.
Finally, a complete solution will be obtained in the last
level. This top-down approach not only allows the designer
to concentrate on a small portion of the design at a given
time, but also can lead to systems with better modularity
and flexibility.

In Yeh , Roussopoulos and Chang, we described our
multi—level approach to the DB design problem. Subsequently ,
we modified the process to include the design of subschemas
or individual user views. Figure 1 shows the levels of our
design methodology in the context of a relational system.
The f i rst step in the design is to obtain a conceptual schema
of the information structure; then the conceptual schema is
mapped into a relational schema. The details of physical
storage structures are designed in four more levels of mapping
with each level introducing more implementation decisions.
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Since the levels in Figure 1 are obtained with a re-
lational model assumption , it is interesting to know whether
the same level structure can be applied to the design of
other data models .

Similar “multi-level” approaches can be applied to
the design of DBS programs (DBSP).

As in the DE design, there is the need to have a
conceptual model representing the functional aspect of the
system. This model serves as a means of communication be-
tween the users and the designer. It also serves as a blue-
print for the design of the abstract machine. This level is
corresponding to the conceptual schema level in the DB design.
Abstract machine level describes high level operations which
perform the required functions without detailed specific ations
of the actual implementation. It is therefore, analogous to
the logical (relational/CODASYL) schema level. The concept
of mock—up for DBSP design is similar to the high level bB
simulation concept in the CS4 system , [Berild].2

It is important to note that the design of DB and
the design of DBSP are closely related. Designing each part
individually will create sub-optimal systems. But how can
we consider both designs together? The levels we propose
provide a starting point and a framework for a methodology
that includes both aspects of the DBS design.

B. REFERENCES

1. R.T. Yeh, N. Rossoupoulos and P. Chang , 1’Data Base Design-
An Approach and Some Issues ,” Data Base - The Next Five
Years, INFOTECH State of Arts Report , AUBACH ~l918).

2.  R.T. Yeh and J. Baker, “Towards a Design Methodology of
DBMS” , Proc. 3rd VLDB, Tokyo, Japan (1977).

3. D. Chester and R.T. Yeh, “Software Development by Evalu-
ation of System Design,” Proc. COMPSAC, Chicago, Ill.
(1977).

4. J. Baker, D. Chester and R.T. Yeh, “Software Development
by Stepwise Evaluation and Refinement,” Software Revolu-
tion, INFOTECH State of Arts Reports, AUBACH (1978).

25

- - : ~~~~~ a . - - • •



-
~~~~~~~~~ 

• 

~

- -,-

~

-, —- -.---- - •—— -— —------- - — - 
~~~~~~~~ 

- ---~~~~~~
- z  

- 

~~~~~~~~~~~~~~~~~ ~~~~~ 
- 

- •

INFORMATION ELECTRONICS

REQU IREMENT

/
Ip

CONCEPTUAL SCHEMA
-

-

RELATIONAL SCHEMA

‘a
I’
I \ RELATIONAL FILES LEVEL

I ~ SUBSCHEMA LEVEL

1 ACCESS PATH LEVE L

I ”

DBMS/MACHINE ~ LOCATIVE
CHARACTERISTICS % STRUCTURE LEVE L

‘Jr
PHYSICAL

L STRUCTURE LEVEL

Figure 1: Multi-level data base design in relational environment.
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Research Unit SS8—1 . BASIC SOLID STATE MATERIALS RESEARCH

Principal Investigators : Professors R.W. Bené, R.M.
Walser and A.B. Buckman

Graduate Students: J. Haas, C. Kuo, A. Kwok, G. Lee,
J. flu and W. Schaffer

A. PROGRESS

1. Solid State Reactions at Metal-Semiconductor Interfaces:
One of our objectives in this work is to develop an under-
standing of the kinetically selected reaction paths and
phases in the solid state reactions observed at metal-
semiconductor interphases. Another objective is to relate
the properties of these phases and their time development
to the electronic and mechanical properties of the resultant
interphase structure.

We have made some progress in our efforts to under—
stand the basic mechanisms and physical structures involved
in these low temperature reactions. We have published a
model hypothesizing the formation of an intermediate “mem-
brane” phase [1,2] which determines the crystalline phase to
be nucleated and determines the height of the Schottky
barriers [3]. Briefly , control of the Schottky barrier by the
membrane interphase is provided by modification of the pair
states which exist at the free silicon surface. To explore
some of our hypotheses and to look more closely at solid
phase reactions, we have made TED measurements of the struc-
tural formation of ultra thin films (b —b OA) of transition
metals sputtered onto (111) and 0.00) Si — substrates treated
in various ways. Work on a system consisting of deposited Ni
on Si and Si02 has been published [4]. This work shows that
when Ni is deposited on Si, an amorphous phase is observed
for small thicknesses of Ni prior to crystallization of the
Ni 3Si phase. The thickness of metal deposited before nucle-
ation of Ni2Si is observed at room temperature depends some-
what on the silicon substrate prep~ration (cleaning and back—
sputtering), and varies between 25A and 40A for different
samples. Generally the samples with less than a minimum
amount of backsputtering require thicker Ni deposits before
Ni Si formation. For Ni deposition thicknesses less than
ab~ut l5A, Ni2Si is not nucleated under any surface preparation
or any subsequent annealing treatment; only the amorphous
phase is observed.

When Ni is deposited on thin regions of grown Si02
on Si, the results depended upon the sputtering voltage and
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SiO thickness. Under conditions where part of the Ni is
implanted through the Si02 layer, essentially the same results
as were observed for Ni on Si were repeated except that the
amount of Ni deposited before Ni2Si nucleation was increased .
For thicker layers of SiO~ and lower sputtering voltages only
rings corresponding to Ni2SiO,, were observed. These results
seem to indicate that the onset of crystal nucleation occurs
when either the glassy layer becomes thick enough at fixed
concentration or else when the concentration of metal atoms
reaches a critical value.

Measurements have also been made on the Co—Si sub-
strate system where essentially the same results as for Ni
were observed. In addition, for the Co—Si system, we have
measured the resistivity of the thin glassy layer with dif-
ferent metal thicknesses as a function of temperature between
15°K and 300°K. We have found that the onset of nucleation
out of the glassy phase is correlated with the two dimensional
semiconductor — metal transition in that phase and have sug-
gested a two dimensional model for the solid state nucleation
process at an interface [5]. Basically , this model involves
cooperatively coupling local atomic modes via a delocalizing
electron system over a two dimensional interface.

Two possibilities for the coupling of local rearrange-
ment modes over large distances are that 1) the individual
electron orbitals may delocalize sufficiently fo~ long range
coupling, and 2) the electron system may undergo a phase tran-
sition to a kind of “Wigner liquid” or glass which couples
to the local modes.

2. Optical Experiment Selection in Surface Studies: We have
developed interactive graphics software for use in the ellipso—
metric determination of optical constants of a thin film with
known thickness, on a known substrate. The initial tests of
this software, on both “artificial” and “real” data, reveal
the following characteristics:

i) The interactive plotting of constant refractive
index, n,and constant absorption coefficient, k,
curves for a user—specified angle of incidence
reveals immediately the regions in n-k space
for which the measurements will be most accurate,
and for which convergence to the solution will
be least dependent on initial guesses.

ii) Successive interactive plots over a range of
angles of incidence allow the operator to select
in minutes, a set of experimental conditions
which will yield interpretable results, and which
will converge for a reasonably wide range of
initial guesses.
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iii) With a Newton ’s-method solution algorithm incor-
porated into the program, the convergence rate
as well as the convergence region can be deter-
mined.

Although this approach allows determination of a
near—optimum experiment for determining the optical constants
of surface fi lm, and shows how good such near-optimum
experiment will be, our tests have to date been confined to
nearly transparent films on glass substrates.

B. REFERENCES

1. R.W, Bené and R.M. Walser, “A Membrane Model for Inter- - 
-

phases,” Proceedings of Symposium on Thin Film Phenomena
Interfaces and Interactions, Atlanta, pp. 21—28 (1977).

2. R.M. Walser and R.W. Bené, “Membrane Effects at Silicon
Interfaces,” Proceedings of Symposium on Thin Film
Phenomena—Interfaces and Interactions, Atlanta, pp. 284—
292 (1977) .

3. R.W. Bené and R.M. Walser, “Effect of a Glassy Membrane on
the Schottky Barrier Between Silicon and Metallic Silicides,”
Journal of Vacuum Science and Technology , 14, No. 4,
pp. 925—929, July/August 1977.

4. W.J. Schaffer, R.W. Bené and R.M. Walser, “Structural
Studies of Thin Nickel Films on Silicon Surfaces,” Journal
of Vacuum Science and Technology , July/August 1978.

5. R.W. Bené, R.M. Walser and James C. Hu, “Relationship of
Metal—Semiconductor Transition to First Compound Nucle-
ation at the Interface of a Thin Film Transition Metal on
a Silicon Substrate,” to appear in the Proceedings of the
14th International Conference on The Physics of Semi-
conductors, Edinburgh, Scotland (1978).
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Research Unit SS8-2. RESEARCH ON INSTABILITIES AND TRANSPORT
NEAR SURFACES AND INTERFACES OF SOLIDS

Principal Investigators : Professors R.M. Walser, R.W.
Ben4, M.F. Becker and J.P.
Stark

Graduate Students: P. Chang , M. Chonko and P.
Hopkins

A. PROGRESS: The broad objective of the research described
in this unit is to gain an increased understanding of the
relationship between atomic rearrangements and electronic
instabilities at surfaces and interfaces of solids. Our
previous studies of compound nucleation and recrystalliza-
tion have led to the speculation that the thermal reaction
path of interf acial chemistry in solids may be determined
by the fluctuations of redistributed , or debocalized , bond
charge [1].

Much of our present research is motivated by the
necessity of developing theoretical and experimental support
for this basic initial hypothesis. We may well expect this
to be a very long range goal because all aspects of this
problem area are at the frontiers of solid state physics and
materials science. However, because the cooperativity of
these reactions results in very low critical reaction tempera-
tures, they are of universal importance in all solid state
device technologies in connection with device fabrication
and stability. Accordingly , it is essential to initiate fun-
damental investigations of the type described .

At this time our work is aimed at 1) developing ex-
perimental techniques for producing and characterizing several
model interfacial systems , 2) studying the thermally and non-
thermally driven reaction kinetics of thes.e model systems, and
3) developing theoretical models for the interfacial chemical
kinetics. The following describes the specific objectives
of our current research tasks and the progress made thus far.

To investigate the effects of electric fields, we are
using the Pt/Si planar reaction couple. We are specifically
interested in investigating the influence of electric fields
on the kinetic course of the sub—eutectic su icide-forming
reaction in this particular model system.

The platinum silicon system was chosen to provide a
transition metal which reacts well with silicon but is not
influenced by the problems of oxidation. The initial experi-
ments were designed to determine the extent to which platinum
reacts with silicon at room temperature and to determine the
structure of the very thin layers of platinum as deposited .
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We have found through TEM that the platinum forms an amor-
phous layer upon deposition up to thicknesses of 20A is
Pt2Si.

The study of the effect of electric fields on inter-
facial chemical kinetics is expected to enhance our under-
standing of solid state electromigration and is one of our
two basic studies of non—thermally excited interfacial reac-
tions.

Theoretical progress has been made in the area of
the stability of two phase dispersions subjected to an applied
field such as an electric field or temperature gradient. There
are several mechanisms whereby the applied field can cause
diffusive flows which will perturb the two phase dispersion.
The f irst  mechanism chosen is particle dissolution to retain
a saturated matrix followed by possible reprecipitation.
Since the matrix phase is assumed saturated throughout the
exposure to the field, end conditions are impractical. Thus,
the sample is viewed as being infinite. Furthermore, to
avoid the difficulties associated with coarsening during the
process, the dependent variable is the volume fraction of
second phase. Thus, simultaneous coarsening may occur but
will be obscured by this choice of dependent variable.

For the limiting case of small volume fraction of
second phase precipitates in a binary alloy , the volume frac-
tion and the distribution function are determined for the
situation where an external field gives rise to motion of
the particles. In the initial analysis, particles are assumed
spherical and coarsening is neglected. Further analysis for
the volume fraction of such particles is possible when the
migration velocity of all particles is the same.

The general equations for the distribution function
using simultaneous diffusion controlled coarsening and migra-
tion of spherical particles are presented [2-5]. Solutions are
obtained for situations when both particle migration and
coarsening is possible.

Extensions to the complex case where end conditions
can be considered necessitates the solution of two simulta-
neous nonlinear equations [5]. The first describes the solute
continuity in a primary phase and the second describes the
evolution of a precipitate phase. For small volume fractions
and with the neglect of particle migration, the equations are
solved for an applied electric field. The withdrawal from
solute saturation at flux discontinuities is found to be a
major contribution to the instability of the second phase.

We are also investigating the role of optical
excitation. At present we are trying to understand optical
selection rules for driving the well characterized 68°C
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martensitic structural transformation in VO2 thin films. We
expect that this type of cooperative, long-range, diffusion-
less transition may be important at interfaces too. However,
in spite of their enormous technological importance (e.g.,
in steelmaking) their physics is not yet well understood .

Previously we had reported on our observation that a
unique non-equilibrium state could be induced in VO2 by 41
psec and 22 nsec pulses of 1.18 eV photons at 341°K [6].
We have subsequently found that this state decays by a com-
plex two—time constant process with the overall decay time
increasing from 1 jisec to over 1 msec with increasing ambient
temperature and pulse energy (7]. It is important to note
-that the thermal equilibrium state could not be accessed by
short (,~ 20 nsec) 1.18 eV photon pulses of any magnitude.Recently we have speculated that this result indirectly con-
firms recent models which view this transformation as a
Fermi surface—related soft phonon mode anomaly driven by
charge density excitations [8]. In our experiments, we believe
this instability is preempted by fast population of alterna-
tive electronic states not related to the crystalline struc-
ture, i.e., localized states.

Finally , we have recently designed and constructed
a low temperature tunneling spectrometer with which we will
search for molecular—like interface electronic states that
may be important to interface chemistry . We expect these to
be within a few tenths eV of the Fermi level and be accessed
by inelastic transitions of tunneling electrons. We are
presently testing the capability of this spectrometer on
metal/oxide/metal structures.

B. REFERENCES

1. RM. Walser and R.W. Bené, “Membrane Effects at Silicon
Interfaces,” Proceedings of Symposium on Thin Film
Phenomena—Interfaces and Interactions, Atlanta , Ga., 284—
292 (1977).

2. J.P. Stark, “Precipitate Motion in an Applied Field by
Volume Diffusion ,” Acta Met. 26, 1139 (1978).

3. J.P. Stark , “Spheroidal Precipitate Motion in a Temperature
Gradient by Volume Di ffusion ,” Acta Met. 26, 1133 (1978).

4. J.P. Stark, “Solute Induced Jump Correlations During Dif-
fusive Processes,” J. Appl. Phys., in press.

5. J.P. Stark, “Field Induced Volume Diffusion in a Two Phase
System,” J. Appl. Phys., in press.
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6. M.F. Becker, R.M. Walser, and R.W. Gunn, “Fast Laser
Excitations at the Semiconducting-Metallic Phase Transition
in V02,” Technical Digest: Topical Meetin~ in Picosecond
Phenomenas, Optical Society of America , Hilton Head, S.C.,
(1978)

7. M.F. Becker, R.M. Walser, and R.W. Gunn, “First Laser
Excitations at the Semiconducting-Metallic Phase Transi-
tion in V029” in Picosecond Phenomena, Springer Verlag,
Amsterdam, the Netherlands , to be published.

8. R.M. Walser and M.F. Becker, “Preemption of Semiconducting
Metallic Phase Transition in VO2 by Fast, Selective Optical
Excitation,” to be submitted to Solid State Comm.
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Research Unit QE8-l. NONLINEAR WAVE PHENOMENA

Principal Investigators: Professors M.F. Becker and
E.J. Powers; Dr. Y.C. Kim

Graduate Students: K. Chung , J. Hong, W. Wong and
S. Zwernemann

A. PROGRESS: This unit is concerned with analytical and
experimental studies of nonlinear wave phenomena in physical 

- -

systems. The work is subdivided into the following two areas:
(1) nonlinear optics in the infrared, and (2) development
of digital time series analysis techniques suitable for anal-
ysis and interpreting f luctuation data generated by nonlinear
wave interactions in various media.

Nonlinear Optics:

The objectives of this work in nonlinear optics have
been to study new types of molecular nonlinearities in the
infrared. We shall develop and test theories for the new
nonlinearjtjes and demonstrate, test, and optimize devices
based on the newly developed theories.

Over the previous reporting period, we have continued
the study of high energy, resonant excitation in SF6[l]. The

saturation of the linear and nonlinear properties of SF6 has
now been observed under various conditions but is still not
well understood. In our laboratory, we have made saturated
absorption and third harmonic generation measurements on
pure SF6 at low pressures where collisional effects may be

ignored. We are approaching at least an empirical model of
SF6 behavior at l0.6~i as a function of pressure, laser wave-

length, and incident energy density.
Preliminary third harmonic generation data has been

taken on a new system, NH3 gas. In NH3 the triple resonance
is only approximate. One photon absorption is avoided by
tuning the excitation laser between discrete absorption lines.
A two photon resonance is selected and is nearly exact, while
the three photon resonance is detuned by as much as lOcm.
The experiments show moderately low third harmonic conversion,
as predicted by theory, due to the small population on the
resonant rotational energy level at room temperature.
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We have successfully completed and submitted for
publication [2] a study of third harmonic generation in metal-
dielectric waveguides filled with CO as a nonlinear media.
The third harmonic conversion was enhanced in the waveguide
because the focused area is independent of the interaction
length. For unconfined , focused laser beams these two parain-
eters are inversely proportional and their effec ts cancel in
the overall conversion efficiency . In our work, the theory
for third harmonic generation in waveguides was developed .
The conversion efficiency was calculated, based on this theory ,
and measured experimentally . The comparison was good consid-
ering the somewhat rough quality of the optical waveguides
and of the custom cylindrical focusing optics used. Measure-
ments were also made using unconfined, focused laser beams
in order to demonstrate the enhancement provided by the wave-
guide configuration .

Study of SF6 and NH3 will continue in the coming year.
Cryogenic experiments will be initiated in order to simplify
and concentrate the vibrational-rotational spectra of these
molecules. Much of this work, however , will be continued
under the support of APOSR-78-3712 “New Nonlinear Optical
Process in Molecules at Infrared Frequencies,” September 30,
1978 to September 29 , 1980.

Nonlinear Wave Interactions:

The objective of this work is twofold: The first is
to develop digital time series analysis techniques suitable
for analyzing fluctuation data generated by nonlinear pro-
cesses. The second is to develop mathematical-physical mod-
els appropriate for interpreting the results in terms of the
relevant physical phenomena of interest. Classical linear
spectral analysis techniques , which are based on auto- and
cross-power spectra corresponding to the second moment of
the time series , were discussed as a fluctuation diagnostic
tool in Ref. [12] and have been successfully utilized in the
study of a variety of wave phenomena. For example , the spec-
tral indices of turbulent drift wave spectra were measured
and found to be in good agreement with theory [13]. Measure-
ments of frequency and wavelength of the electrostatic ion—
cyclotron wave were made during an experimental study of
wave-particle saturation [14 ]. By properly implementing
linear spectral analysis techniques , it is feasible to study
transport of charged particles across magnetic fields due
to randomly fluctuating electric fields [ 15 ,16]. A recent
experiment has successfully shown the usefulness of the tech-
nique [17].
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Linear spectral analysis techniques are of limited
value when various spectral components interact with one
another due to some nonlinear or parametric process. Conse-
quently , our most recent research has focused on utilizing
higher order spectral techniques to accurately and completely
characterize the fluctuating signal, since the nonlinearities
result in new spectral components being formed which are
phase coherent. The detection of such phase coherence may
be carried out with the aid of higher order spectra. The
approach utilized is based upon the least mean square analy-
sis 118] of the fluctuation data. For example, a quadratic
nonlinearity may relate three wave components in such a way
that

Xm = Ak,~
XkX~ 

+ C

where Xk is the Fourier amplitude,Ak ~ is the coupling co-

efficient in a stationary situation , and the quantity c de-
notes any errors associated with the imperfection of the mod-
el. Physically , the primary waves at Wk and interact and

generate a third wave at their sum (or difference) frequency

As shown in Ref. 4, the “goodness ” of the above model,
which is in a quadratic regression form, may be measured by
the (quadratic) correlation coefficient

2

b2 (k,L) = 

E[IXkX~ I ]E[IXm I ]

We call b(k ,2,) the bicoherence spectrum, since it basically
measures the degree of phase coherence between three waves
due to the wave coupling and is analogous to the linear co-
herence spectrum which measures the degree of linear corre—
lation between two signals on a spectral basis ~19]. In
addition, we show in Ref. 4 that the quantity b (k,L)P(m)
corresponds to the power of the waves at due to the coup-

ling of the waves at and w~ . That is, if Xm=Xm~ 
+ Ak & XkX

where Xm~ 
is the quantity which is independent of the product

interaction term , Ak L XkXL ~ one can show
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b2(k,9)P(m) = IA~k ,L I 2E[I xkx~ I 2]

which is the power at due to the quadratic coupling of
the waves at w and w . Note that the total power at wk .2 rn
is

P(m) = 
E [IXm~I 21 + IA k ,& l 2E[IX kX

~ I2]

Therefore, b2(k,~ ) measure the fraction of power at due
to the three wave coupling. As demonstrated in Ref s. 8 and
9, the coupling coefficient Ak L  in a stationary situation
can be estimated in terms of the bispectrum. Applications
of digital bispectral techniques to experimental study of
nonlinear wave interactions are discussed in detail in Refs.
3,4, and 9.

We have investigated various practical aspects of
digital bispectral analysis, and in Refs. 4 and 5 report on
the variability of the bispec~ra1 estimators. The variances
of the bispectrum estimator B(k,L) and the bicoherence
spectrum estimator 6(k,J~), both of which are calculatedfrom M independent records, are given by

var
(~
(k~t)) ~ ~ P(k)P(t)P(k+~)[1_b

2(k,L)],

var(~
(k,t)) ~ ~ [1_b

2(k,y~.)]

where P(k) is the power spectrum. The above results imply
that the estimators are statistically stable when the three
waves are quadratically coherent (i.e., b2(k,&) near unity)
and relatively unstable when the waves are quadratically in-
coherent, (i.e., b2(k,f~) near zero). In such incoherent
cases, the variability of the estimator can be decreased by
increasing the number M of realizations.
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In many experimental situations , it is often desir-
able to model the relationship between two (or more) physical
quantities , for example, x(t) and y(t). During the immed-
iate past reporting period we have concentrated on developing
techniques and procedures whereby this modelling may be carried
out in terms of both linear and quadratically nonlinear systems.
The approach is to model the relationship either in terms of
linear and quadratic impulse responses in the time domain or
linear and quadratic transfer functions in the frequency do-
main. For a noncausal case , the frequency domain modelling
is relatively straightforward . Using the results of least
squares theory and multiple regression analysis, we showed
in Ref. 6 that the best (in a least mean square error sense)
linear and quadratic transfer functions are given by

L(w) = E[X (o)Y(w)] 
= 

E[X (~ 1)X (w 2)Y(~ )]

E [ I X ( w) 1
2] 1 2 E [ I X ( w1) X ( w 2 ) 1

2]

We also demonstrated that the cross bicoherence function
represents the fraction of power (or mean square value) asso-
ciated with Y(w) which can be accounted for by the quadrat-
ic nature of the model.

Contrary to the noncausal case, modelling a causal
system in the frequency domain is not straightforward , since
causality requires the impulse response to vanish for the
time interval before the input was switched on. Modelling
a quadratic causal system by a Volterra series truncated
after the second—order term and utilizing an approach simi-
lar to that associated with a linear Wiener fil ter , we ob—
tam ed [7] the following equation for the second order im-
pulse response, q(-r

1
,-r
2
) ,

00

ff
d-r 1d-r 2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

which is analogous to the well-known Wiener—Hopf equation.
Basically this equation relates the second order impulse
r.sponse, q(-r 1, i2) ,  of the quadratic Wiener f i lter to 

~~~
‘~~~. ~to—correlation function of the input to the filter , and

h~ ~r,ss-bicorrelation function between the input and
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desired output of the filter. Employing the method of spec-
tral factorization, we obtained the following analytic solu-
tion for the quadratic transfer function of a causal quadratic
Wiener filter [5),

00
1 f 1W T i(~) T .

= (2ir ) 2W 1(w 1)~Y 1(w 2 ) J d T 1dT 2 e 1 2

.Jf dw d~ e~~3
T1 + iW

4
T

2 
~ 

Bxxy (LU 3~
W4)

r — 00 L 2 3 2 4

where B
~~~~

(w
1~

w2) is the cross-bispectrum and ~I’1(w) and
are the factorized spectrum. It was observed (71

that the removal of the causality constraint reduced the
solution to that of a noncausal system. It is important to
note that for both the causal and noncausal cases, the re—
sults are valid for the class of inputs with zero third- and
fourth-order cumulants.

Finally , we note that during this period we initi—
ated a preliminary investigation to establish the feasibility
of utilizing bispectral analysis of electromagnetic signals
as a new signature by which various targets and emitters of
radiation can be identified. This approach is motivated by
an observation made in Ref. 4 where it is pointed out that
it is possible for two dif ferent signals to possess identi-
cal auto-power spectra, but to exhibit different bispectra.
We have carried out bispectral analysis of radar backscatter
data from various vibrating metal targets (i.e., ground based
vehicles) and presented preliminary results at the Target
Modulated Signature meeting held at the USAF Avionics Labora-
tory, Wright Patterson Air Force Base [11].

F
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Research Unit QE8-2. ATOMIC AND MOLECULAR ELECTRONIC
PROCESSES

Principal Investigators: Professors L. Fronunhold and
M. Fink; Dr. M.H. Proffitt

Graduate Students: B. Burns, W. Eichhorn , N. Kelley,
B. Miller , J. Moore and J.
Turlington

A. PROGRESS :

1. Background: Atomic and molecular processes a) form the
basis for the understanding of gaseous matter , and b) have
important applications to high-priority technologies like
lasers , energy conversion , high-altitude reactions, combus-
tion , and electronic devices . In principle , complete theo—
retical answers to relevant questions lie in Schrodinger ’s
equation and its solutions. However, rigorous solutions are
known only for H. Every heavier system involving more than
two particles has to be approached through approximations.
Obviously , the coarseness of the approximations increase with
the number of particles involved . If a “ery large number of
particles interact simultaneously , then collective phenomena
become predominant, and the solutions lie in the thermodynamic
domain. Our research efforts here have been concentrated on
dilute systems so that only two- and three-body interactions
are important. In this research area many approximate solu-
tions are known, but their va1idi~y and ra~~~ of convergence
can be judged only ~~ comparis~n with experimental results.
~1~~r~~ore , this g~oup is fundamentally concerned with precision
measurements , although the interpretation of data repeatedly
requires detailed theoretical and computational studies. The
measurements performed deal with atom—atom , atom—molecule ,
electron—molecule , molecule—molecule, and photon—neutral cross
sections over an energy range extending from 0.03 eV to 1 keV.
The objectives of these measurements is the determination of
the interaction potentials of the colliding systems . Due to
the enormous energy range , the potentials are probed with dif-
ferent sensitivities at various internuclear distances. The
basic technclogies applied are low—energy electron scattering
and Raman spectroscopy .

Low energy elastic electron scattering in the energy
range of ITeV - 1000 eV is a research tool to study the dy-
namic response of an atom or- molecule to an incoming electron .
If the electron is very slow then the induced distortion in
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the charge density is adiabatic [12]. The consequences for the
cross sections is a strong enhancement at small angles due to
the long range dipole field which the targets produce to shield
themselves from the perturbing field generated by the incoming
electron. When the electron energy is increased the overall
angle cross section decreases indicating a dynamic response
of the molecule [13]. At very high incident energy the elec—
tron cloud is too slow to adjust to the incoming perturba- -

tion and the cross section reflects the static potential. It
is the latter process we have utilized heavily and were able
to exploit to such an extent that we could determine the
static distribution of the electrons involved in the molecular
bond forming process [14]. (This research is now supported
by the NSF.) It is now our intent to extend our research to
the medium and low energy range.

Electrons which interact with atoms and molecules
in the 10 eV - 1000 eV energy range have a high probability
of exchanging energy with the target. This process has its
analog in the optical domain in the Raman spectra. The lines
in the inelastic electron scattering spectrum correspond to
Stokes lines , while those in the super—elastic spectrum cor-
respond to Antistokes lines. There are two important distinc-
tions between the two methods : The cross sections are 8 to
10 orders of magnitude different to the advantage of electron
scattering; and spin flip reactions are impossible to study
by optical spectroscopy. While the cross sections difference
can be decreased by a couple of magnitudes by resorting to
resonant Raman scattering, the second argument remains true.

The following analogies can be established:

absorption spectroscopy ~ inelastic electron scattering

emission spectroscopy ~ superelastic electron scattering

There are many useful relations between these spectral methods
and in general it is necessary to have both spectra to resolve
the molecular potential function. The same holds for the
scattering processes. They are coupled through the BORN-
OPPENHEIMER and the first BORN approximation . To our know-

L 

ledge, the method of superelastic scattering has never been
applied to molecules.

Light Scattering by Dense Gases. Whereas the scat-
tering of light by isolated atoms and molecules (i.e., Ray-
leigh and Raman scattering) is well understood , scattering
and attenuation by gases of atmospheric or higher density is
less thoroughly known [15]. Under such conditions transient
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molecular complexes , known as collisional pairs and van—der-
Waals clusters, are observed, which produce an incremental
photoattenuation [16]. Since complexes of this kind consist
of two , three , etc., gas atoms (molecules) , scattering of
li ght by these complexes will increase roughly as the 2nd,
3rd, etc., power of the gas density and become the dominant
mechanism of photoattenuation over a wide spectral range at
high pressure [17] . This research attempts to measure con-
centrations of van—der—Waals dimers , trimers , etc., and abso-
lute values of the light scattering incremental polarizabil-
ities of collisional complexes , in various rare and atmos-
pheric gases and gas mixtures. In this way , dependable pho-
toattenuation (for non-electronic transitions) and laser beam
gas heating data will be obtained . The results expected will
also be useful toward a better understanding of the gas-to—
liquid phase transition , particularly of its initial phases
(dimerization , e tc . ) .

2. Accomplishments: Because it was supported by JSEP for a
significant fraction of the reporting period, our high energy
electron scattering work will be included in this section.
There are several factors which can falsify molecular struc-
ture parameters in a systematic way in the analysis of elec-
tron diffraction data. We have repeatedly reported that our
counting diffraction unit produces data of unprecedented pre-
cision [1]. In order to translate this advance to structure
parameters , we f i rs t  had to study the integrating effect of
the scattering geometry and , second , had to derive a correc—
tion function for intramolecular multiple scattering. Papers
4 and 5 report the result of the first phenomena and 2 pub-
lications are in the process of being written on the scattering
theory employing a modified GLAUBER approximation .

From the scattering geometry study we learned that
an old myth is wrong. The index of resolution , a fudge fac-
tor introduced in the 19 SOs to take care of the ef fect of the
finite scattering volume and the residual gas scattering , is
totally insufficient to do so. The other valuable result
from this study was the optimum dimensions for the electron
beam and the acceptance cone of the detector. With the right
conditions we can collect data which is distorted significantly
less by these effects than by the statistical uncertainty in-
troduced by the counting process. The results on the intra-
molecular multiple scattering were no less surprising. After
extending the semiclassical GLAUBER approximation to molecules
we corrected our data on SF6. The final analysis showed that

all derived bond lengths remain virtually unchanged, while the
values for the mean square amplitudes of vibration decreased .
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This result is very pleasing because now all the structure
parameters agree with spectroscopic results [18]. Since SF6is a prime molecule in the study of mechanisms in laser in-
duced isotope separation our results were very welcome in
this field.

In low energy electron diffraction, we are still in
the build-up stage. The electron beam produced by a tele-
focus gun was further optimized . We need for our experiment
of inelastic , elastic and superelastic scattering a very in-
tense and very monochromatic beam. These are two conflicting
requirements and we are looking at present for the optimum.
The whole research effort became possible with the granting
of $26,000 by The University of Texas toward the purchase of
a mode-locked cavity-dumped dye laser, pumped by an 18-watt
Argon ion laser. The system will cost $44,000 and will be
delivered in November 1978. Since this is a totally new re-
search area in our department, funds for auxiliary equipment
up to $26,000 have been included in a departmental request
to the President of The University of Texas.

Light Scattering by Dense Gases. Light of an argon
ion laser Ti focused inside the high pressure sample cell,
and the polarization selected scattered signal is observed
at right angles. The J-Y double monochromater (f=1 m , aper-
ture f/8), which features stigmatic, holographic gratings, is
well suited to record the low—frequency spectra regardless
of the presence of the Rayleigh line , which is typically five
to six orders more intense. Absolute intensities of the col—
lision-induced spectra, and of the Rayleigh line, are deter-
mined by direct calibration of the spectroscopic system util-
izing hydrogen and nitrogen Raman lines of known intensity
[8-11]. At not too high gas densities, pure two-body spectra
are obtained, but with increasing gas density an increasing
amount of three, four , etc., body complexes will be observed,
with corresponding changes in the shape and density dependence
of the observed spectra.

Hand in hand with these measurements , rigorous wave—
mechanical and classical computations of the spectra are
undertaken for a thorough understanding of the observations ,
and to obtain empirical data concerning the collision-induced ,
incremental polarizabilities of pairs and higher complexes.
Extensive computer codes have been developed and tested , which
are applicable to the case of the rare gases , or whenever iso-
tropic interaction can be expected . Modifications will have
to be incorporated when necessary to treat molecular gases.
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The collision-induced binary pair spectra of the
more highly polarizable gases (Ar , Kr ,  Xe, CH4) were success—
fully recorded on an absolute intensity scale [8-11]. As a
consequence , it could be shown that the anisotropy y of the
pair polarizabili ty tensor is given by

y(r) = 6~
2
r 3 

+ k 6a3r 6 (1)

for these gases. Here r designates the internuclear separ-
ation of the collisional pair , ~ the isolated atom polariz—
ability and k a constant between -1 and 2. The uncertainty
in k amounts to an uncertainty of the anisotropy y of less
than 4% for these gases. Equation 1 can be used to accurately
compute the virial expansions of the li ght scattering cross
sections , or extinction coefficients in these gases (and
probably for most other gases, if these are as highly polar-
izable as Ar). This result is surprising because for many
years now it has been thought that the constant k in Eq. 1
should be of the order of -50 or so, and be different for
every gas. This, however, appears to be inconsistent with
our experimental data [ 8 -11]. 3

The situation in the less polarizable gases (He ,
He , Ne , H2) is unclear , at present. Spectra of helium
are difficult to obtain because a) their intensities will be
roughly four orders of magnitude less than those of compar-
able argon spectra, and b) small amounts of highly polarizable
impurities may superimpose spurious spectra which interfere
with the evaluation of the helium spectra. Neon and hydro-
gen spectra suffer similarly from the same problems , but
to a lesser extent; spectra in these gases have recently been
reported (we were also able to produce preliminary spectra,
unpublished), but cannot be interpreted in a known way , prob-
ably because of impurities. A gas purifying system was com-
pleted here in September 1978 and will be used in the near
future. Furthermore, the interf acing of a laboratory computer
with our spectroscopic apparatus, which we have now completed,
will allow us to obtain Raman spectra as weak as those of
helium.
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Research Unit QE8-3. HIGH POWER LASER SYSTEMS

Principal Investigators : Professors J. Keto and M.F.
Becker

Graduate Students: C. Hart and C. Kuo

A. PROGRESS: In this research unit two areas of research
relevant to high power laser systems are being pursued . The
first is the study of energy transfer processes that relate
to several new gas laser systems. Second, we have ini tiated
a study of the optical components , such as beam samplers ,
which are used in high power laser systems.

1. Energy Transfer Processes: The primary goal of this re-
search has been the determination of energy transf er processes
in several new lasers formed by doping rare—gases with oxides,
halides , dye—vapors or metal vapors. In addition we hope to
add to the fundamental understanding of the process of exci-
tation transfer.

It has been shown that energy can be efficiently
stored in excimer populations of the rare-gases. However,
due to electron mixing of excimer states, lasers based on
rare—gases failed to produce expected efficiencies. The idea
in new systems is to ef ficiently transfer energy from rare—
gases to dopants which have desirable lasing transitions.
The approach in our labOratory is to use accurately control-
lable electron beam excitation (beam pulse length variable
from 300 psec to C.W., beam current adjustable from 1 n.A.
to 200 p.A.) with accurate measurements of the time dependence
of the fluorescence of excited states to measure kinetic pro-
cesses and optical transition rates. Transitions from 2 ~tm
to 120 run can be observed. In addition we have high—resolu-
tion , pulsed , dye lasers available for absorption measure-
ments. The lasers, spectrometers , and photon timing and
counting electronics are interf aced to a minicomputer for
data acquisition and handling . The gas sample systems use
standard ultra—high vacuum techniques and are capable of
pressure ranges lOT<P<40 atm and temperature ranges 40K<T<700K.
A quadrupole mass spectrometer has been added to the chamber
for monitoring of residual gases and the amount of dissocia-
tion of dopant gases during experiments.

Initial work in this laboratory has concentrated on
oxide systems. Spectral surveys have been accomplished for
the gas mixtures argon + N20, argon + °2’ and neon + °2 over
broad ranges of acceptor and dopant pressures. The purpose
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of these surveys is to determine the major reaction channels
and in particular to identify conditions for efficient produc-
tion of O(1S0), the state which has desirable properties for

an efficient high-power amplifier. We have concluded from
these surveys:

a) Large quantities of 0(1S0) have been observed in
the mixtures with argon. In contrast the 0(1S0)

transition in neon is very weak due to both weak
production and reduced collision induced radia-
tion.

b) In argon—oxygen mixtures the primary form of
energy transfer is through charge transfer in
the series of reactions

Ar2~~+ 0 2~~~ O2~~+ 2Ar (1)

O2~ 
+ e -‘- O(

1
S0) + O(3p) (2)

L,. 

0(1D) + 0(3P).

This form of energy transfer is detrimental to
lasing since dissociative recombination, shown
in1Eq. 2, preferentially populates the lowerO ( D) state of the laser transition.

C) In neon-oxygen mixtures the major sequence of
reactions is

Ne~ + 02 
(02 ) (2f l )  + Ne (3)

0 + (2fl )~ 0 ‘(2fl ) + hv (1=360 run) (4)
2 u 2 g
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e 0 + 0 ( 3 3P) ( 5)

L 0 + O(35P)

0(33P) ÷ 0 ( 3 3S) + h’~ (1=844.6 run) (6)

0(35p) -~~ Q (355) + hv (1=777.2 run) (7)

0(3~ S) 0(23P) + hv (1=130 nm) (8)

It is experimentally observed that reaction 5 is
preferred over reaction 3 at higher densities
because of greater electron densities.

d) Though in argon the primary form of energy trans-
fer is charge transfer, excitation transfer from
rare—gas excimers does occur since the excimer
bands are totally quenched for oxygen concentra-
tions 1f one part in one thousand . In addition ,
the O( S0) beam current dependence is different
early in the afterglow.

e) An unsymmetrical line shape and shortened life-
time for the 0(lS0) state in argon indicates
the formation of ArO* excimers and collision in-
duced radiation. For neon the transition is
broadened but nearly symmetrical. Because of
the weakness of the line in neon no decay rates
were measured. The distinctly different sequenc~~
of reactions are different from results in glow
discharges where both argon and neon produce

0(33P, 3~P) [1).

In past experiments with neon we had been plagued with per-
sistent Nj’ bands. As a diagnostic to this type of problem ,

we have installed a UHV quadrupole mass spectrometer for re-
sidual gas analysis, identification of stable dissociation
products in some mixtures , and a check of buffer gas clean-
liness (sensitivity 10 ppm). After calibration and checking
of this unit we have determined that the N2 impurities are in
the supplied neon gas. As a result we have constructed a gas
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cleaninq system using a titanium furnace for reduction of at-
mospheric contaminants. In neon, other rare gases will be re-
moved by distillation at 4K. The furnace, gas handling sys-
tern, and gas sample bottles, use standard UHV practice to
maintain gas purity better than 1 ppm.

Construction of the electronics, programming and final
calibration of a single-photon delayed coincidence system for
fast kinetic studies is completed. This system can measure
fluorescence time dependences with high accuracy for decay
times as short as 0.2 nsec. The first experiments using this
system we are performing are detailed studies of the (3p)~~(4p)
states of argon. These states are produced by dissociative
recombination of molecular ions and a complete understanding
of their kinetics is required for planned studies of dissoci-
ative reconthination in rare—gases at high pressures. Rate
constants determined in time dependent studies will be com-
pared with measurements of absolute intensities of transi-
tions from these states as a function of pressure. Rate
constants obtained with the latter technique are shown in
Table 1.

Progress has been made in understanding energy trans-
fer in electron beam excited mixtures of rare gases with dye
vapors. This work is summarized in several publications
[7 ,3,4]. In our most recent experiments, we were able to
distinguish excitation of dye molecules by secondary-elec-
trons and by excitation transfer from rare—gas excimers and
excited atoms. Energy transfer is evident as a delayed pop-
ulation of dye molecules peaking 20 nsec in the afterglow;
however, this energy is transferred too late for efficient
gain production in the dye, even at buffer gas pressures of
7 atm . Electron excitation does produce intense fluorescence
and recent!,y lasing has been observed [8].

2. Laser System Com~onents: A second objective of the re-
search in this unit is the characterization of optical com-
ponents used in high power laser systems. The grating pair
or grating rhomb is frequently used as a beam sampling device
for high average power lasers. Our objective is to determine
analytically the inherent abberations in grating rhoinb sys-
tents. An optimum or alternative configuration can then be
developed. In addition, a deconvolution algorithm should be
devised which can correct data already taken using an arbi-
trary rhomb system containing abberations.

At present we have successfully analyzed the inherent
abberations in the grating rhontb beam sampler (5]. Although
plane wavefronts are sampled without abbetation, spherical
or more complex wavefronts suffer one dimensional phase and
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Table 1. Rate Constants for the Deactivation of the 4p States.

Upper Lifetime E 6 1 3—body 
-l 2-body

Level (x10 8 sec — 1) (x10 31 cm 6 sec ) (x l0~~-2 cm 3sec l)

4p
312,2 3.1 1.9 7.6

4p112,0 2 .2  2.3 16

4p512,3 2.7 1.4 13

4p31211 2.5 1.2 6.3

4p512,2 3.0 2.8 9.1

4p31211 2.9 1.5 11

4p112,1 2.6 2.5 2.3

4p312,2 3.1 2.0 27

4p112,0 2.1 9.4 6.1

displacement deviations. We have formulated an inverse f ii-
ter description which employs the angular spectrum concept
for the incident and sampled beams. An inverse filter is
easily synthesized and may be used to deconvolute amplitude
and phase data from a typical grating rhomb beam sampling
system. In addition, we performed an optimization analysis
in order to minimize the phase errors in the sampled beam.
Some practical examples analyzed show that a phase deviation
of 80 wavelengths over a curved wavefront beam can be opti-
mized to 1/10 wavelength for the same beam. If an optimized
system is used, deconvolution of the sampled beam data is
seldom necessary.
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Analysis and improvement of the grating rhomb beam
sampler will continue during the coming year in collaboration
with Dr. Jerome Knopp, MIT Lincoln Laboratory. The treatment
will be expanded to include input laser beams containing ran-
dom phase fluctuations.
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FEDERAL FUNDS

U.S. Air Force Office of Scientific Research, AFOSR 77-
3190 , “Automatic Recognition and Tracking of Objects,”
Professor J.K. Aggarwal,Principal Investigator, December 1,
1976 — November 30,  1978.

U.S. Air Force Office of Scientific Research , AFOSR 77-
3385, “The Study of Nonparametric Procedures for Discrim-
ination and Clustering Problems ,” Professor T.J. Wagner,
Principal Investigator , July 1, 1977 — June 30, 1979.

U.S. Air Force Office of Scientific Research, AFOSR 76-
3062, “Bivariate Distributions and Their Applications
in Communication Theory ,” Professor Gary L. Wise, Prin-
cipal Investigator , June 15, 1976 - June 14, 1979.

U.S. Air Force Office of Scientific Research , “New Nonlinear
Optical Processes in Molecules at Infrared Frequencies ,”
Professor M.F. Becker, Principal Investigator.

Office of Naval Research Contract N00014-75-C-09l6, “Syn-
thesis of Useful Electronic Structures Using Solid-Solid
Phase Reactions Near Surfaces ,” Professors R.W. Bene ’ and
R.M. Walser, Principal Investigators , May 1, 1975—April 30,
1979.

Office of Naval Research Contract N000l4—75-C-09l6 , Mod.
P00003 , “Acquisition of Dedicated SEM with Option for
TED ,” Professors R.W. Bene ’ and R.M. Walser, Principal
Investigators , May 1, 1977 — April 30 , 1978.

Office of Naval Research Contract N000l4-75-C—0753,
“Multiple And/or Inhomogeneous Layers for Integrated Op-
tical Coupling and Modula tion , Professor A.B. Buckman,
Principal Investigator, 3/1/77-2/8/79.

Office of Naval Research , Conf erence on Digital Har dware
Languages , G.J. Lipovski , Principal Investigator, January
1978 — April 1978.
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National Aeornautics and Space Administration , Lewis Research
Center Gran t NSG 3089 , “Development ~f a Plasma Fluctuation
Diagnostic Tool for the NASA Lewis Bu~npy Torus Experiment,”
Professor E.J. Powers , Principal Investigator , November 15,
1975 — December 31, 1978.

National Science Foundation Grant MCS77-03885, “Parallel L
Architectures and Algorithms,” Professor T.K.M. Agerwala,
Principal Investigator, September 1, 1977 - January 15, 1980.

National Science Foundation , ENG 74-04986, “Compu ter Recog-
nition of Scenes Through Color and Motion,” Professor J.K.
Ag~arwal , Principal Investigator , April 1, 1974-September
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National Science Foundation , ENG 76-06606 , “Computer Graphics
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J.K. Aggarwa]., Princi pal Investigator.

National Science Foundation , CHE 77-21548, “Experimental Term-
ination of Charge Densi ties by Electron D if f u s i o n ,” Professor
M. Fink, Principal Investigator , February 15, 1978 - February
15, 1979.

National Science Founda tion , “A Reconfigurable Varistructure
Array Computer ,” Professor G.J. Lipovski, Princi pal Investi-
gator, April 1978 — April 1981.

National Science Foundati on , “Workshop on Future Directions
in Computer Architecture, Professor G.J. Lipovski, Principal
Investigator , October 1977 — April 1978.

National Science Foundation Grant ENG 76—11106, “Es timation
and Analysis of Nonlinear Stochastic Systems,” Professor
S.I. Marcus, Principal Investigator, April 1, 1976 — February
28 , 1981.

National Science Foundation Grant DMR 76-21096, “Microstruc—
tural Stability in Thermal Gradients,” Professor J.P. Stark ,
Principal Investigator , November 15, 197 6 through April 30,
1979.
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Naval Su rf ace  Weapons Center , “Study and Development of a
Hi ghly Accurate Digital Logic Simulation ,” Professors E.W.
Thompson and S.A. Szygenda , Principal Investigators , Febru-
ary 1976 through May 1977.

Department of Defense Joint Services Electronics Program
Research Contract F49620-77—C—OlOl , “Basic Research in Elec-
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Professor T. Itoh, Principal Investigator , J u l y  1, 1978 through
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OTHER THAN FEDERAL FUNDS

Bureau of  Engineering Research Award, Principal Investigator ,
T.K.M. Agerwala, September 1, 1976 - August 31, 19/7.
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Uncer tain ty , ” Professor S.I. Marcus, Principal Investigator,
September 1, 1977 — August 31, 1978.

Bureau of Engineering Research Award , “Research on Solid State
In terf ace  Reactions : Surf ace  P r of i l i ng of  Impuri ty and D ef e c t
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In terna tional Research and Exchange Board , “Decentralized
Control Systems,” Professor B.F. Womack and V. Levykin,
Principal Investigators, August 1, 1976 - May 31, 1977.
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cepts , Professor B.F. Womack and M. Oda , Principal Investiga-
tors , October 1, 1976 - September 30, 1977.

Research Corporation , “Study of the Chemical Kinetics Impor-
tant to the Production and Loss of  Excited Molecules in Elec-
tron Beam Excited Gas Mixtures ,” Professor J.W. Keto, Princi-
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State of Texas Center for Energy Studies, “Electric Vehicle
Pro ject,” Professor B.F. Womack, Principal Investigator,
September 1, 1977 — August 31, 1978.
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pre tation of  Plasma Fluc tua tion Data Uti l izing Digi tal Time
Series Analysis,” Professor E.J. Powers, Principal Investi-
gator, May 1, 1977 — April 30 , 1979.

Robert A Welch Foundation F 534 , “Electron Scattering from
Alkali Halide Vapors ,” Professor M. Fink , Princi pal Investi-
gator , January 7, 197 8 - January 7 , 1979.

Robert A. Welch Foundation , F-600, “Spectroscopy of van-der-
Waals Dimers and Collisional Compexes ,” Professor L. Fromm—
hold, Principal Investigator , June 1, 1975 - May 31, 1978.

Robert A. Welch Foundation , F-600, “Raman Spectroscopy of
van—der—Waals and Collisional Molecular Complexes,” Professor
L. Fronmthold, Principal Investigator , June 1, 1978 - May 31,
1980.
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