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SECTION 1

INTRODUCTION

1.1 SUMMARY

Effective operation of future Air Force Command and Control

(C2) concepts will depend heavily on survivable communications among

distributed C2 facilities. For an advanced tactical communications

system, survivability means the inclusion of features that will

assure adequate capacity during hostilities ten or more years from

now. When and where the system will be deployed is uncertain, nor

can one predict the investment that an enemy may make to deny the

use of the system. For these reasons the system described in this

report is highly adaptable. It consists of redundant mobile elements

which can be deployed in accordance with the intended use and the

current threat. This paper presents the results of a preliminary

investigation of one possible form of ground relay network to meet

postulated requirements. -

The concept of a multiple—connected relay network with adaptive

routing and jamming resistance, based on spread—spectrum modulation

and transmit/receive antenna directivity, promises to provide the

essentials for survivable communications in support of tactical C2

requirements. Other approaches are possible but no detailed compara—

tive analyses have been conducted . Section 1.3 presents an overview

of the ground relay network and introduces the major issues treated

in more detail in the remainder of the report.

Propagation losses resulting from terrain effects are an impor-

tant consideration in the design of a communication system to oper-

ate over “nonengineered” links, i.e., links where line—of—sight

7
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(LOS) with adequate terrain clearance cannot be assured . Propagation

data for a wide range of frequencies , link geometries , and terrain

has been collected for mobile radio applications . In section 2.1

some of this data have been extracted to provide an input to the link

power budgets. A representative value of 40 dB In excess of free

space attenuation has been selected for the link calculations. This

presumes that antennas are elevated above local foliage to avoid

excessive attenuation at the cand idate operating frequency of 7 GHz.

The frequency was selected to provide the necessary gain with rea-

sonable antenna sizes.

Sections 2.2 ~nd 2.3 present power budgets for a postulated

jamming threat and receiver noise, respectively. The S/J budget is

based on an airborne jammer with direct LOS to the network

receivers. Antenna directivity (47 dB transmit/receive gain product

In favor of the desired signal) plus spread—spectrum processing gain

(27 dB) provide an adequate antijamming (A/J) margin in spite of

jammer transmitter power advantage (10 dB) and differential propaga-

tion loss (30 dB). Adequate noise margin is achieved with 200 watts

transmitter power to communicate over 30 km at 400 kb/s raw data

rate.

Antenna issues are discussed in section 3. The network concept

is based on agile beam transmission and multiple beam reception ,

possibly with adaptive nulling. Several antenna design approaches

are reviewed in section 3.2 and a candidate configuration consisting

of a circular cylindrical array Is described in detail. For one pos-

sible set of parameters (7 GHz, 50 azimuth , 100 elevation) the

d imensions of the cylinder are approximately 1 ft in height and 2 ft

in d iameter. (Adaptive mulling is the subject of appendix A. The

basic Ideas are outlined , the pertinent performance factors are

identified , and examples of achievable performance are cited.)

8
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Topics related to channel access and spread—spectrum modulation

are covered in section 4. Wideband pseudo—noise (PN ) sequences (200

M chips/s) are the mechanism for A/J protection and spread spectrum

or code division multiple access (CDMA). Each node operates in a

half—duplex mode and can transmit to one neighboring node or receive

from one or more neighbors. A contention scheme using a common PN

code establishes a synchronized link prior to each message transfer ;

unique PN codes are employed for each transmitter—receiver pair dur-

ing message transfer.

Data is conveyed by a quaternary alphabet of symbols e~ch last-

ing 5usec. The duration yields a time—bandwidth product of 1000 and

is sufficient to avoid substantial intersymbol Interference multi—

path delay . After allowing for channel utilization inefficiencies

and half—duplex relay operation , the expected nodal throughput (one—

half sum of inflow and outflow) is 100 kb/s. This number was selec-
ted as a reasonable target for a preliminary design.

Symbol detection and synchronization is based on surface acous—

tic wave (SAW) convolvers acting like matched filters for segments

of a long PN sequence. Section 4.7 describes procedures for initial

net entry of new nodes , includ ing search through uncertainty regions

in both time and azimuth angle.

Message routing protocols are discussed in section 5. Flood

routing (all messages on all links) Is a simple but perhaps ineff I—

d ent broadcast protocol. Various other approaches for point—to—

point and broadcast routing are possible. The main distinction

between them is in the manner of calculating best routes , either (1)

globally , by using known data on network connectivity or (2) locally ,
by extracting Information from the headers of messages in transit.

Of these two methods , the local optimization appears to respond more

9
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rapidly to network changes . A specific local adaptation algorithm is

described .

1.2 BASIC OBJECTIVE

The problem addressed in this report Is to provide communica-

tions for the InformatIon exchange among distributed C2 facilities .

The key Issue is system survivability with adequate communications

capacity in the face of threats by weapons and jainmers. Survivabil-

ity against either threat Is attained by means of redundancy and the

capability for routing of traffic through the surviving connectiv—

ity . In a fluid combat environment , mobility Is a major contributor

to enhanced survivability. The communications support system must

not become a limiting factor in the mobility of C2 units. Hence ,

rapid redeployment and setup of the equipment is an essential fea—

ture of the tactical commutiicatic’n system.

The data flow in such a network would serve the needs of vari-

ous tactical mission areas. The work reported here was initially

undertaken to support the exchange of air tracks among netted short—

range radars. Another application is the dissemination of friendly

aircraft identification information to friendly air defense units,

to minimize interrogation and/or radiation by both parties . Distri-

bution of target data from intelligence collection and processing

centers to weapon control points is also a potential source of traf-

fic.

Any estimate of traffic load for a future tactical data network
is subject to great uncertainty and will not be attempted here.

Instead , a capacity goal of 100 kHz nodal throughput (one—half input

rate plus output rate) has been selected for this preliminary net—

work design. A capacity of this order of magnitude is consistent

~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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with work reported elsewhere and appears to be within the reach of

technology . Continuous feedback between requirements definition and

technological capability is necessary to arrive at a workable cost—

ef fec t ive system design.

1.3 SYSTEM OVERVIEW

The proposed communications network has the general character-

istics of multiple connectivity with adaptive routing , jam—

resistance and low Intercept susceptibility. Coirmunication traffic ,

consisting of digital messages, will be conveyed by store—and—

forward procedures through relay nodes , since ground—based C2 facil-

ities will often not be within reliable direct radio propagation

range.

The expected jamming threat , particularly when emanating from

dedIcated airborne platforms , dictates a combination of spread—

spectrum modulation and antenna directivity. A major feature of the

proposed communication network is the use of steerable narrow—beam

antennas to interconnect the nodes .

Figure 1.1 depicts several nodes with idealized antenna pat—

terns and shows the various signal paths considered. The next three

subsections introduce the main features of the proposed approach,

followed by more detailed discussions in the remainder of the

report.

1.3.1 Antenna Directivity and Its Implications

Since the network is not simply a chain of microwave repeaters,

special procedures are required to establish connections between

each node and its several neighbors. After initial startup , the

1
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azimuth directions of all neighbors are stored at each node. When

the need for a message transfer becomes known at both ends of the

link, the respective beams can be steered or switched to the proper

azimuth .

The node initiating the message transfer  to a selected succes-
sor node can immediately transmit through a beam aimed at the

intended receiver. The receiving node, however, has no prior ind ica-

tion as to which neighbor is attempting to establish a connection.

Therefore, nodes must be capable of receiving from one of many pos-

sible directions , including not only the known neighbors but also

the sites of new entries into the net. If reliable reception were

possible in the face of noise, jamming, and mutual interference

without azimuth directlvity, a simple omnidirectional receiving

antenna could be considered . The link budget calculations for the

postulated conditions show that this Is not the case. Substantial
relative gain is required between desired signal direction and jam—
mer or interfering sources . Moreover , since relay links may not have

ideal LOS propagation , signal loss and noise considerations demand

significant absolute gain in the receiving antenna.

These factors, which are treated quantitatively later on, lead

to a possible receiving configuration consisting of a set of beams

each with its own receiver and logic to detect valid signals. In

figure 1.1 this concept is represented by the “Idle Node.” The

alternative of a scanning beam receiver , although less costly, would

- 
- not only introduce excessive delay in link establishment but would

also require the transmitter to radiate for a longer time while the

receiver is searching.

j The receiver achieves jammer and interference suppression

through antenna directivity by one of two methods. The simpY-~ -r

approach relies only on the peak—to—sidelobe ratio of individual

-- - 
-
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direct ive antennas . Each antenna beam and associated signal process-
ing is an independent receiving system. The second method strives to

improve the jammer suppression by adaptive nulling , using the out-

puts of several directive antennas in combination . In effect , one or

more of the antennas are used to cancel the jammer appearing in the

main beam or sidelobes of the antenna aimed In the desired direc-

tion . The choice between the two approaches depends on the perfor-

mance vs. complexity tradeoffs for adaptive nulling compared to

achievable sidelobe levels in the individual antennas .

The above description of antenna characteristics suffices for

this system overview. Section 3 includes further details on anten—

aas , and section 4.7 discusses network entry procedures .

1.3.2 Channel Access

The channel access scheme considered here is based on the con-

cept of spread—spectrum or code division multiple access (CDMA )

techniques . The processing gain of the A/J spread—spectrum modula-

tion also permits extraction of one of several overlapping communi-

cation signals, each employing a different pseudo—noise (PN) code.

Message transfers on the relay links take place with a unique PN

code for the specific node pair. Several message transfers involving

different node pairs can proceed simultaneously in the same time—

frequency space. Mutual interference is suppressed by a combination

of propagation loss, antenna directivity, and processing gain. The

last alone is inadequate to cope with the shared spectrum Interfer-

ence for unfavorable relative geometries. Without antenna directly—

Ity, a transmitter nearby the receiver could overwhelm the signal

from a more distant node. The directive beams and receiving antenna

nulling or low sidelobes assure with high probability that mutual

interference passes through low—gain portions of the antenna

4 
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patte rns at both ends of the interference path (see figure 1.1).

Moreover , if restrict ions are placed on the minimum distance between
nodes , the network should not be subject to the “near—far” problem

that is often a major obstacle to CDMA.

Each node has a single transmitter and multiple receivers.

Simultaneous transmission and reception is not suggested because

C DMA processing gain alone provides Insufficient isolation f rom

transmitter leakage. Message transfers occur on one outgoing link at

a time from any node. As the connection is changed from one link to

another , a protocol for code resynchronization and handshaking must

be p rovided . This can be accomp l ished th rough a sepa rate common code

channel employed in a contention mode as follows .

A node in possession of a message to be transferred aims its

transmit beam In the appropriate direction and transmits on the com-

mon code a request addressed to the desired neighbor. When not

transmitting , all nodes listen on the multiple—receive beams with

associated receivers. The receivers carry out a continual search to

synchronize to the common code signal when it appears . The surface

acoustic—wave (SAW) convolvers described later facilitate this pro-

cess. After synchronization the request is decoded and , if the

rece iving node is the addressee , a reply is sent to the requestor.
Since both ends of the link have been ident i f ied , the reply can be

t ransmit ted on the unique code for  message transfer between the
nodes in question , thereby f reeing the common code chann el for
others. The requestor , an t ic ipa t ing  a reply on the predete rmined

code , performs the appropriate synchronization search .

Long digital messages are segmen ted in to packets , which are
indiv idually fo rwa rded through the net work to produce a “pipeline”
e f f ec t , in that packets are relayed on the next hop befo re the
ent i re  message is received at the node. Af te r  both end s of the link

15-
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are synchronized , message transfer proceeds through a sequence of

packet transmissions and hop—by—hop acknowledgments.

1.3.3 Adaptive Routing

An essential feature of a survivable communications system is

the ca pabil i ty to reroute t r a f f i c  around disrupted portions of the

network. Moreover , in a highly mobile environment , nodes may be

added or removed in response to user needs. Routing procedures

should automatically respond to network changes to assure efficient

utilization of existing connectivity and capacity. Two approaches
may be considered . One is based on the shortest path algorithms of

graph theory , and the other is an adaptive procedure using informa-

tion carried by normal message traffic .

The shortest path algorithm for finding best routes from any

one node to all others can be executed at each node , given a knowl—

edge of network connectivity. Adaptation to network changes requires

dissemination of connectivity data to all nodes . Dynamic behavior

and alternate routing under the shortest path algorithm are unre-

solved issues.

The second approach employs a distributed algorithm for finding

best paths , which does not require knowledge of total network con—

nectivity at any node. Information on path length and quality is

conveyed by messages in transit , allowing nodes to update routing

tables . Part ia l ly  random and alternate routing serves to find best

paths adaptively as network changes occur. Questions regarding con—
vergence and traffic congestion behavior of this algorithm remain to

be answered .

~~~~~~~~~~~~~~~~~~~~~~~
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SECTION 2

PROPAGATION AND LINK POWER BUDGETS

2 .1  PROPAGATION MODELS

A ground—to—ground , survivable tactical communications netwoik

may not have the luxury of clear line—of—s ight (LOS) propagation

typical  of wel l—e ngineered microwave relay links . Therefore , the

influence of terrain is an important fac tor  in the design and opera-

tion of the network. Unfortunately, the chief characteristic of

radio propagation under these circumstances is its variability .

Since theoretical treatments of propagation in complex terrain are

generally intractable , empirical models have been created based on

extensive measurements.

The most comprehensive model is the one evolved by Okumura (1).

Compared to several others this model is found to be reasonably ade-

quate . Okumura’s model pertains to mobile radio communication at

frequencies between 200 MHz and 3 GHz. The model is a series of

graphical relationships for different terrain environments and link

geometries. These combine to produce an estimate of the median prop-

agation loss , defined as the attenuation between unity gain anten-

nas. The propagation loss for distance d and frequency f comprises

the free space loss.

L18 — —32.45 — 20 log f(1.cHz) — 20 log d(lun)

and the additional attenuation due to terrain effects.

Application of the Okumura model requires definition of link

parameters (frequency , distance , antenna heights), terrain

17
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conditions (urban , suburban , open), and terminal location (local

peak or trough). For conditions represented by a I , 1 mix of

open and suburban terrain respectively and terminals midway between

peak and trough , Ormsby calculates med ian loss relative to free

space for selected parameters. Table 2.1 presents the results ; the

different heights h (meters) are the same for both transmitter and

receiver. The data for 5 GHz and for equal height terminals was

obta ined  by e x t r a p o l a t i o n  f rom Okumura .

It is interesting to note that there is little dependence on

frequency. This behavior does not specificall y include the effects

of dense foliage near the terminals. A separate analysis shoved

that foliage attenuation is substantial and increases with fre—

quency . For the frequencies considered (140 MHz to 1 GHz) the total

loss was such that , for communication over practical distances ,

antennas would have to be elevated above the local foliage canopy .

The power budget analyses assume that this is the case. In computing

the signal—to—f anner ratios , we assume that the fanner is airborne

and has a clear LOS to the receiver . The differential propagation

loss for communicator and jammer consists of the distance ratio term

in the free space loss and the terrain effect Lt represented by

table 2.1. The differential loss is

L — L9 — L1 — 20 log !i. + Lt.

For purposes of subsequent link analysis at 5 to 7 GHz, for dis-

tances 20 to 30 km with antenna heights 20 m or greater , Lt —40 dB

is taken as a representative value .

2 . 2  SIGNAL—TO—JAM MER POWER BUDGET

Survivabi l i ty  in the face of j amming is a major  objective of

the proposed communications network. Therefore, the system

1.8
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pa rameters were 8elected to cope with a postulated j amming threat .

The S/J power budget developed in table 2.2 is the result of itera— 
. 

-

tive attempts to reach a balance among the pertinent factors . To

avoid fixing operating parameter values unnecessarily, where possi-

ble , the components of the S/J budget are expressed as ratios

between communicator and fanner.

The SIGNAL column contains the parameter , either numeric or

algebraic , for the link between communication transmitter and

receiver. The JAMM ER column gives the corresponding parameter ,

either numeric or relative to SIGNAL , for the link between janiner

and communication receiver. The S/J column is the dB difference for

each row, with positive numbers being favorable to the communication

link. This method of expressing the signal—to—fanner power budget

places in evidence the contribution of the various components to the
total S/ J. The total  S/J is then compared to the minimum required

value for the modulation and channel characteristics to determine
whether the budget leads to satisfactory performance .

Consider first the single jammer case. In table 2.2, the trans-

mitter power is treated in relative terms. If power P, is available

to the communicator , we assume that 10 dB more power can be genera-

ted by the fanner. This arbitrary ratio accounts for the possibly

greater investment in each of a small number of airborne jammers

compared to the large number of communication nodes. The transmit

antenna gain for the communicator is taken to be 26 dB based on a 2

dB reduction from a peak gain of 28 dB. The assumed antenna has a

beamwidth of 50 in azimuth and 10° in elevation. Further details on

antenna characteristics are given in section 3.

The jammer ’s antenna directivity depends on the strategy pur-

sued. Focussing jamming energy on a few selected nodes is unlikely

20 
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to yield a payoff against an adaptive network. A sing le node may be

defeated  by a dedicated j nmmer , but the system should survive under

b road—beam a i rborne j amming aimed at a la rge  ar t - a  of the network.

For that threat the jammt~r’s transmit antenna gain is 12 dB assuming

an airborne platform with a sidelooking antenna pattern 1000 in azi-

muth and 20° in elevation . For the rel~ tive S/i power bud get in

table 2.2 the operating frequency does not need to ~e defined . The

frequency has a strong impact on antenna size and also Influences

the absolute propagation loss.

Free space loss is treated as a relative parameter. We assume

that the ratio of jammer distance to communicator distance is around

3, lead ing to a 10 d~ advantage to the communicator. A possible corn—

btnat Ion of distances under this assumpt ion is a 25 km link and a

jammer 75 km away.

Terr ai n loss In excess o f f r e e  space loss is highly variable

depending on antenna heights , distance , and type of terrain. As

pointed out In section 2.1, a terrain loss of 40 dE represents a

reasonable objective for the l ink power budget. The airborne fanner
is assumed to have clear LOS to the victim receiver , and hence suf-

fers no terrain loss.

The cr itic a l factor in the receive antenna pattern is the peak—

to—null ratio , i.e., gain in the direction of the desired si gnal
relative to gain toward the fanner. For either adaptive nulling or

simply rel iance on sidelobes , 33 dB is a reasonable number for the

relative jammer suppression . (See section 3 and append ix A.)

The f inal entry in the S/J power budget is the processing gain

der ived from spectrum spreading . The processing gain Is the ratio of

the fanner bandwidth (assumed equal to the chip rate) and the raw

transmission rate in bits/sec . The value of 27 dR is conservative

22
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and consistent with the modulation scheme described in section 4.

The total of S/J expressed as the ratio

E0 Energy per bit
N0j J amme r noise power density

is 34 dB for  a sing le fanner.

The MULTIPLE JAMMERS column in table 2.2 was derived for the

threa t scenar io dep icted in figure 2.1. Flying parallel to the FEBA

is a line of airborne jammers with characteristics the same as the

single j amme r. The distance between j aminers is assumed to be the
same as the closest distance to the communications receivers, viz.,

three times the distance between nodes. Under these circumstances ,

the total power at the receiver is readily computed taking into

account the changing antenna ga in due to d i f f e ren t aspec t angles and

the varying distance to each jamtner . The net effect is an increase

of fanner power of 3 dB over the single jaimner case. Therefore in

table 2.2 the combined contribution of transmit antenna gain and

free space loss is 21 dB. Terrain loss and processing gain are the

same as for a single fanner. The peak—null ratio for the receive

antenna is assumed to degrade by 3 dB when multiple jammers are

present. The total Eb/N oj for the mul tiple jammer threat is 28 dB.

The S/J values of 28 to 34 dB are not excessive when one con-

siders the signal fad ing phenomenon due to multipath propagation .

For Rayleigh fad ing signals the bit error probability is on the

order of ~~~~ for the above Eb/N o. If the receivers are implemented

to capitalize on delay diversity, i.e., to combine the energy of

r esolvable mu l t ipath  signals , a more favorable relation between

error probabil i ty and Eb/N o is achievable , and hence , the link bud —
get tends to be conservative. -

23

- - .
~~~~~~~

. - 
.

- - -
. ~- - - —----- —-~~~~~

.--.-~ - —-- -—- --—- -- - - ---- ~~~~~ _ ________-__ _._ — — -- ~- --~~--—.- —-- - - -



_________________ — ..,. ,..- ,. — - — .--- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - — - --,~ ~-.—-—— - --- — - --—-,.—,— --—~-- —-,- - -

_ __  
— 1~~~~~~~~ — —I-- 

~~~~~~~~ ~‘~-~~~~~ - 
~~

-

I,

o z 4
~~~~~.J 1.J 1&I I&.I

U.
2z !~‘n40-

2 ”
2 0
00
u z

0

24

_ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _  

~~~~~~~~~~~~~~~~~~ -- -~~~ _ _ _ _  _ _



_ _ _ _  _ _ _ _ _ _ _ _  ITI~~~~
” - - 

- 
• - 

- 

_ _ _ _  -

2.3 SIGNAL—TO—NOISE POWER BUDGET

A communications system whose primary objective is jamming
resistance mus t , of course , also f unc tion in a natural noise
environment . At the frequency of interest for this application the

dominant noise source is receiver thermal noise. Table 2.3 itemizes

the signal—to—noise power budget.

In contrast to the S/J power budget , the operating frequency

must now be defined . For the purposes of this preliminary analysis

we have selected 7 G}lz . This is high enough so that the antenna size
fo r the requi r ed gain is within reasonable bound s and still low

enoug h to avoid substant ial  atmospheric a t tenuat ion. Moreover , near

7 GHz the only allocation in a 250 MHz band seems to be for remote

television pickups , which could easily coexist with the proposed —

systeri .

For reasons that will become clear in sections 3 and 4 , the

t ransmit and receive antenna patterns are asymmetric with peak ga ins —

of 28 dB and 20 dB respectively. The correspond ing azimuth beam—

wid ths are 50 and 300 assuming 100 width in elevation .

The S/N bud get also requires that  the signal power and data

rate be defined . A 200 watts  peak power referred to the antenna ter—
minal is a reasonable minimum value to support the raw data rate of

400 kb/s (2.5Msec bit time). The rationale for the latter is pre—
sented in section 4.5. The actual transmitter power may be larger

than 200 watts in order to attain a desired A/J margin. The noise

temperature of the receiving system also refe rr ed to the an tenna

po r t is assumed to be 12000, i.e., 6 dB above reference noise. The

r emaining entries in the S/N budget of table 2.3 are the same as
table 2.2 or are standard propagation loss components. The total  Eb/N o
is ade quate , agai n taking into account the fading medium .
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SECTION 3

ANTENNA CONSIDERATIONS

3. 1 ANTENNA REQUIREMENTS

One of the main challenges In the realization of the proposed
multi ple—connected relay network is the implementation of a cost—

effective antenna system to prov ide automatic steering of directive

beams .

The primary constraints upon the antenna requirements are

imposed by the beni gn l ink performance , as discussed in section 2.3.

The transmit antenna gain and the receive antenna effective aper-

ture , in conjunc t ion with the other system parameters , must provide

the required signal—to—noise ratio for the desired data rate and

error rate. In addition , ~he antenna must prov ide spatial coverage

and positioning consistent with the system connectivity, start up,

and net entry procedures.

Additional requirements are imposed on the antenna by the sys-

tem requirements for electronic survivability in a jamming environ-

ment, as discussed in section 2.2. Antenna parameters influenced by

ja mming survivabil i ty includ e the t ransmit gain and beainwid th ,

transmit and receive sidelobe levels, frequency of operation and

bandwidth , beam shaping and steering , switching times, diversity,

and d ynamic range.

Specif ic  antenna requirements must be derived in conj unction
with the overall system evolution and cannot be defined indepen-

dently. The following paragraphs ind icate some of the tradeoffs

involving the major parameters and the ways that system approaches

27
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impact upon then. Some of the tradeoffs are implicit in the selec-

t ion of parameters for the design examples in this report. However,

a complete analysis remains to be performed.

3.1.1 Gain and Beamwidth

For the transmit antenna, gain should be maximized . This

increases the effective isotropic radiated power (EIRP ) and thus

contributes directly to the system antijam margin. Since the region

illumina ted is limited , the probability of intercept and thus , jam-

ming , is also reduced . The maximum transmit antenna gain is often

bounded by the system scenario that requires coverage over a given

region. Beyond this, the gain is limited by fac tors such as physical

size and weight , or the impact of a narrow beam upon pointing accu-

racy, setup time , physical stability, the handshaking procedure ,
acquisition time, and so on.

In a benign environment , the required absolute gain for the

receive antenna is only that necessary to meet link performance. In

a jamming environment , however , the key to performance is the gain

in the direction of the desired signal relative to the gain in the

jammer direction. Relative gain improvement is most readily achieved

by increased directivity. This is limited by the same factors cited

for the transmit antenna . In addition , broader coverage is often

required for receive functions to simplify and speed up acquisition
— 

of new partic ipants in the net. Simultaneous receive connectivity to

several users may also be necessary . This requires either broader

beams (low gain) or multiple receivers.

For the postulated system , a two—way gain (logarithmic sum of

transmit and receive gains) of about 50 dB is required . From the

antenna viewpoint , the simplest and least expensive approach is to

make the transmit and receive gains each equal to 1/2 of the total.

• 28
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This permits the use of one aperture for both functions. For certain

types of phased array or lens antennas, various options exist for
using portions of the common aperture or beam combining to prov ide

d i f fe rent gains from a common antenna . These are discussed in sec—
tion 3.2.

Limits for unequal transmit/receive antenna gains can be deter—
mined by calculating the physical aperture required. To accommodate

system requirements for setup without elevation steering, differ-

ences in terminal heights, and so on , an elevation beamwidth of 80

to 100 is required . Assuming this elevation beatuwidth, figure 3.1

shows the physical aperture size required to achieve gains in the

range of 15 to 35 dB as a function of frequency. It should be noted

that this is the aperture size to provide a single beam. Thus the

complete antenna system, which must be capable of beams in all

directions, will be substantially larger, the precise amount being a

function of the approach as discussed in section 3.2. These curves

show that practical mobile antennas are limited to about 30 dB gain,

and even then moderately high frequencies must be utilized .

Another constraint in determining the gain is the resultant

beamwid th . For the assumed 80 to 100 elevation beamwidth , the varia-
tion of the azimuth beamwidth with gain is shown in figure 3.2. In

the proposed system, the transmit beam must be stepped in azimuth to

cover the entire 3600 when entering the net. One hundred twenty

(120) steps would be required for the 3° beam associated with 30 dB

gain. This represents a reasonable upper limit for the scan cycle

and thus also constrains the gain to 30 dB maximum. For 20 dB gain,
the azimuth beamwidth is 30°. This substantially reduces the trans-

mitter stepping problem. However , a 300 receive beam could receive

several potentially interfering signals and has a higher probability

of receiving a j ammer within the main beam . Thus , it probably

- 29

~

- _ - -
-

-

~

-.

~ 

i~~
--.~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -



_______ 
~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ 

-

N I q
/
I I

7 0 ~ I I
0 ’  I I
— SI I I

I I 0-

I~~
/

I ~~~~~~~~~~~~~~~~~~I I ~~~~~~~~

I I z 14
I
I I ~~~I I ~~~~

I I “ s/~~~~~~ I s
II N

-
~~ I
o Cl)

I • C)
II S

I.’

I Lfl4 ) 3~Ju1.L~~3dV ft L f lPI IZ V

Ii ;’

4
‘.4

30 

~~~~~~~~~~~~~~~~~~~~~



r~ 
T~~~~~~~~~~~- 

~~~~~~~~~~~~~ ~~~~~~~
‘ 

~~~~~~~~~~
• —-

p

1~In

C
S

0 O ~ 
C.)

0 ~~
I0 

-
~~~~~~ 0

U C

0

1:11
(S33~ 9~O ) HA0IM~~V~ 8 HLf l P IZV

4
~.4

31



~~~~~~~ T2L 
-- - - t

represents a lowe r l imi t  upon gain unless adaptive null ing within

the main beam can be implemented .

The preced ing discussion refers to gain at the beam peak. In

practice , the gain var iat ion over the entire sector of coverage must

be considered . Systems with fixed stepped beams usuall y a re designed

for a nominal cross—over level at the half power point , that is, the

step increments are one (half power) beamwid th . Thus, gain at the

coverage edges is down by 3 dB or even more at moderate elevation/

dep ression angles . Further , the cross—over level will vary with fre—

quer.cy. The amount of variation is a func t ion  of the antenna type

and the measures taken to minimize it , as discussed itt section 3.2.

3. 1.2 Sidelobes -

Sidelobe level for the transmit antenna is important  only f ro m
a low probability of intercept (LPI) viewpoint . Emphasis is upon

maximizing gain for a given aperture size. This implies near—uniform

distributions and consequent poor sidelobes. Near—in levels in the

—13 to —20 dB range are typical for planar arrays . For some antenna

types and under certain conditions , nulls could be formed in the

directions of known jammers to reduce intercept probability. Precau-

tions must be observed so that such null ing does not seriously

d egrade the rad iated powe r level in the desired di rect ion , cause

reflections that  mig ht  damage components , cause signal d is tor t ion or

intermodulat ion e f f ec t s , or otherwise degrade performance .

For the rece iver , suppression of j ammer signals is of prime

importance. Major performance and cost tradeoffs exist between over-

all low sidelobe design and generation of spatial nulls in the

specific j ammer directions through the various adaptive mulling

techniques . The results of such a tradeoff  are strong funct ions of

32
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the particular antenna design , the magnitude of desired re jec t ion ,

the number and location of jammers with respect to desired receive

beams , and the specific methods of imp l emen ta t ion . (See append ix A

fo r an in t roduc t ion  to adap t ive  n u l l in g  and a survey of current
c a p a b i l i t i e s .)

To achieve low sidelobes , the aperture distribution must be

tapered . A larger physIca’ aperture is then required to obtain the

same beamwtdth and gain. Increases of 4O~ or more , compa red to

u n i f o rm d i s t r i b u t i o n , may be requi red fo r  low sidelobes . In addi—
t i on , st r ingent  t~al e rances must be held on a l l  f a c to r s  a f f e c t i n g

phase and amp litude. This includes rigid mechanical tolerances , pre-

cise transfer function tolerance , and low Voltage Standing Wave

Ratio  (VSW R) tole rances on al l  components. Such a des ign  is sub jec t

to degrada t ion  due to  ph y s i c a l  damage , env i ronmen t  e f f e c t s , imprope r

field usage , and so on.

On the other ha nd , spa t ia l  nu l ling  techniques may requ ire  aux-
i l ia ry antennas , added components , extensive processing c a p a b i l i t y ,
and/or precision tolerances for some techniques. The adaptive array,

however , is relatively insensitive to physical damage ; it adapts to

compensate for limited impairment.

For a design requiring a planar phased array, the addition of

phase only, di gital , adaptive nulling would have l i t t l e  impact  on

tot al system cost. For th i s  type of sys tem , 30 dB seems to be a
break point between using low sidelobe design and adaptive nulling .

A conclusion regard ing the relative performance and cost merits ,

however , must be based upon an analysis of a specific des ign and

cannot be generalized .
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3.1. 3 Frequency/Bandwidth

From the antenna cost viewpoint , higher f req uencies are gener—
ally advantageous. As figure 3.1 shows , size decreases drama tically
with frequency. This reduces antenna visibility, minimizes support

struc tures ( towers , masts , and so o n ) ,  and generally decreases over-
all system weight. These advantages are offset to some extent by
tighter tolerances and more difficult fabrication techniques. As

f requency is increased , transmission line losses also increase. At

some junc ture , f ina l  transm itter componen ts and rece iver f ron t ends

mus t be colloca ted with the an tenna , thus increas ing the elevated
weight. Costs of associated components such as solid—state transmit-

ters , low noise front ends , circ ula tors , and phase shif ters tend to
increase wi th increas ing frequency while availability and many per-

formance characteristics tend to degrade.

Perhaps one of the most important parameters in frequency

selec tion is percent bandwidth . RF components tend to be frequency

independent in terms of pe rcent bandwidth . Thus at highe r frequen-
cies , wider frequency ranges are available for wideband techniques

such as spread spectrum or frequency hopp ing. The system A/J margin
can then be increased by using greater processing gain . If , on the

other hand , the processing gain is held constant , the system per-

formance will still improve due to the reduced percent bandwidth .

Component performance will be improved , resulting in better basic

link performance. The beamwidth change with frequency will be

reduced resulting In smaller beam overlap changes. Even aperture and

component frequency dispersion effects are reduced - iltis is critical

for adap tive nulling techniques. As discussed in append ix A , nulling

systems normally use phase weights rather than true time delay .

Thus , a n ull is precisely positioned at only one frequency . At other

frequencies , the null steers away from this point and the received

34
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j aniner signal is increased . The magnitude of this e f f ec t  is a func—

tion of the bandwidth, the array size , and the null location with

respect to array broadside.

Thus, there are distinct performance characteristic improve-

ments associated with frequency increase/percent bandwidth reduc-

tion . All of the above considerations must be weighed in light of

propaga t ion charac teris tics (d iscussed in section 2) and other sys—
ten paramete rs as well as allocation availability. Thus final fre-
quency selec tion becomes a comp lex system tradeoff . The choice of 7

CHz for the design examples in this report is the result of a pre-

liminary assessment of the competing issues.

3.1.4 Timing

Tim ing para meters generally are not critical from an RF view-

point. Solid—state switches with nanosecond switching times are

available and are compatible with most system approaches . At a sys—

tern level , however , timing is one of the major  issues , particularly

as regards synchronizat ion . (See section 4 .4 . )  It is important to

evolve and define timing requirements associated with entering the

net and normal net operation . These impact heavily upon antenna

pa r amete r s such as beamwid ths , number of simultaneous beams , switch-
ing time be tween beams, dwell time per beam , and total time to scan
a given coverage volume . Such parame ters wil l  inf luence the analysis
and selection of an optimum antenna approach.

3.1.5 DiversIty

The term diversity refers to a system characteristic by which

two or more similar , bu t sta tist ically uncorrela ted , samples of the

desired signal are combined . This can significantly reduce the
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f raction of the time that  the signal will  drop down to an unusable
level due to sho r t—term fading . For microwave LOS systems, space
diversity is most commonly used , although polarization , time , and
frequency domains are also used . Several types of predetection and

pos tde tec t ion comb ining can be u t ilized , postdetection combining
be ing the mos t common fo r d ig ital systems. System level requirements

for availability and propagation reliability must be established to

de term ine the need for  d ivers ity and the resul tan t impact upon the
antenna system .

For space d ivers ity, two comple te rece ive an tenna sys tems would
be required . For polarization diversity, cons ider able complication
of feed or elemen t d esign as well as isola tion problems could

result. Use of frequency d iversity seems less likely for this appli-

ca t ion , bu t a f orm of inherent time diversity due to multipath delay

spread may be possible as mentioned in section 4.

3.1.6 Dynamic Range/Power

The dynam ic range of the receiver f ron t end mus t be suf f icien t

to accommodate both the low—level desired signal and a high—level

jammer signal. RF components (phase shifters , attenua tors , and so
on) for adaptive null processing can also introduce dynamic range

problems . In addition to possible saturation of the circuits them—

selves, the control signals used to adjust phase and amplitud e are

affected by the RF signal level and have dynamic range requirements

of thei r own.

Power handling is not expected to be any problem in the antenna
system. Reliable power generation could be accomplished with travel—

ing wave tubes or solid—state devices . At the higher frequencies ,

f multiple solid—state transmitters will be necessary to achieve
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the total required power. This lends itself to a distributed trans-

mitter in some fo rm of phased array or lens antenna technique .

The use of a common t r an smi t/ r e ce ive  aper tu re  would require a

T/R isolation device . This would take the form of a so l id—sta te  Sin-

gle Pole Double Throw (SPDT) switch for a half—duplex system or a

so 1 id—state circulator for a full—dup lex system .

3.2 ALTERNATE DESIGN APPROACHES

Many antenna design approaches can potentially satisfy the

requirements for a network of multiple—connected microwave relays .

These range f rom a re la t ive ly  simple collection of mechanical ly
steered d ishes , to var ious types of lens str uc tures or complex
phased arrays . To determine the optimum approach , a baseline would

have to be designed for each . Then, performance and cost tradeoff

analyses would have to be performed considering the requirements of

section 3.1 and any others imposed by the system design approach .

Since the system design is still evolving , it is not fruitful to

perform these designs and analyses at this time . Rather , a particu-

lar design that is reasonably flexible Is postulated . This demon-

strates one feas ible approach and provides a departure point for

ei ther  simpler or more complex approaches .

Some form of lens system or phased array is best suited to meet

the requiremen ts imposed by the sys tem design. These approaches pro—

vide more flexibility and options for antenna parameter control in

terms of beam shape , beam steering , mul tiple beam forma tion , switch—

ing speed , sidelobe control , adap tive nulling , and so on. The next
sections briefly discuss some of the major considerations for these

app roaches .



_ _ _

3.2.1 ~~ased Arrays

For a phased array , the phasing is accomplished by two princi-

pal me thods , true time and non true time (phase) delays . For true
time delay,  the transit time from the incident p lane wave to the
beam terminal is independen t of the pa th taken throug h the feed or
distribution network. Thus the array has broad instantaneous

bandwidth and its beams do not steer with frequency. This is an

important consideration for wideband antijam techniques and/ or f or
adaptive nulling of broadband signals .

For nontrue time delay, the transit time from the incident

p lane wave to the beam terminal may var y by an integ ral number of RF
periods. Element phas ing for th is me thod makes no dis tinc tion
between a given phase , 0 , and , ~ ±2n ir , where n is an integer.

Generally the phase shifters are limited in range from 0 to 3600.

This results in shorter , smaller , and cheaper phase shif ters than in
t r ue time delay. However , the resultant array is bandwidth limited

by aper ture  dispersion e f f e c t s  and its beams steer with frequency

change.

Multiple simultaneous receive beams can be achieved with phased
arrays using either type of delay. The signal from each element mus t
be divided , however , wi th an independen t phas ing ne twork for  each
multiple beam. If fixed phasing networks are utilized , one must be

provided for each beam position . For digital phase shifters , the

number of networ ks can be r ed uced to the number of simultaneous

beams , p rovided all beam positions are within the steering capabil—
Ity of the array.

Multiple simultaneous beams can also be provided by antennas

such as a Blass Array or a Butler matrix . These, however , are not

38



true time delay systems and thus the beams steer with frequency . In

add ition , control of beam overlap , sidelobes , antenna nulling , and
so on , is either more difficul t or not possible.

3.2.2 Lenses

Other types of antennas that can produce high—gain, mul tiple
beams and that are wideband by virtue of true time delay structures

include spherical reflectors , Luneburg lenses, and constrained

lenses. The choice depends on tradeoffs among many parameters .

Because of its geometry, however , a constrained lens of the type

shown in figure 3.3 provides considerable freedom and simplification

in its component design and packaging . This lens was originally

devised by Rotruan (2) using Gent’s (3) generalized equations for

lenses of arbitrary shape . The lens is inherently broadband because

it is based upon geometric optics , and all transmission components ,

such as parallel plates and coaxial lines , are TEM mode. High

d ielec tric cons tant , low—loss dielectric material can be used in the

parallel plate region to substantially reduce the size and weight of

the lens.

Multiple beams are formed in the lens by locating multiple

feeds/receivers at different points along the focal locus of the

lens. Beam overlap as well as beam direction are controlled by posi—

tioning of the feed points . There is an option of switching between

a full set of fixed beam ports or providing moveable beam ports.

Since the lens elements are coaxial cables , the aperture can
take any conf igura t ion : planar , cy l indrical , conformal , and so ott .

Because of the geometry, a common aperture is used for all beam

positions , which results  in e f f i c i en t  aperture ut i l izat ion.

_ _ _ _ _ _ _ _ _ _ _ _  _ _  
_ _ _ _ _  
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Ii~ such a mul t iple—beam lens design , the beam direction is fre-

quency independent , that is, fixed in space. Because of the fixed

ape r tu re , however , the beamwid th will  vary inversely with frequency

H and the cross—over level between adjacent beams will increase

direc t ly  wi th  f requency .  These effects can be eliminated by the
incorporat ion of frequency selective at tenuators  in the coaxial lens

elements that feed the edges of the aperture . With proper design ,

the ape r tu re  d is t r ibut ion  can vary with f requency  so that  constant

beamvidth , point i ng di rect ion , cross—over level , and sidelobe level

are maintained over frequency ranges exceeding an octave bandwidth .

It is also possible to use different segments of the focal arc

for the primary feed . A large segment provides a narrow beam in the

parallel plate region , illuminates a small portion of the lens sur-

face , and p roduces a broad radiated beamw idth-. Conversely , a small

segment prov ides a broad beam in the parallel  plate region, illum i-
nates the total lens surface , and results in a narrow beamwidth.

•1 Thus, with proper design, it is possible to use differing segments
to independen tly control beamwidth and gain for transmit/receive

f u n c t i o n s .

• The desi gn and evaluation of such a lens antenna are qui te  com-

plex . Our purpose here is merely to show that an antenna design

capable of supporting the system concept is feasible. A simpler

phased array approach was selected and is described in the next see—
tion . This has no implicat ions re la t ive  to the performance or cost

advantages of lenses versus phased arrays . Such tradeoffs must be

the subject of much more detailed design analysis and iterations of

the system requirements.

• 41 
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3.2.3 Antenna Baseline Design

The an tenna  baseline design is based upon the following assump-

tions concerning system parameters:

a.  Frequency of ope ra t i on  7 GHz
Wavelength of ope ra t ion  4.286 cm ( 1.687 I n .) .

b • Two way gain greater than 50 dB.

c. Single transmit beam , capable of positioning in any azimuth
d i r e c t  ion .

d. Multip le simultaneous receive beams , capable of selecting
any a z i m u t h  d i r e c t i o n s .  Va r i ab l e  gain  ( i . e . , a z i m u t h
beamwidth) up to that of the transmit beam is desirable.

e. Sidelobe levels consistent with good anti-j am performance.
The ability to  add adaptive nul ling is desirable.

f. Elevation bearnwidth R~ to 100 .

These requirements lend themselves to a cylindrical array

design as shown in figure 3.4. Each vertical column of elements can

be combined in a fixed manner to provide the desired elevation pat-

tern characteristics. The columns within some sector of the cyl inder

are then comb ined to form a beam in the bisector direction (assuming

nonscanning beamforming) . Columns may be used for more than one beam

direction as shown in figure 3.4.

The optimum sector size is also i comp lex tradeoff among sev-

eral factors. The beamwidth is a function of the projected aperture

of the sector. To minimize the phys ic al size of the an tenna required

for a given beamwidth , the sector utilized should be as large as

possible , the l imit  being 1800. Prac tically, however , very li ttle

aperture is gained beyond a 1200 sec tor and the small increase is

generally not worth the complexity of combining the additional col—

umns. .Addt t ional ly ,  each col umn has a rad iation pattern whose
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maximum is in a radial direction. Thus columns near the sector edge

contribute less field in the beam direction and potentially more in

the sidelobe direct ions. This tend s to produce broader beaawidths

and poorer sidelobes fo r  a g iven proj ected aper ture  than an equiva—

lent planar array . This lack can be compensated for either in the

beamforming design i tself , or in the use of a smaller sector , such

as 900 or less. In the latter case , the aperture curvature is con-

siderably reduced and performance can be made nearly eq uivalen t to a

planar array. For a given beamwidth , however , the cyl inder diame ter

mus t be Increased . This leads to a ph ysically larger , heavier struc-

tu re .

For a 1200 sector and reasonable column spacings in the 0.5 to

0.6 wavelength range , the half  power beamwidths and the angle

between columns are roughly equal. Thus adjacent beams , formed by

dropp ing one column at one end of a sec tor and adding one colum n at

the opposite end , will overlap at about the half power point . This

s impl i f ies  the beamforming network and meets system requirements .

Thus a 1200 sector was selected fo r  the baseline design .

Assuming for  the moment equal t ransmit  and receive gains , an 80

azimuth by 8° elevation beam would yield a 26 dB one way gain or a

total  gain of 52 dB. Forty—five (45) beams would then be required to

cover the to ta l  azimuth sec tor .

A proj ected aper ture  of about 8 wavelengths is required for  the

80 beam . For a 120° sector , a 9.24 wavelength d iameter or 29 wave-

length circumference cylinder is required . Since the number of the

columns is equal to the number of beams , 45 columns spaced at 0.645

wavelength will result. This spacing Is somewhat large , resulting in

real space, grating lobes being produced by the edge column pairs.

This, in turn , would produce poor array sidelobes . Also , as will be
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seen l a te r , it  Is c onvenient  to have the number of columns equal to

a m u l t i p le of a b i n a r y  number ( n 2 m  where n and m are i n t e g e r s ) .  Thus

48 columns at 0.60 5 wavelength was selected for the baseline design .

This spacing is s t i l l  larger  than  the 0 .557 wavelength theoreti-

cally needed to keep the grating lobes in imag inary  space . It is

es t ima ted , however , t h a t  the g r a t i n g  lobe due to such spacing would

be about  30 d B  down from the main beam and thus acceptable . Further

tradeoffs of size , col umn spac ing , sector , sidelobe levels , and so

on , would be the  subjec t of a more d e t a i l e d  design . Six teen  (16)

columns in a 1200 sector  are used to form a beam . To form the adja-

cen t beam , the 1200 sector is indexed one colum n , that is, one end

column Is dropped and one added at  oppos i te  ends. Thus each co lumn

is used In forming 16 beams .

A block d iagr am of the receive beam forming sys tem is shown in

figure 3.5 and some details of the implementation are shown in f ig-

ures 3.6 and 3.7. Printed circuits are extensively used since they

can be m a n u f a c t u r e d  inexpensively . All  boards shown are s tandard one

laye r m i c r o s t ri p des ign . In an ac tual design , mul ti layer str ip l ine

boards wou ld be used since they would pr ov id e better performanc e and

could presen t some manufacturing and/or packaging advantages.

Fi gure 3.6 shows a p r in t ed  c i r c u i t  board tha t would be used for

a vertical column of elements. All others would be identical. As

shown , the r a d i a t i n g  elements are simp le p r i n t e d  c i r c u i t  di poles

about one—quar te r  wavelength above a ground p lane .  Twelve elements

spaced about 0.7 wavelength apart w i l l  provide the elevat ion

beamwid th . The elements a re combined throug h a 12 to I weighted ,

printed circuit combiner. The weights can be adjusted to do some

elevation pattern shaping and sidelobe control . Terrain effects ,

however , w i l l  be the primary determinant of in—the—field , elevation - - -

pa t t e rn per formance .
-~
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A cylindrical ground plane, orthogonal to the vertical column

p rinted circuit  cards , provides proper spacing and structural rigid-

ity. It should be -noted that  other element approaches may be more

desirable in a f i n a l  design. Spiral elements could be printed on a
continuous cylindrical surface and provide circular polarization if

desired . Nicrostrip elements and combiner circuits , similar to those

developed by Rome Air Development Center (RADC),  could also be

pr inted on a cylindrical surface. The final choice would be based

upon detailed design performance and cost results.

Following the column combiner , a transmit/receive (T/R) device

would be incorporated in the circuit board . For a half—dup lex system

this  could be a solid—state SPDT switch . For a full—dup lex system , a

circulator would be used .

The column received signal must then be divided 16 ways so that

it can be used in the 16 independent , receive, beamforming networks

associated with each column. To maintain the system noise figure ,

the divider must be preceded by a preamplifier of at least 12 dB

gain. Wideband GaAsFET amplifiers with 4.0 dB noise figure and gains

greater than 20 dB at 7 GHz are currently available and can be inte-

grated into printed circuit  packaging . The preamplifier is then fol—
i.owed by a 16 to ~ binary equal power div ider . These outputs  are

positioned on the vertical printed circuit board so that any given

output will lie in the same horizontal plane on all 16 column

bounds.

The columns can then be combined on horizontal printed circuit

boards as shown in f igure 3.7. Since each beam uses 16 columns occu-

pying a 1200 sector , three beams can be formed on each board . Delays

must be introduced in to  all elements of each beam , except for the

edge elements. This compensates for the phase difference in the
column s due to the cylindrical  aperture . For bes t bandwidth
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performance , these should be t rue  t ime delay . Amplitude taper can

also be introduced in the combiner , either by attenuation or unequal

combining , to yield better receive sidelobes.

The three beam ou tpu t s  on each board correspond to beams loca-

ted 120° apart. Each board is indexed one column with respect to its

neighbor , prov iding the 48 beam outputs from the 16 boards as shown

In figure 3.5. These 48 outpu ts correspond to 48 receive beams ,
approximately 8° half power beamwidth , located 7.50 apart in azi—

muth . Multiple receivers could be connected to these outputs by a

switch matrix.

Alternatively, beam outputs can be combined to effectively

yield a broader beam for a given receiver. In the l imi t , progres—

sively phasing each beam by its 7.5° spatial separation will yield

an omnidirect ional  pa t t e rn  fo r  one receiver.  In each case of broader

beams , however , the receive gain is reduced in proportion to the

azimuth broadening .

FInally, an adaptive nulling system with beam weighing could be

used to generate nulls in the direction of interfering signals as

shown In f igure 3.5. (See also appendix A.) In the simplest form ,
unused beams could be used as sidelobe supression elements to cancel

any jammer within their coverage. Other more complex techniques

might provide better performance and would have to be analyzed .

It may also be possible to perform adaptive weighing at the

column level. Performing it at the beam level , as shown, permits

growth potential and/or operational flex ibility since the array can

operate with or without the nulling system as required .

The t ransmi t  beamforming/swi tch ing  system is shown in f i gure

3.8. From the T/R devices , 48 semirigid coax ia l cables would r un to
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16 SP3T switches as shown . Control  of these switches would seleL...

the proper 16 ad jacen t  columns to f orm a beam in the desired direc-

tion .

The 16 columns are d r iven  by 16 f inal power ampl if iers tha t ar e

in turn  dr iven by a common d r ive r  stage . For the 200 W total  power ,

this still exceed s the capability of current , sing le, solid state

devices at 7 GHz . Thus h ybr id  combinat ions  of s o l i d — s t a t e  devices or

traveling wave tubes would be utilized .

Phase control would be required to compensate for aperture cur-

vature as in the receive case. Amplitude control could also be used

to con trol sidelobes at the expense of red uced gain. Knowledge of

jammer directions from the receivers could be used to generate nulls

in those direc tions (as long as they were ou tside the main beam) and

thus reduce probability of intercept and possibly cause shutdown of

look—through j ammers.

This baseline design meets all the requirements identified at

the beg inning of this section . Multiple simultaneous , 8° x 8°

receive beams , lim ited only by the number of rece ivers , can be

formed in independent azimuth directions . Variable receive azimuth

beamwidths f rom 80 to 3600 with corresponding gains of 26 dB to

about 10 dB can be provided by appropr ia te  beam combining . Adaptiv e

nul l ing  can be bu i l t  in or added at a la te r  date as needed . A sin-

gle , 80 x 80 transm it beam , capable of posi tioning in any az imuth

d irec t ion , is prov ided . Nulling in j ammer directions for the trans—

m i t t e r  can also be provided if receive nul l ing is implemented . Phys—

ically, the antenna is a cyl inder  only 41 cm (16 in . )  in d iameter

and 36 cm (14 i n . )  high.  Parts of the t r ansmi t t e r  and receiver , par—

ticula rly the powe r ampl i f i e r s , will  be exte rnal to that  envelope
and add considerable vo lume.

- 52

I ~~~~~~~~~~~~~~~~ —-— —---—-—- — ———— — —-— --——- — — —  —-—— ---— —- - ———- -—- — — 
•

i________ -‘ - -_ .—_ _ — — — -------——- —--——-—- -—— — -.——- - -—————-—-- —~*—— _______ _________



- 
~~~ _ _~~J~~~~~~

_ 
~~~~~~~ 

-

~~~
-- .  - - - -  -~~~

----
~~ 

-
~~~
--—

~~~~~~~~~~~~~~
-:
~~~~ 

-

~~~~~~~~~~

Tb is  b u t ’ ! I ito it os I gn Is v er y  s I m l i a r  to a e y I I nd rica 1 array

dove loped I n&Iopi’itdi’nt I y b y 1.1 nco I it i ,abora I or y for short —range radar

app I teat tons • Som e pa t I t~r i t  ( ‘a t (‘UI at  b it s and mt ’asur om ont  s , u s i n g  a 30

itfl Taylor ii 1st r I b u t  ion [or s Ide lob o  eont  rol • have boon made by 
I -

1.1 flee I it • Sue h i - t i !  ciii at Ions and t it. ’ e y I l int i I c  a a r r ay  des i gn arc corn—
p 1 1 cat  cii b y t ho rad I a I nat t i re  of  the t-o1 tiimt 

~~~ 
I t o  m s • 1’lto i-ø i  umn

amp I i t ud o we I g it I I ng mu s t  hi ’ ad l u s t  cii t o  a t ’ coun t f o r  the ii 1 fe  rences

i i i  &‘ol unit pat  t em magn It t i t t i ’ In the di’s I red a r ray  bea m d l  r ect  ton .

(Is I ng t’st I mutt i’d cot timit pat t o  m u ;  • 1.1 uco i n  ii vs I gned and b u l l  t a d is—

r Ibt it I on net work t hat ~ou Id y l  i’ Iii the  des I red 30 dii Taylor taper.

Ar r ay  p at  t o r u s  w i t  Ii nt ’a r— in  a t  dcl obos of  —2 1 dii dec reas lug to about

— I S  dli relat lvi ’ to peak wet.’ m easured . It was d e t er m i n e d  t h a t  tIn ’

put t t em of t hi’ ee l  umn emb edded in t i to ar r a y  it I I I  vr t •d  c o n s i d e rab l y

I mom tin ’ i’s t I m at  cii p ut  I. torn • it t It is actual pat t e rn  • r a t  her t h a n  the

i’st [mat i’d otto , Ituud been used I 0 d ot o r m  inc  co l u m n  wet  ght  lug  • a —28

dli • n e a r —  ( it , side ! obi’ love I would pr obab I v be acii I eyed • The o ver a l l

ar r ay  and b e a n t f o r n t l n g  I orbit I qut’s used by 1.1 nco in are v er y  a tnt!! ar to

the basel t n t ’  di’s Ign pri-si ’nt cii Iti ’ri’ and , h one.- , coit i  i r m  I t s  t e a s  lb I i —

f L y .

I .  ~~. 4 iiasellne l)csljjn V:irlat b its

As d i s c u s s e d  in  soc I (on I .  . I , a I I nut I iIi’s I git &‘oU i d use a

smaller si’c t or • hit I a i’oIt  lii pr ov t ( t t~ improv ed sIde lobes . Crossover

level a woul ii he it I ghei- and more beams wou 1(1 he rt’qu I red nit t II about

a bO° see I em Is rt ’nched . At I h i t s  po tnt  , two co I timits can hi ’ dropped

and added fo r  i -at -h  beam s t e p . No b a s ic  ci tuinges  In  t h e  des I gn • other

t i tan  i’o I urnn we [g u t tug utnil ov ora l  L an t  i ’itna sI  Zi’ , are requ t red to use

a dl lie rent set - I  or • i’o r i ’xam~ Ic , :i 9fl 0 ai’e t o r  wou 1(1 st Ii 1 t i s~~ lb

cot  umns • Euiclt eel  unit With Id st III be (liv tiled 1 f~ ways . Eut c l t  h o r i z o n t a l

h eamfo  rm tu g  board wou Id now con I a I n  4 beams f o r  a t i~ I a I of 64 beam

out  put  s • Tlii’ t ruiitsrn It t or sw It cit mat r Ix w o u l d  t -equ I r e  SI’ 4T swi t citi’s

S i



- - 
“~~~~~~~~

‘
~~~~ 

- 
~~~~~~~~~ 

~~~~~~~~~~~~~~ ~~~~~~ 
- -- T111T ~~ ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~ 

-

othe rwise the transmitter is identical . The cylinder d iameter would

be increased by the use of smaller sectors. For 900 sectors it would

be about 48 cm ( 19 in.) and for 600 sec tors , 69 cm (27 in.), bo th

reasonable for a mobile system. The 900 sector a rray would contain

64 columns total and the 600 sector array would contain 96 columns

total .

Unequal transmit and receive beams can also be provided by this

design , since independent beamforming networks are used . For exam-

ple , a 600 sector could be used for receive functions. This would

prov ide lower gain and better control of sidelobes . (A reasonable

number of columns must be included in the receive sector or the

abil ity to control sidelobes will be lost.) A 120° sector could be

used for transmit functions . This would provide the required gain

wi th a minimum an tenna physical size at the expense of sidelobes. A
wide range of tradeoffs among gain , sidelobes , physical size , and so
on , are available for  a f inal design.

This design approach is best suited to transmit/receive

beatnwidths that differ by a maximum ratio of about 3. A design con-

sistent with the 5° transmit beamwidth and 30° rece ive beamwid th

postulated in section 2 can be accommoda ted , however. Assuming a
1200 sector for transmit , approximately a 12-Mavelength aperture is

needed , r esulting in a 14—wavelength or 60 cm (24 in.) diameter cyl-

inder . The receive aperture need be only 2—1 /2 wavelengths or a 200

sector . The principal  d i f f i c u l t y  with th is  design would be tha t  only

5 columns are used for the receive beam . Thus , achieving good
receive sidelobes and consequent good A/J protection without adap-

tive nulling would be difficult.
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SECTION 4

CHANNEL ACCESS , MODULATION AND SYNCHRONIZATION

4. 1 CHANNEL ACCESS

The link signal design presented in this section is based on

the spread—spectrum code—division multiple access (CD~tA) concept

using a shared frequency band for all links. The mult ip lex alterna-

tives of frequency division (FDM) or assigned time division (TDM)

have not been explored in great depth , but appear to lead to consid-

erable inefficiencies in spectrum or time occupancy . Both FDM and

TDM would pose formidable channel allocation (net management) prob-

lems , especially since each node must support several links in dif-

ferent directions either in parallel (FDM) or in sequence (TDM).

Moreover , mobility requirements demand that the link connectivity,

i.e., neighboring nodes , be changed at more or less frequent inter—

vals. Without FDM, simultaneous transmission and reception is not

feasible; hence each node operates in a half—dup lex mode. Spread—

spectrum modulation by pseudo—noise (PN) rather than by frequency

hopp ing has been chosen for this conceptual design primarily because

PN has more favorable Low—Probability—of—Intercep t (LPI) character—

ist ics and is not susceptible to f requency—fol lowing j ammers. In a

future , more detailed design study , it would be desirable to revisit

the signal design issue and to perform comparative evaluations of

several cand idates .

The basic idea fo r  channel access is a contention scheme in a

couunon PM code channel to establish a connection , with message

t rans fe r  following in a unique CDMA channel.  The contention scheme

is based on the ALOHA concept (4), i.e., a low—duty—cycle
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uncoord inated TI)M format of t ;ita packet transmiss ion . A necessary

condition for suceessful :oe.’pt ion is the absence of “col listens ”

among contending packets . M~ ernattve methods of carrier sensing

before transmission were briefly considered but do not appear

a t t r a c t i v e  for the following reasons:

I. flue to propagation limitation s , the  t r a n s m i t t e r  cannot
ascertain the si gna l environment of the intended receiver .
This produces a phenomenon te rmed “ the  hidden termin al
pr obl em ,” which  means that the transmitter is unable to
sense a signal source t h a t  would interfere with its o~~
transmission at the receiving site • In the suggested
dep loyment of nodes , this condition wou ld prevail fre-
quently.

2. To take advan t-~ge of carrier sensing , potential transmis-
sion start t imes have to occur at intervals shorter than
packe t durations. Otherwise , sensing the channel is redun-
dant because it will be clear for new users at the next
start time .-t n yw ay .  A conflicting requirement , aris ing from
synchronization considerations , Is for the transmission
start t imes to be separated by more than the time uncer—

• tainty between nodes . Procedures fo r  l ink  s y n c h r o n i z a t i o n
are described in section 4.4.

3. For s p r e a d — s p e c t r u m  A/J modulation , sens ing o f channel
occupancy by energy detection may fail or be subjec t to
spoo ft n g , while sensing by means of the code will entail a
search lasting at least as long as the t ime uncertainty.

In the ALOHA contention channel the information to be conveyed

per slot Is minim al. To establish a connection for a message trans—

fer to a specific neighbor , a node sends on the order of 32 bits

consisting of a preamble to recognize the start—of—transmission (5

bits), message type (3 b its) ,  addr essee (12 b it s) and sender (12

bi ts). The rep ly is transmitted via the  p r e d e t e r m ined un ique code

for the node pair. The sender and addressee are a u t o m a t i c a l l y  iden-

ti f ied  throug h the code , henc e the rep ly need only cont ain a few
— b i t s  of i n f o r m a t i o n  and may , in f a c t , be simp ly  an acknowledgment .
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The exchange of request and reply allows both ends of the link

to synchronize code generators to the respective received signals .

The rea f t e r , message t r a n s f e r  takes place th roug h a sequence of

packet transmissions and hop acknowled gments. The message is pre-

sumed to be segmented into several packets whose size remains t o be

determined . For reasons of efficiency that will become clear

sho r t l y ,  the packet dura t ion  should be longe r than the maximum

r o u n d — t r i p delay f o r  any l ink .

A tim ing d iagra m is shown in f i gure 4.1 for the transfer of a
message compris ing three packets labeled 1.1 , 1.2, 1.3. The vertical

d imension represen ts time ( increas ing down ward) a t three nodes A, B,
and C. The d iagonal strokes denote propagation delay between nodes .

A t ransmiss ion per iod is marked by a heavy v e r t i c a l  bar  on the  t ime

axis. The corresponding reception intervals are represented by the

absence of a bar  on the rece iv ing node’s time axis . Use of the con-

tention channel is indicated by the shaded propaga tion intervals.

Other in tervals  emp loy the unique code. Hop—by—hop acknowled gmen t

(ACK) is shown as a reverse t ransmission of the same length as the
rep ly to the connection reques t .  We observe tha t  the ind icated over-
lap of ACK reception and packet reception implies a dua l recei ver

capability. Also note that next  packet t ransmission does not immed i-
ately follow rece ipt of ACK. Rather , the spac ing between success ive
packe ts of the same message is f ixed so as to allow the successor

node s u f f i c i e n t  t ime to acknowled ge and forward a packet . Note that

if packets were shorter than the round—tri p delay, the forwarding

node would be idle par t  of the  t ime .

The diag ram imp lies very fas t processing to generate ACKs ; if

th is  p roves troublesom e , t ransmission of ACK can lag by one cycle .
Missed packets are then inserted later in the sequence .
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Fi gure 4.1 Packe t Transfer  Timing Diagram
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When messages are short enough to f i t into one packet , it is

possible to save time by sending the packet directly following the

request. The transmission shifts from contention channel code to the

unique code without the intervening reply. The receiver makes a cor-

responding shift after the common code portion is interpreted . Upon

successful reception of the packe t , an ACK is issued using a segmen t

of the uni que code tha t allows the receiver to synchronize and

detect the ACK . This procedure eliminates the handshaking and sytt—

chronization before message transmission . When successful , it saves

time, but Its recovery from missed reception is longer since more

time must elapse before failure to acknowledge can be determined . A

timing diagram for  the single—packe t message t r ans fe r  is shown in
f i gure 4.2.

4.2  SAW CONVOLVERS

Great st r ides have recent ly been made in the developmen t of
surface—acoustic—wave (SAW) devices for signal processing applica-

tions . One such device is the SAW convolver which can imp lement a
prog rammable matched filter for pseudo—noise sequences. In func-

tional form the convolver is a three—port element as shown in figure

4.3. The input for the received signal S(t) drives a transducer that

causes the signal to propagate in the acoustic med ium. A similar

port for a reference R(t) produces a signal tha t propaga tes in the
opposite direction. Within the medium there is a nonlinear interac-

tion region where the two signals are multiplied and integrated over

the length of the region . The third port is the output V(t) in the

form of the convolution between signal and reference :

V ( t )  — f S(t—r)R(t—T+r) dr,
J

0
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Figure 4.2 Single Packet Transfer Timing Diagram
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where T is the time interval corresponding to the interactive

regions .

If the reference  is made equal to the time—reverse of the sig-

nal , viz. R(t) S(—t--T),

f
T

V(t) = J S(t—r) S (—t— r )  = ~~~~~~ (2t1 ,

0

where the signal dura ti on is assumed eq ual to the time leng th of the

interactive region . Thus the output of the convolver is the auto—

corre la tion func tion 
~~~ 

of the des ired signal.

The autocorrelation function of wide—band pseudo—noise (PH )

signals is a narrow pulse with sidelobes of varying amplitude on

either side of the peak . For random signals with large time—
bandwidth (TW) products the rut s sidelobe level is i/J~~Ttimes the
peak (5). Similarly, the cross—correlation between two random sig-

nals is i/f~~~on the average. This correlation property is the

basis for code—d ivision multip le access (CDMA).

Behavior similar to the convolver is evidenced by a ma tched

fil ter whose impulse response corresponds to the desired waveform.

The main difference between a matched filter and the convolver is

that the filter ’s impulse response remains stored in it while the

received signal propagates through , whereas in the convolver both

the received signal and the reference propagate. This d i f f e r e n c e  has

implicat ions regarding the e f f e c t  of signal delay or synchroniza t ion

error.  In a matched f i l t e r  a delayed signal simp ly produces a

delayed correlation output . With a convolver a loss of synchronism

between reference and received signal causes a delayed output , but

62

--



~~~~~

- 

~~~~~~~~~~
—--

~~~~~
. 

~~~~~~

- 
_ _  

—.-• - _~~~~~~~~~~~T~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

also a reduct ion in corre la t ion ampl i tude .  Maximum cor re la t ion

results when waveform coinc idence occurs at the ins tant  that  both
signals exactl y f i l l  the in t e r a c t i v e  reg ion . If e i the r signal is
delayed with respect to the other , peak correlation occurs when

parts of both waveforms are outside the interactive region . This

phenomenon is i l lus t ra ted  in f igure 4.4. Enlarging the in terac t ive

region beyond the length of the desired integration interval will

reduce the cor re la t ion  loss due to synchroniza t ion  error  at the

expense of contributions from spurious correlation outside the sig-

nal interval.

In spite of th is  drawback of convolvers vis—a—vis matched fil-

ters , the former  is prefer red  for  this appl ica t ion  because s igni f i -

cant l y larger bandwid ths are achievable. SAW convolvers at bandwid-

ths of 100 MHz and TW prod ucts of 1000 have been demonstrated (6).

Comparable 114 produc ts using matched filters implemented with charge
coupled devices (CCD) are limited to bandwidths on the order of 10

MHz . Programmable SAW matched filters operate at N products  of 128.

If synchronization is degraded to the point that no portion of

the two signals coincides in the in te rac t ive  reg ion , then no corre-

lation pulse appears. This will be the situation before the receiver

is synchronized and , in that  case , the con volver is u t i l ized  in a

slight ly d i f f e r e n t  mode , as exp lained in section 4.4 .

4.3 DATA MODULATION

Data can be modulated on a PN sequence in a number of different

ways. Binary phase reversal is one method whereby the signal S(t),

consisting of a sequence of chips that represent one bit , is trans-

mitted as S(t) or —S(t). Since the convolver’s reference is
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positive , the correlation output is ±~~55 (2t). A coherent phase

reference for detecting absolute phase is difficult to maintain ,

hence many systems employ differential phase—shift keying (DPSK).

Information is conveyed by the phase—transition between successive

bits , i.e., each bit interval serves as a phase reference for the

succeeding interval . The DPSK approach using SAW convolvers has been

implemented under the DARPA packet radio project (6) and could also

be applied here . However , our objectives for data rate and TW prod—

uct motivate the use of higher order signal alphabets: specifically

a quaternary symbol alphabet is suggested . Complexity of the con—

volver system stands in the way of larger alphabets.

In each symbol interval one of four PN sequences is transmit-

ted . At the receiver four convolvers are operated in parallel and a

decision is made selecting the one with the highest correlation .

Four sequences that are mutually orthogonal can be derived from a

single PN code by simply multiplying the code by the four waveforms

shown in figure 4.5 over each bit interval .

The probability of error in detecting multiple orthogonal sig-

nals in noise has been analyzed in the literature (7). A four symbol

alphabet provides about 2 dB Improvement over binary signaling .

It might be argued that the desired data rate could be achieved

with less complexity by shortening the bit Interval , i.e. , reducing
the effective convolver integration time . That approach would

increase the CDMA cross—correlation (TW 1 ) by 3 dP , but more signi-

ficantly the potential for intersynibol interference due to niultipath

would be increased . Multipath produces multip le delayed pulses at

the convolver output. If the delay spread is larger than the symbol

duration , correlation pulses f rom successive symbols would be inter—

leaved . On the other hand , if the delay spread is less than the sym-

bol interval , the last multipath component from one symbol will
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appear before the first component of the nex t symbol . tinder those

conditions there is intersymbo l interference from correlation side—

lobes only, and It is even possible to combine the signal energy

from several resolvable delayed paths. Such combining provides a

form of t ime dive rsity which Is benef Ic tal in conununicat ion over

fad 1mg med ia . Moreover , the intersymbol interference due to side—

lobes Is reduced with the larger TW product . Thus , there is strong

mot [vat [on t o  maximiz e N and t o  gain data rate by 11 igher order sym —

bol al phabets.

4 . 4  SYNCHRON I ZAT I ON

A/i commtinl cnt Ions systems that U tilize pseudo—random sequence

generators to av o i d  predictability of the radiated waveforms,

requ i re synchronl zat Ion between the generators at the two end s of

the link . Convolvers or programmable matched filters facil itate

rap id synchron i zation ; they do not require the length y search proce-

dures of mu l  t i p ly— and— i ntegrare correlators .

The sy n ch r o n t  za t ion process beg ins with a knowled ge of  t he  max-

imum t Ime u n c e r t a i n t y  of the receiver ’s clock relative to the

e•xp t’c ted sign als • From th is  knowl edge , includ i ng prop:lgat Ion delay

tinc ert a inty, the rece tv.’r can se lec t  , correspondIng to the earl lest

poss lb Ic :irrlval , -i segment of the l ong pseudo—random sequence’ which

is known , w i t h  high confidence , not to have a r r i ved  yet . Th i s  seg—

ment is one of a predeterm i ned set , appearing per iod icall y In the

long sequence , that are used to establ ish synchronizati on prior to a

message t ransfer. The segment correspond s to one Integ ration inter—

val of the convolver and is cycled repeatedly through the reference

port . When the segment in question appears at the received signal

port , a corr e la t i on pu i se w i l l  appear du r i ng th e nex t c y c l e  of the
r ef e r e n c e . It (‘an he shown , no mat ter what the timing of the’
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received signal relative to the repeated reference, that the corre-

lation amplitude is no less than 0.75 of the maximum for perfect

alignment of reference and received signal in the convolver interac-

tive region . The arrival time of the correlation pulse relative to

the start of the reference allows the local sequence generator to be

synchronized to the received signal . Thereupon, the selected segmen t

is no longer recirculated bu t the succeed ing por tions of the PN
sequence are app lied to the reference port . Two or more additional

integration intervals should be used to confirm the first detection .

After that , da ta modula tion can star t , and the receiver mus t dec ide

which of four sequences was transmitted as described in section 4.4.

It may happen tha t no calls are attempted in a par ticular time

span. Obviously, the receiver should no t recircula te the selec ted

segment indefinitely, because the counterpart of the earliest possi—

ble arrival is the latest possible arrival. When the time to the

l a t te r  has elapsed , a new synchronizat ion segment is selected to be

cycled through the convolver. The new start—of—sync segment is far

enough ahead in the PN sequence to assure tha t it has no t arr ived

yet from the earliest possible source. This sequential step—search

continues until a detection is made.

Similarly the sender may have to repeat the call attempt if the

first try was unsuccessful , i.e., no response was obtained . After

transmitting the synchronizing symbols , the sender listens for a

reply starting with a predetermined segment. The sync acquisition

procedure is the same as outlined above. If no reply is received

a f t e r  a suitable timeout , depending on propagation and clock uncer—
tainties , the sender transmits again , beginning at a subsequent

s ta r t—of—sync  time . By the time the starting segment of this syn-

chronizing sequence reaches the receiver , it also should have

shifted to the appropriate segment .
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Table 4.1

MODULATION PAR~NETERS

CHIP RATE 200 MHz

SYMBOL DURAT ION 5 ~usec

TIME—BANDWIDTH PRODUCT 1000 (30 dB)

BITS PER SYMBOL 2

PEAK CHANNEL RATE 400 kb/s

HALF-DUPLEX NODAL THROUGHPUT 200 kb/s

LESS 50% OVERHEAD 100 kb/s
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The separation between successive starts—of—sync should be

longer than the time for which any receiver listens with a given PN

code segment . If starts—of—sync occurred more frequently, then the

undesirable situation would arise where some receivers are deaf to

some starts—of—sync. Thus, the interval for start—of—sync is deter—

mined by the maximum anticipated time uncertainty among the nodes

that are in communication range. The timing error is probably small

for par ticipa ting members of the ne t tha t have prev ious ly  been syn-
chronized . For new net entries this may not be true . Since the delay

unti l channel access by net members is dependent on the frequency of
occ urrence of starts—of—sync , i t wou ld not be d es irable  to penal ize

them for t ime uncertainty of new entries . Therefore, different pro—

cedures are defined for  new en t ries , as discussed in section 4.7.

4.5 MODULATION PARAMETERS

The preceding sec t ions have descr ibed various aspec ts of the

communications system including , in some ins tances , specif ic des ign

parameters. The purpose of this section is to bring together the key

parameters relating to the modulation scheme and data rate. Table

4.1 summarizes the parameters .

The occup ied bandwidth of the PM signals is determined by the

chip rate. A rate of 200 Mch/s has been selected based on a moderate

projection beyond the current achievement of a 100 Mch/s convolver

reported by [lIT Lincoln Laboratory (6). The corresponding bandw id th

of 300—400 MHz is reasonable from the point of view of percen t of RF

carrier (7 CHz) and possible allocation .

The selected symbol dura t ion is 5/Jsec, wh ich is adequate to

avoid serious intersymbol interference due to mu lti path for most

types of terrain. Recall that as long as the delay spread is less
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than the symbol duration , the correlation peaks from successive sym-

bols are not interleaved . In that case intersymbol interference

results only from correlation sidelobes which are on the order of

l/J~~~
relative to the peak. Consequently large TW products are

beneficial to reduce multipath effects.

The duration of 5/lsec is equivalent to 1000 chips/symbol. This

number cannot be equated to processing gain because one symbol rep-

resents more than one bit. Two bits per symbol yields a raw data

rate of 400 kb/s, and the processing gain expressed in terms of Eb/

N0 (energy per bit noise power spectral density) is 27 dB rather

than 30 dB. This def in i t ion  of processing gain ignores the fac t  that

higher order al phabet transmission requires less Eb/N0 than binary

for the same performance. Nevertheless , the smaller value is used in
the power budgets , and the Eb/N o requirements can be specified sepa-

rately.

The half duplex operation (alternate transmit/receive) yields a
throughput per node of 200 kb/s. Additional allowances must be made
for  ineff ic iency in channel utiliza tion , e.g., synchronization pro—
cedures , rou ting da ta , acknowled gments. Assuming 50% effective uti—
liza tion , the throughput per node is 100 kb/s.*

4.6 NODE CONFIGURATION

In this preliminary investigation design details were carried

only to the level of the overall block diagram shown in figure 4.6.

The antenna concept discussed in section 3.2 makes available a num-

ber (e.g., 12) of simultaneous receive beams and only one of a

*The nominal rate does not include redundancy for error control.

4 
- Overhead for error control should be included in the traffic

requirements.
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la rger number (e.g. , 72) of transmit beams . Multi ple receivers

(amplification and RF to IF conversion) monitor the beams and pro—

vide inputs to a set of unary convolvers. A unary convolver Is used

to detect the presence or absence of a selected PM segment.* In con-

t rast , the quate rna ry convolver is in effect four convolvers in

parallel , allowing a decision (demodulation) selecting one of four

possibilit ies. One receiver is switched to the quaternary convolver

wh,le traffic is being carried on the respective beam. The other

receivers are connected to the unary convolver to await synchroniza-

tion signals or acknowledgments to specific transmitted packets.

The remainder of the block diagram shows the interconnection of

the nodal processor and the other elements of the system. The func-

tions represented by these blocks are believed to be self—

explanatory .

4 . 7  NET ENTRY

The requirement of mobility for C3 facilities has a corollary

need f or prompt operat ional  s tatus a f t e r  redeployment . For the com-

munication support system this implies automatic connectivity proce-

dures between a new entry and the existing network. The azimuthal

direction of neighboring nodes must be found to permit accurate aim—

ing of directional antennas and time synchronism must be established

to wi th in  the uncer t a in ty  tolerance of the net pa r t i c i pan t s .

Passive and active net entry procedures have been considered .

In the passive mode a new entrant remains in a listening status

until an established member transmits in its direction . This mode

*The choice of unary is dictated by cost considerations. If the cost
differential is sufficiently small , quaternary convolvers would be
used on all receivers .
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has the advantage of minimizing the new entrant ’s exposure to enemy

intercept before the node is involved in message traffic . A disad-

vantage is that some or all established nodes must conduc t a search

for new entrants. The active procedure places the burden of initiat-

ing transmissions on the new entrant. Details of the latter approach

are explained in the fo l l owing  paragraphs.

Under some circumstances the net entrant may have prior knowl-

edge of the relative location of neighboring nodes and can , there-

fore , immediately aim its beams in the desired direction . However ,

if the r e l a t ive  pos i t ion  da t a  is unavai lable  or i naccu ra t e , the new

ent rant  must execute  an az imuth  as well as a t ime synchron iza t ion

search . Depending on the extent of prior uncertainty the azimuth

search may cover limited sectors or a full circle.

Azimu th search can be accomp lished by sequentiall y stepping the

transmit beam and emitting interrogations at each beam position .

Network nodes within communications range will detect the interroga—

tion transmitted on the common PN code. Direction of arrival will be

determined only with the relatively broad beams of the multiple
receiver configuration . The reply will be transmitted rapidly in

succession over the several adjacent narrow beams overlapp ing the

coverage of the beam tha t  received the in t e r roga t ion . This procedure

allows the enter ing node to use i ts  lower ga in  receive beams to l i s—

ten for replies . Alternatively , the reply can be sen t on the broad
beam while the entering node’s receiver Is connected to the high

gain antenna , thereby main ta in ing  the gain produc t cons tant  in both

directions on the link. It is probably desirable for antenna sits—

p l i c i ty  to avoid transmitting and receiving on both the broad and

narrow beams . For that  reason the succession of narrow—beam t r a n s —

I 
mitted replies will be assumed for this discussion . When a r ep ly is

_ _  
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received by the interrogator the azimuth of the respondent node is

recorded for fu tu re  exchanges .

The interrogation and reply are both short sequences of symbols

that convey no data , but are used merely to determine azimuth direc—

tivity for the entering node. After the entering node has stopped

its search , the previously established node performs a small sector
search to find the azimuth of the new node.

Because of time uncertainties , it may be necessary to transmit

a series of interrogations with different time offsets of the local

clock. One of the trial time offsets would generate a PN code

sequence that falls within the delay acceptance limits of nodes in

the established network. (See section 4.4.)

It is of interest to calculate the time to complete a search

for a representative situation . Assume that the timing uncertainty

for the new entrant is a factor of 1000 larger than the net partici—

pants , e.g., 200 /Isec net uncertainty including differential propa—

gation delay among d irec tly communicating nodes and 0.2 sec clock
uncertainty for a new entrant. Hence , 1000 trials are required for

time synchronizat ion.

kn interrogation may consist of 5 symbols (25 psec) and the

succession of replies a total  of 30 symbols , assuming that transmit

beams are 1/6 the width of receive beams. The 35 symbols occupy a

total t ime of 35 x 5 — 175 4u sec. The round trip delay for a reply,

includ ing propagation and processing delay, could range from 100

isec to 300 psec . For the straightforward approach of transmitting

and waiting at each azimuth , the time per beam dwell would be a max—

imum of 1000 trials x 475 p sec/trial — .475 sec/beam.

-I
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A more e f f i c i e n t  approach takes advantage of the re la t ively

broad receive antenna beams and multiple receivers. In this case

interrogations would be emitted into several narrow beams in succes-

sion during the time interval before the earliest arrival in reply

to the first interrogation . For the above parameters four  interroga-

tions could be sent before the earliest reply. These interrogations

would all per ta in  to the same trial  time sync . The time per four

trials is now the sum of the minimum delay and the maximum delay

p lus the interrogat ion and rep ly t ime . The time per beam for  1000

trials is then 1000 x 1/4 (100 + 475) = .144 sec/beam roughly one—

third the previous result.

A search covering 3600 with 72 beams would consume 34.2 sec in

the former case and 10.4 sec for the latter , more e f f icient

approach. Neither search time poses any serious problem for opera-

tions where new net entrants arrive infrequently.
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SECT i ON 5

MESSAGE ROUTING

Every message has an origin and a destination ; the destination

can be a single address , multiple addresses, or everyone in the sys-

tem. The messages destined for single or multiple addressees are

termed directed or point—to—point messages, and those intended for

all nodes in the network fall under the heading of broadcast mes—

sages. The term “broadcast” is used even though multiple relayed

transmissions are generally required to convey a message to all pos-

sible destinations. Because the origin frequently cannot con!nunicate

directly with the destination , routing protocols are necessary to

forward messages via several intermediate nodes.

This section discusses in some detail a particular candidate

routing procedure , viz, local adaptation of routing tables based on
message traffic . Global preprogrammed algorithms based on a knowl-

edge of total network connectivity are also mentioned briefly.

5.1 DIRECTED MESSAGES

5.1.1 Routing Tables

The routing tables stored at each node define the path that a

message follows as it propagates through the network. A routing

table for directed traffic has an entry for the destinations that

are accessible from the node by some path through the network. For

every such destination there is a list of one or more nodes termed

“successors”, i.e. , those nodes that  are within radio propagation
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range and are potential next hops en route to the destinations.

Associated with each destination/successor pair are parameters

related to the goodness or quality of the route in question. Possi—

ble parameters of the route are the number of relay hops to the des—

tination and the minimum signal margin (measured with respect to

noise or ja mming) for the weakest link on the route .

In using the routing tables the node processor looks at the

destination on the header of a message to be forwarded , enters the

table, and selects a successor according to a specified criterion .

Several method s exist for creating and updating the routing

tables. The two main categories are local adaptation and global pro-

cedures as described in more detail below.

5.1.2 Local Adaptation

This category of routing table adaptation is distinguished by

the fact that the information for creating and updating routing

tables is derived from the headers of messages in transit or by

exchanging data among adjacent modes. Knowledge of the connectivity

of all network participants is not necessary. Local adaptation , or

what is sometimes called distributed routing algorithms have been

investigated by several researchers. The candidate approach

described below was evolved by Sussman ~nd Witt and is based in

part on the work of Baran (8) and Boehm (9), who introduced the

concept of “backward learning” for routing table updating , by

observing that messages passing through a node from a specific ori-

gin imply the existence of a path from that node backwards to the

origin. The prior node on the message path , denoted the “predeces-

sor ,” corresponds to the successor in the routing table, and the

message origin corresponds to the destination entry in the table.
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This concept is predicated on reciprocity, i.e., all nodes are bi—

directionally connected if at all.

If the message header carr ies a measure of route quality, such

as the number of hops traversed , and if messages are forced to take

alternate paths by some mechanism , then the routing table can be

updated to converge to the best path . Improved routes can be discov—

ered and recorded by assuring that a sufficient number of new paths

H are attempted from each origin. One simp le procedure is to send

flood—routed messages (see section 5.2) that pass over all links ,

thereby allowing comparison among all possible paths. Unless done

infrequently, flood routing increases the message traffic and leads

to inefficient operation . Another approach is to employ alternate

paths when the primary (current best route) successor is busy. Ran-

dom routing to discover new and possibly better paths is still

another method of updating the routing tables.

The converse process of either deleting paths from the routing

tables or modifying the path quality downward when changing condi-

tions indicate is an essential ingredient of adaptive operation.

Periodic f lood—routed  messages f rom every orig in to every destina-

tion permit total  purg ing and renewal of all rout ing tables . But ,

again, this straightforward approach consumes more network capacity

than may be necessary . Another procedure for identifying network

degradat ion  and modif ying rout ing  tables accordingly takes p lace as

follows: A subset of messages , e.g., priority traffic , will attempt

to follow the currentl y established best path as defined by the

routing tables . However , if the best path reveals a break because of

node or l ink d i s r u p t i o n , the bes t—path  message will  be routed onto

the highest ranking alternate path . At each node along the route ,

the path parameters in the message header are compared to the

entries in the routing table to determine the primary path
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to the message orig in. If the best—path—routed message is on a route

that is different or inferior to the current primary route , the cur-

rent routing table entry is rep laced b y the information derived from

the message header.

Note the the replacement  of best pa th  in the  rou t ing  table b y a

poorer path does not occur when a message takes an alternate route

to avoid a temporar ily busy node . In that case , the routing table is

up dated  only if the alternate path is better than the former.

5.1.3 Prior Message List

To f acil ita te the local adap tation pr ocess , a list of recen tly
handled messages is stored at each relay node. The list serves two

purposes : it detects the existence of looping messages and it pro-

vides information for retracing the same route in the forward or

reverse direction . The list contains the information in the mesaage

header , the node it came from (predecessor), and where it went (suc-

cessor).

Since a closed ioop path can arise as a result of alternate

route selec tion , each message carries a unique iden t if ica tion to

enable reappearance of the same message at a node to be detected .

When a received message identity matches one stored in the prior

message l ist , an al terna te successor is selec ted , and the new suc-
cessor is written in place of the old one. The stored predecessor

addresses are needed to reconstruct the message route In the reverse

direction for end—to—end acknowledgment.
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5.1.4 End— to—End Acknowledgment (ETE—ACK)

The ETE—ACK confirms reception of individual messages at their I;

intended destinations. In addition , the ETE—ACK provides a mechanism

for updating routing tables with entries for the destination of the

original message. The ETE—ACK follows the original message route in

the reverse direction using the predecessor information stored in

the prior message list. Loops are not retraced . The information in

the ETE—ACK header is used to update the tables with loop—free paths 
- 

-

in accordance with the rules applicable to the class of message

being acknowledged —— best—path—routed or not. This procedure causes

the successful forward route to be recorded in the routing tables as

necessary .

5.1.5 Flowchart

The key features of the local adaptation algorithm described

earlier are embodied in the flowchart of figure 5.1. The chart

defines the processing for relayed messages and the routing table

modif icat ion procedures. Other important elements~ including hop—by—

hop acknowledgment and final destination processing, are not illus-

trated .

A computer simulation of the local adaptation procedures is

being developed to test the performance of the concept for its

response to network changes as measured by message delay.

5.2 FLOOD ROUTING

The term flood routing or saturation routing is applied when

messages are transmitted on every available link regardless of des—

tinatton . For point—to—point messages , flood routing is generally
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avoided except as a search method to find subscribers whose location

is not known (9). For broadcast messages, flood routing has the

advantage of plac ing a small processing burden on each node only to

prevent message looping (see section 5.1.3). Broadcasts can proceed

without knowledge of global connectivity and without consulting

routing tables. Such simplicity is purchased at the price of redun-

dant transmissions reflected in greater traffic capacity require-

ments.

5.3 GLOBAL PROGRAMMED ALGORITHMS

A n umbe r of algorithms exist for de riving the network rout in g

tables, given the knowledge of network connectivity and a criterion
of path quality based on number of hops or other measure associated

with each link on a route. The algorithms can be executed by a central

facility and the routing tables distributed to each node , or the con-
nectivity information can be disseminated for each node to compute its

own routing tables. Well—established responses to network disruption

and adaptive procedures for the global algorithms are lacking, however,
making this approach appear less attractive for a survivable network.

However, ongoing research in this active field may produce adaptive

routing strategies to meet the desired objective .
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SECTION 6

FUTURE WORK

As ind icated throughout , a f i r s t — c u t  possible design concept

for a future survivable communications network has been presented

here. The report is intended to stimulate further activity on this

subject. All the issues need to be explored in greater detail ,

t r a d e o f f s  evaluated and a lte rnat ives  considered . Spec i f ic  topics

that  need a t t en t i on  are :

1. A reexamination of the RF design (antennas , modulation , and
so on) to support net entry, link establishment , and ines—
sage transfer.

2. The design impact of incorporating airborne nodes.

3. Evaluation of data capacity and message delay performance.

j
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APPENDIX A

NULLIN G

Because of the potential impo rtance of adaptive antennas in future
anti—jam communications systems such as ground relay networks, this

appendix reviews fundamental adapt ive nullin g procedures and current

performance capabilities.

A.l NULL STEERING APPROACH

To understand the null steering problem In a very general way, cons ider
an array in an environment of spatially distributed sources both desired and
undesired. Simply stated , the problem is one of adjusting (or processing)

the antenna system receive patte rn to receive desired signals by placing

high gain in their direction and at the same time reject ing unwanted signals

by effecting nulls in their direction. Since the ambient environment of a

communications receiver is a complex and dynamic one In terms of emitter

configuration , adaptive methods for the process controller are essential.

k Early studies into interference nulling led to a scheme for an auxiliary

antenna to sample an interferer and subtract Its received signal from the
main channel by proper adjustment of amplitude and phase. This so-called

sidelobe canceller Is shown in figure A. 1, where only one channe l of processing
is Included. The total signal X1 in the ~th channel is made up of a desired

signal , an Interferer , and the various environmental and circuit component

generated noise elements. These signals are complex weighted and summed

to form the system output . It is assumed that one channel is a highly
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directive antenna pointed at the desired signal and that the level of this signal
Is considerably lower than the Interferer. The output signal or some erri r

signal is correlated with the signal X
1 

in each channel and after suitable
filtering provides the control voltage for the channe l weighter. The corre —
lator output voltage drives the channe l we ight until minimum correlation
exists corresponding to minimum jamming power In the output.

In the more general adaptive array configuration no high gain antenna
is utilized and all ele ments of the array are the same. If an error signal
is formed by removing the desired signal from the total output , the error is
minimized by minimizing jamming and noise only. Since the desired signal
components in each channel will not correlate with the error , they will not
be reduced. If on the other hand , the signal cannot be recognized and re-
moved it will be suppressed along with the interference and thermal noise .
When substantial correlation exists between X . and the error signal , the
correlation will modify the weight. This procedure will continue until
minimum correlation exists and the error signal is minimized.

The dif fe rence between the various adaptive techniques is in the a
priori information used , the measure of performance , and the manner In
which the complex weight settings are evaluate d and Incremented.

A .2 PERF OR MANC E M EASUR ES AND OPTIMIZATION TECHNIQUES

A number of solutions have been suggested for deriving the optimal
we ight vector. However , before we can define an optimal solution , a per—
formance criterion for the array output must be established. Several such
crite r ia have been suggested , the most Impo rtant among the m being mean
square error , signal—to-noise ratio , and total power. These criteria form
the basis for two of the most commonly used algorithms: Least Mean Square
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(LMS), afte r Widrow (10), and Maximum Signal—to—Noise (MSN), after

Applebaum (11).

Given these measures, various techniques are available for their

optimization. In general , these approaches can be placed into two

categories: search and gradient , or first-order , methods.

The search methods are essentially sophisticated trial—and-error

schemes. They proceed by evaluating the performance measure for several

values of the weight and from these calculations make an improved weight

estimate . By way of illustration , consider the two situations shown in

figure A. 2 for the initial weight approximation W1. U the optimum weight

(W i) can be bounded by [a , fi ] ,  a smaller boundary region can be estab-

lished as follows. Let a < W1 <- W 2 < f l  and the performance measure be

represented by P(W ). Then for:

case (1) P(W1) >  P(W2 ) w~~ is bounded by [W 1,fl I

case (2) P(W1) >  P(W2 ) W~~ is bounded by [a, W
2 J

The next trial is compared to P(W
2

) for case (1) and to P(W 1) for case (2);

the process continues until the corrections are small. Various methods

are available for choosing the next trial and it is this method that defines

the specific algorithm.

Gradient or first-order techniques use knowledge of the gradient of

the performance measure for a candidate weight setting to generate an

improved weight estimate .
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A.3 ADAPTIVE A LGORITHMS

A.3.1 Scope

The algorithm for deriving the array antenna element weights is doubt-

less the most important issue In determining the performance of any adaptive

antenna system. To achieve the proper antenna characteristics an algorithm

for choosing the element weights must be formulated. These algorithms can

be separated into two major categories: those using feedback techniques and

those using batch processing. The latter , also referred to as feed forward

systems, determine the weights from a given set of sample data and install

them with some finite error. Although the weighters are periodically updated ,

corrections are not made by examining the output signals as is the case in

feedback systems. The most widely accepted and effective feedback algorithms
are the Least Mean Square (LMS), attributed to Widrow (10), and the Maximum
Signal—to—Noise (MSN), developed by Applebaum (11) as an extention of his

sidelobe canceller work. Perhaps the most wide ly accepted feed forward

technique is the so-called Sample Matrix Inversion (SMI) algorithm , afte r

Reed et al. (12).

It Is beyond our intent to present a complete accounting of the numerous

modifications to the basic algorithms or the many heuristic formulations

that have been reported. We proceed in the following paragraphs to present

a brief description of the algorithms Introduced here. The purpose of the

discussion Is not to set forth a complete and rigorous analysis but instead

to transfer an understanding of the concepts and techniques involved.

A.3 .2 Maximum Signal-to-Noise Algorithm

The technique Is basically one to maximize the signal—to —no ise In any

noise environment by considerin g minimum output noise as the measure of
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performance. The algorithm has been described in mathematical terms by

Applebaum (11). An expression is derived for the optimum weights through
the utilization of an optimum coherent combiner. This combiner includes a
transformation matrix which diagonalizes the output noise covariance matrix,
thereby decorrelating the noise power out of the antenna system. It is shown

that when the noise elements are of equal powers and uncorrelated , the
optimum weight vector

w ~r~ j5*,opt

where

caret (~~ - )  denotes posttransformation quantities ,

S is a column matrix of the signals in K channels ,

* ind icates complex conjugate,

~ is a constant.

Section A. 5.1 contains a brief mathematical description of this algorithm.

For a complete discussion the reader is referred to Applebaum ’s paper.

A schematic representation of the circuit to implement the algorithm is
shown in figure A.3. The weighted signals from the K elements are summed
to give an output eN. The element weighters are proportional to the complex
control voltage Vk and it is the voltage that forms the basis of this algorithm.

The signal °k is mixed with eN and the mixer output is filtered and amplified
yielding a complex voltage proportional to the correlation of ek and eN .
U no beam steering voltage (B) is applied and e

N is correlated with ek the
low pass filte r Integrates the output of the correlato r to produce Vk 4 changing
the weight Wk to reduce the correlation between ek and eN , which further

reduces the correlation output . A similar performance by the K loops re—

duces eN to a minimum. In the absence of a beam steering voltage , any

signal detected by the loop will be reduced to the noise level. If a desired
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Figure A. 3 MSN Algorithm Representation
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radiation direction is known, beam steering or constrain ing voltages (B*)

can be applied to the weighters to effect a directional collecting aperture.

Consider that beam steering voltages (represented by matrix B*) are used

to steer the beam in the direction P .  in the quiescent case (no interfe rers)

the element weights necessary to generate a pattern in the direction 4 can
be denoted by a vector W . When noise interfe rence exists in the loop,qt thhowever , the weight W

k 
of the k element is equal to the beam steering

voltage B* minus the output V
k of the assoc iated correlator such that

W
k 

= B*
k 

- V
k
.

A.3.3 Least—Mean—Square Algorithm

Widrow (10) has described an adapt ive nulling technique that minimizes

the interfering source while maximizing the antenna directivity in the direc—
t ion of the wanted signal. No a priori knowledge of either the user or inter-
ferer location is required. It is necessary, however , to have a reasonable
replica of the wanted signal to inject as a reference. The circuit (figure A.4)
is sim ilar to the Applebaum circuit described previously except for the in-

jection of the reference at the output and the elimination of the steering beam
constraint voltage. With reference to the figure note that a replica of the

desired signal R(t) is subtracted from the total output signal S(t~ in order
t. to generate an error signal e with which the K input signals e

k 
are

correlated. The output voltage of the correlator drives the weights W
k
.

A mathematical description of the algorithm is contained In section A .5 .2 .

A .3 .4  Sample Matrix Inversion (SMI)

One practical optimum value of the element weighters is the weight ,

W , which maximizes the signal/noise ratio as discussed in section A.3 .2 .

93

-

-

~~~~~~~~

-

-
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — - — - -



_ _  
— - -

K A R R A Y  EL EMENTS

OTHER INPUTS

ARRAY OUTPUT
S (U

— R ( t )

REFERENCE SIGNAL

I e~~~(t )
_________________________________ eo(t -

Ii’I~I— I I I

L~~J

FIgure A.4 LMS Algorithm Representation

94

I
—



NTR 36flLASSIFIED

2o’ 2
4064 40 Ejn

~ENDfl iI,
~Dc

I

H



• 

8 ;‘ 5

________________ 

2 2

• ~ 
OhtI~

_
~IIIP~tHU ‘ IIIII~ ii~ii~

~~~~~~~ ~~~~‘ I t I l I t ~N i i i



~T1~ TT~ ~~~~~~~~ T:~~ TJ~~~~~~~~: ~~~~~~~~~~~~~ _ _ _ _

This value was given by W = 1.LM and the optimal value of S/N is given
0

by (S/N) S M 5, where S is the complex signal component and M is

the noise covariance matrix with its inverse. For instance , S could
be DOA information used to steer the beam in some desired direction.

The W equation above cannot be implemented if neither S nor M are
known a priori. The SMI algorithm reported by Reed (12) is basically a

method for establishing M in the absence of desired signals* through an
output signal sampling technique.

Reed obtains an estimate of M which he calls M by applying the
maximum likeithood principle of statistical estimation. It turns out that

( j )  (j)*M is the arithmetic average of the sample noise matrixes X X for
/-‘j 1, 2 , ... K samples. M is the sample covariance matrix.

M is then inverted and the optimum weight becomes
,

~‘ “-1W ~~L M S.
0

In practice , inversion of M is lengthy and unwieldy, hence steps have been
taken to shorten the process by selectively operating on I~I (13).

A.4 FACTORS AFFECTING NULLING PERFORMANCE

A number of critical parameters affect the capability of an adaptive

antenna to produce discriminating nulls in the radiation pattern. Most
important among these are bandwidth , adaptation time , and number of
j ammers. A brie f discussion of each of these parameters and some results
reported by others are Included. The results are not meant to indicate

*OIle scenario that might be envisioned is to steer the antenna to an omn i—
direction pattern [S (1, 0,0 ... 0)] and sample M when no friendlies
are radiating.
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expected or typical behavior patterns since this obviously requires more

in-depth analysis. Rather they are meant to put into perspective some of

the more critical issues governing the nulling capability of an adaptive

system.

A.4.1 Bandwidth

One of the major factors limiting jamme r null depth is the bandwidth

over which the array must operate . A typical array utilizing phase and

amplitude control ove r the radiating elements is Inherently a narrow —band

device. A bandwidth Increase results in Increased array dispersion as well

as dispersion In the circuit components. Dispersion causes the phase in

adjacent channels to be a different function of frequency, effecting a non-

linear phase/frequency curve in the sum channel. The main beam effect

of Increased bandw idth is well-known and certainly an Important considera-

tion In array antenna design . A null , however , is much more sensitive to

frequency, and control of its depth and position puts great demands on the

wideband performance of system components such as phase shifters , radia-

tors, and so on.

Array Dispersion. The null degradation attributed to the geometry

of the array and the distance between elements Is caused by the requirement

for a signal to traverse the elements that comprise the antenna aperture. *

The phase weighting is correct only for signals arriving broadside to the

aperture or at center frequency, and phase errors Increase with frequency ,

bandwidth , and scan angle off boresight . The degradation can be analyzed

from two viewpoints : null depth and null direction . The null depth Is

In versely related to the bandwidth and scan angle off boresight.

*Assumlng fixed phase weighting.
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Abrams (14) has derived an expression for the null depth for the two—

element array case , which Is given as

C — 10 1 2 2 sin I n / l00 (B) (d/X ) sin ~J
- og — 

~/i0o (B) (d/)~) si n ~
whe re

B percentage HF’ bandwidth ,

(1 wavelengt h spacing between ele ments ,

= scan angle off boresight.

Figure A. 5 is a plot of the above expression for the half wavelength element

spacing case . Note that the null  depth varies inversel y as the square of the

bandwidth .

Numerical data re ported by Baird (~ 5) for the multielement case shows

good agreement wIth this equation and is superimpo sed onto figu re A.5 for

the three-element case and O~ 15°.

The Baird da ta Indicates that null depth is not heavily dependent upon

• the numbe r of array elements. Since only the single ja mmer case was dealt

with , this conclusion Is not too surprising If we remember that multiple

elements have potential to apply multiple nulls to suppress an interferer.

Ci rcuit Dispersion. This form of phase dispersion results from the

frequency dependence of the array components Including radiating elements ,

weights , hybrids , fil ters , etc. The dispersions are algebraically additive

and create an overall dispersive phase error at the array summing junction.

A.4 .2  Adaptation Time

It can be shown ( 15) that for a single Inter fering source the loop time

constant can be expressed as:
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where

T = loop time constant ,

G loop gaIn ,

K correlator conversion constant,

P 1 = loop input power,

to = integrator (filter) time constant.

The loop gain should be set sufficiently high to minimize the adaptation

time but not high enough to cause instability. To prevent Instability the

loop gain should be set in accordance with the strongest jamming signal

expected. This will determine the weakest signal that can be handled in a

given time . Hence the strongest Jammer Is initially reduced very rapidly

to a level somewhat above steady state . It is then reduced at a slower rate

until all interfe rers are reduced to a steady—state level. It is extremely

Important to adjust the loop gaIn so the weakest expected interfering signal

will render a tolerable loop time constant . If there is an excessive spread

in the signal strength of the jamming signals , it may be rather difficult if

not impossible to choose a suitable gain value . It has been shown (16) that

the convergence rate Is also dependent upon the number and angular position

of the interferers .

Present Indications are that for analog implementations of the feedback

approach , convergence times on the orde r of 20 ~zsec are be ing measured for

the single jammer case.
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For digital control circuit implementation , the array convergence
response is limited by the repetition rate of the computer or microprocessor
used to perform the algor ithm computation and element control functions .

Figure A. 6 is an example of the computed convergence response function

obtained by performing a search algorithm to adapt a 21-element array (17) .

The null depth average over a 5% bandwidth on each of 3 jammers versus

time (measured in compute r iterations) is shown. Note that a null depth

of more than 38 dB below peak is reported for each j ammer afte r 70 itera-

tions. The availability of initial beam weight knowledge is crucial to the

null depth resulting from a few iterations and indeed to the total number

required for convergence . According to the report none was utilized.

More current measured data being reported by Harris (18) indicates

that maximum null depth is attained afte r approxImately 100 iteratIons for

the single jammer case. Although a quick comparIson with the earlier

report raises a few questions, more details of each experiment would be

necessary to make a valid comparison. The important point here, however

is that 100 Iterations seems a reasonable order -of—magnitude computing

figu re for the present. The absolute time for convergence (T) would of

course be:

No. computer IterationsT(sec) = Computer repetition rate

with repetition rate In iterations/sec.

The tradeoffs involved in choosing the most effective computing device

for any adaptive system are obviously many and complex and well beyond

the scope of this report. As an illustration of some of the current technology ,

Harris Corporation is presently using a computer with a repetition rate of

3500 iterations/sec. This will be replaced shortly by a new microprocessor

with a 15,000 iterations/sec capability .
100
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A .4 .3  Number of Nulls

In general an adaptive array antenna containing N elements has no

more than N — I  degrees of freedom for nulling unwanted signals. That Is ,

as a minimum , the numbe r of array elements must be one more than the

number of nulls to be placed in the antenna radiation patte rn . Wide—angle

Inter ference can consume addit ional nulling capabili ty to the extent that null

depths will deteriorate as the interference ang le widen s. Since null depths

vary with angular width , wide—angle interferers may not be nulled as

effectively as othe rs . Conversely , whe n there are more jammers than array

elements, sources with close angular spacing tend to be treated as distributed

wide—ang Ie interference rather than discrete sources. Multipath effects

can reduce the degrees of freedom available since an apparent Increase

in the number of Interferers can result.

Experimental evaluation of multiple jammers has been rather limited ,

presumably due to the expense of conducting tests and the availability of

jamming sources. Some activity has been reported , however , and at best

the results are inconclusive and underscore the fact that for each configura-

tion the multiple j ammer performance should be investigated.

To this writer ’s knowledge very little work of a theoretical nature

has been reported regarding the practical limitations of handling multiple

interfe rers.

Baird et al. , (15) have reported several simulation results (figures

A .7 , A.8 , and A. 9) that seem to underline the unknown nature of the

• multiple jammer situation. In the curves M Is the number of array elements ,

13W is fractional bandwidth, and j ammer/ sIgna i = 30 dB. Jamming signals

are added sequentially starting with a single jammer and Increasing in some

cases beyond N - I. In one interfere r location configuration (figure A. 7),
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null depth deterlorations on the order of 20 dB are observed beyond N -4

ja mmers. In other configurations , (figures A. 8 and A. 9) however , less

dram atic null deterioration (— 10  dB) is observed with up to N+ 1 jammers .

The authors cited above have litt le explanation for this phenomenon save to

state that “special (interferer) angles are involved. ” Hence , the results

are furthe r proof that much additional effort is needed to understand the

effect of multiple jammer situations on nulling ability .

A.5 MATHEMATICAL ANA LYSIS

A. 5. 1 Maximum Signal-to-Noise Algorithm Description

Conside r the K element antenna in figure A. 3 with each of the K

channels containing a noise component 
~~ 

Further , denote the covariance *

matrIx of the noise outputs as M L~
zkl J and consider the measure of

performance to be minimum output noise.

To determine the optimum weight matrix 
~“opt~ ’ write expressions

for the summed signal-and -noise outputs in matrix notation :

Signal

v5 = a wTs = cx sTw (T denotes transpose),

*The covariance of two random variab les x and y is equal to E (x -
(y — it ) where ~i denotes the expected value or mean of x and it isy x y
the expected value of y .
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where
Si

Sz
~x S = a  j

Sk

and represents the signal in the K channels, and noise v = WTN , where

N =  n2

I
n
k

The mean square or expected value (E) of the output noise power is:

P E I I V I 2 I =  E I I W TN I 2 I
T * T

= Ef (W N) (N W)
T4 * T

= E W  N N W

Since only the noise terms are beIng averaged

T* * TP = W  E N N  W,

where E f N *NT I = 

~~~~~

- 

~ ~k1~ 
is the covariance matrix of the input noise

terms , and P = W NW.n
For the noise components to be uncorrelated, M must be diagonalized.

if the noise element In each channel Is denoted by n~, the covarlance of

and the noise in another channel n1 is iLkl 
E(nk n1). Since TM lk 

E(n 1 nk)

= 
~ki 

the matrix is Hermitian positive definite . For a positive definite

Hermitlan matrix there exists a transformation matrix that dIagonalized the

5 
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matrix M thereby delivering the proble m as one in which all channels

have equal uneorrelated noise power components.

It can be shown (1 6) that whe n the noise elements are of equal powers

and uncorrelated , the optimum weight vector 
~~opt~ 

~~~ ~where the

caret (
~
-
~
) denote s posttransformat lon quantities) and i is a constant.

App lebaum goes on to show that the optimum weight vector for the

combi ner is
—I *W ~~iM Sopt

and that this optimum weight yields the optimum signal—to —noise ratio.

2 — 1 *is/N) x~ S M  S .opt t

We note that mathematically the optimum weight vector is proportional to

the inverse of the covarlance matrix (M) of the noise outputs .

A.5 .2 Least Mean Square (LMS) Erro r Algorithm

• Conside r the receive antenna system shown in figure A. 4, whe re the

• output of each element is denoted by e(t) . The element signals are summed

• to produce an array output S(t) . Classically , the array is made adaptive

by comparing the output S(t ) to some reference signal 11(t). The diffe rence

or error signal e (t) provides the Input to a feedback system , which in turn

controls the complex element weights Wk . In the system under discussion

the feedback is designed to adjust the weights to minimize the mean square

value of e (t). Hence the output signal S(t ) Is forced to approximate the

reference signal on a mean square basis. Any received signal not represented

in 11(t ) contributes to the error signal. The weights are appropriately

adjusted by the feedback and the signal is removed from the output . Thus

the antenna collecting aperture effectively contains a null in the direction

of this undesired signal.
108
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The complex element weights can be implemented through utilization

of quadrature hybrids and variable attenuators. Each element signal is

divided into in-phase and quadrature components and multiplied by a

weight Wk.

S(t ) W TX( t ) ,  (1)

where wT is the transpose of the weight vector

W
i

W
2

W (2)

and

x1(t)
x2 (t)

x(t) = (3)

x
k(t)

is the signal input vector.

The error signal is the diffe rence between the wanted response R(t) and

the output response WTx(t) :

e (t) = R(t) - w
Tx(t). (4)

Squaring:

e 2 (t) = R2 (t) + WTx(t)x(t) TW — 2R(t)W Tx(t). (5)
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Then the expected value of the square error or the mean square error is

E[e 2 (t) J = El 11(t)
2 

+ W Tx(t)x(t) TW - 2R(t)W TX (t )j

E[R
2
] + wT 

~ (x , x) w - 2w T q (x,R). (6)

In more convenient form

Efe ~t ) J =  E[R j— 2W S+W 4W. (7)
0

In equatio n (7), S is a column matrix representing a set of cross—correlations

between the k input signals and the desired output response signal as follows :

S = ~ (x , H ) E(x , R) E , (8)
Xk R

where 0 Is a matrix of cross—correlations and auto—correlations of input

signals to the adapt ive element

x 1
x

1 xj x 2 
X

I
X

n

= E(x , xT) = E x2x2 
. (9)

x x x xn i n n
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The mean square error defined In equation (6) Is a quadratic function of the

weights and hence has a well—defined minimum. This function can be thought

of as an inverted three-dimensional bell—shaped curve. To yield the gradient*,

V E[ e 2 J of the function , equation (6) is differentiated with respect to W and

V EIe 2
J =20 (x,x)W —2Ø(x ,H). (10)

To optimize the weights , the gradient of the surface must be zero and It can

be shown that :

2 0( x ,x)W t 
— 2 0 (x ,B) =- 0,

• 0 (X s X ) W
0~~t ~ (x , R) ,

W0~~ = 0
1(x ,x)0~x , R) . (11)

Note that the optimum solution calls for Inversion of the matrix of the corre-

lations of input signals to adapt ive element. It turns out that for large arrays ,

the solutIon to equation (11) presents form idable computational problems

since It calls for the inversIon of an n x n  matrix and repeated updates of

estimates of the elements of the correlation matrices. Therefore , approxI-

mate methods are used to find solutions to the optimum weight equation.

One such method is based on the method of steepest descent and is called the

LMS algorithm.

I

0
*The gradient of a surface (In this case that formed by e 

2~~) versus the

element weights) Is a vector in the direction of maximum space rate of

change.
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Changes to the weight ‘vector are made along the gradient vector and ,

accordingly , the weight afte r adaptation or weight iteration is:

W(t+ 1) W(t) + k V(t) ,

where

W(t) is the weight vector at the sampling Instant t prior to

adaptation ,

k is a scalar constant related to the convergence and stability
of the algorithm ,

V (t) is estimated gracilent vector of the mean square error

function E[e 2 
J with respect to W.

To obtain the estimated gradient of the mean square error , we take the
gradient of a single time sample of the square error

V1e 2 (t) ] 2e (t)V[e (t)].

From previous discussion , the error signal ~~~~ R(t) — wTx(t) .

• Therefore , the gradient of e (t ) with respect to W is

V[e (t ) ]  V[R (t) _ w T(t)x(t) }

- x(t)
and

V(t) = — 2e (t)x(t).

The weight iteration formula becomes

W(t + 1) = W (t) - 2 k e ( t ) x ~t).
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This indicates that successive weight vectors are derived by adding the
input vector scaled by the error value to the present weight. Since the
gradient measures the slope of e 2 (t) with respect to each of the weights,
the weight iteration formula states that a given weight will be changed at a
rate proportional to the sensitivity of the e 2 (t) surface to that weight , i.e.,
the absolute slope of the surface curve decreases as the surface minimum
is approached.

It is clear that the choice of k is critical to the performance of this
algorithm. If k is too large , the corrections k V (t) will be so large
that the updated values will oscillate on each side of the minimum. If , on
the other hand , k is too small , the approximation will converge too slowly.
It is also apparent that the gradient becomes small and approaches zero as
the minimum is reached; hence the convergence rate slows or optimization

S

is near.
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