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P REFACE

A major portion of the Naval Training Equipment Center ’s
Aviation Wide Angle Visual System (AWAVS) program involves
behavioral research to provide a basis for establishing design
criteria for flight trainers. Because a large number of vari-
ables will be investigated , considerable attention has been
given to the methodologies appropriate for handling a problem
of this complexity. Dr. Charles W. Simon has,, since 1970, been
studying ways in which the quality and usefulness of behavioral
research can be improved through techniques that greatly increase
the amount of information obtainable from a given amount of data .
This contractor report summarizes his views to date concerning
the application of these “advanced experimental methodologies”
to the AWAVS program.

Many of Dr. Simon ’s technical reports, listed in the Ref-
erences, have not been widely distributed (although most may be
obtained thL ough the Defense Documentation Center or National
Technical Information Service). Therefore, it is hoped that
this report will be of benefit not only to those interested in
the AWAVS program but also to those who have not yet been exposed
to his work. Although not expressly intended as a primer for
those unfamiliar with the research paradigm Dr. Simon advocates,
portions of this report should be helpful to the new reader. In
partb.ular, Section II discusses the advantages of the multifactor

• approach to research, and Section V provides an illus trative ex-
ample. A Glossary has also been provided.

The assistance of Dr. Daniel P. Westra is gratefully acknow-
ledged for his critical review of this report and for his helpful
suggestions. .•• -2• cE .  ~

Stanley C. Collyer
Scientific Officer
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SECT~ ON

INTRODUCTION

The Naval Traininq Equipment Center is building a sophistica-
ted pilot training simulator which focuses on advancing the state-
of-the-art of the visua l Syr?tern. The aviation wide angle visual
system (A~AVS) along with a ~i ix—dejrees-of-freedom motion system
combine to provide  a h i g h l y  versatile simulator on which complex
behavioral research can be performed . I n i t i a l l y ,  the primary
puroose of such research will , be to examine and optimize the sim-

• u la tor  parameters  for  p i lo t  t r a i n i n g  in specific ca r r i e r - l and ing
tasks. The larg’~ number of parameters that must be investigated
requires the use o~ advanced experimental  methodologies for

• studying many factors economically . A discussion of philosophy ,
strategy , and techniques tha L might be employed on this program
represents the basis for this report.

Two types of investigations have been proposed for research
on the AWAVS simulator. These will be referred to as
“performance ” experiments and ‘ transfer ” experiments. A “per-
formance” experiment- is one that measures operator/system
performance under one set 01 conditions , presumably uninfluenced
by any other conditions. Measuring pilot performance in an
aircraft under different instrument, conditions or in a simulator
with different confi gurations could be an example of this type
of experiment. A “t rans fe r ” study is one in which the interest
is in the residual effect that practice on one set of conditions
has on the performance of a second set of cond itions which
fol lows it in time . In this report , two classes of “ transfer ”
experiments are defined . A “real transfer ” (referred to as
“transfer ”) experiment for the AWAVS task is one in which the
training occurs in the simulator while the test of residual
transfer occurs in flight in an aircraft. A “quasi—transfer ”
experiment for the AWAVS task is one in which both pilot training
and transfer testing (representing flight) occurs in the
simu l a t o r .

Previous work on thi.s proqcam had emphasized the planning
of the oer formance exper i ments , the type to be performed first
when the AWA~TS s i .nu la tor  is opera t iona l .  In th is  report , more
empnasis is plaer~r1 on developing new and economical ways in
whi ’~h t r a n s f e r  e x p e r i m e n t s  might  be performed , to enhance the
praqmatic value of results from such experiments.

This report is not a review of the literature . Its purpose
is to increase the u n d e r s t an d i n g  of those less f a m il i a r  with
“advanced experimental methodologies” as they might be applied
to the AWAVS program . It will also briefly summarize the con-
ceptualization of new , economical approaches that might be
employed to aid in the understanding and measure of transfer
of training for the carrier-landing task. Detailed explana-
tions will be avoided here. For a background in “advanced
experimental methodologies ,” the reader may wish to refer to
reports prepared by Simon (1970 through 1977)

7
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The [ollowing topics will be treated in this report:

a. A multifactor philosophy for AWAVS experiments

b. AWAVS performance simulator experiments

c. Refining economical multifactor designs

d. Applying economical multifactor designs to
AWAVS performance experiments -- an example

e. Quasi—transfer experiments

f. Economical data collection plans for transfer
of training in the AWAVS simulator

g. Some unfinished business — measurement and
criteria.

8
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SECTION II

A MULTIFACTOR PHILOSOPHY FOR AWAVS EXPERIMENTS

The philosophy of AWAVS experimentr differs from that
employed in other training simulation design and transfer of
training experimen ts. For the AWAVS studies , a “holistic ”
philosophy has been accepted as categorically imperative .
This philosophy espouses the need to include in experiments ,
during the factor identificat ion and func t ion  development
phases of a research program , as many factors as possible that
are believed critical to the particular operational task under
investigation . The more one is able to achieve this goal,
the less likely the data will he biased , the more accurately
laboratory data ,will predict the operational situation , and
the more readily a quantitative , modular data base for
application to future problems can be built (Simon , 1977b)
until attention was focused on the various techniques and
paradigms for conducting systematically controlled large scale
multifactor experiments economically, the size of the effort
was a limiting feature to this holistic philosophy . The
general approach that is proposed for the AWAVS experiments
makes this no longer a critical consideration .

The nove lty of the proposed approach lies primari ly  in
the economical patterns - -  both spatial and temporal -- employed
in selecting the points forming the simulation space that
corresponds to those in an operational situation . Advanced
techniques are also used to keep the information of primary
interest unconfounded with effects from irrelevant sources and
to do so without disrupting the economy of the effort . The
quantity and quality of information from this multifactor
approach in almost every respect exceeds that obtained by
other techniques used by psychologists employing the same
amount of resources.

THE REDUCTIONISTS

That some do not f u l l y  adhere to this  philosophy in the
conduct of behavioral  research is evidenced by a report recently
prepared by a work ing  group of the Vision Committee of the
NA S—NRC . For p ilot t r a in ing  research at Wil l iams  i~ir Force
Base, this group recommended ways “to increase the effective-
ness of experiments ” on visual cues in flight simulators. Their
number one recommendation was-

Simplify the experimental design whenever
possible. Attempt to identify the major
parameters with exploratory studies and
then examine these parameters one at a
time rather than using a multifactor design.
(NA S—NRC , 197 6, p.9)

9
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Earlier in that report they had. listed a number of parameters
that should be investigated in an iniLial evaluation of the
realism issue , and concluded that “ the interactions between
major parameters should also ‘

~ s tudied , but only at a later
date after the effects upon task-specific training have been
determined by varying one parameter at a time.”

The report was in draft form when it was seen and efforts
to find a final copy have been unsuccessful. However , the
issue here is not with the report per se; it is mentioned
only to illustrate the fact that the one-factor-at-a--time
approach to behavioral research still has its adherents , even
among prestigious groups wi th  considerable in f luence  on the
nature of major research programs . Consequently, the relative
merits of sing le and multifactor approaches must be examined .

SINGLE VERSUS MULTI FACTOR APPR OACH

In the remainder  of this  section , a comparison of two
approaches w i l l  be made as they are applied to the task of
identify ing critical factors and measuring their effects , and
deriving an equation to predict performance under operational
condit ions.  A candidate list of twelve factors will be used
to illustrate how the information/cost ratio is affected by
experiments  employ ing each approach.  “Cos t”  here re fers  to
data collection cost.

In this discussion, the following claims will be supported :

a. Given the same time and resources , the multi—
• factor approach will always provide

q u a n t i t a t i v e l y  and qual i ta t ive ly  better *
i n f o r m a t i o n  than a single (or few) factor
approach will.

b. There is certain information that a single
factor approach can never provide , but which
is available when a multifactor ’ approach is used.

*
Information is judoed “better ” when it has more of the

f o l l o w i n g  q u a l i t i e s :
• - economy in data collection

- precise estimates within experiment
- accuracy when predicting from laboratory data to

operational situation
- a b i l i t y  to genera l ize  to numerous s i tuat ions
- a b i l i t y  to use the data to construct  a modular

data base for future reference
— ease of spotting faulty data
- reduced ambi g u i t y  in interpretation

10
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Definitions

• The number of f ac to r s  in tn ‘ xpt~rime rit can range from
1 to N .  References  iii t h i s  ~~~~~~~ Lu s i n g l e  or mu l t i f ac to r
experiments the re fo re  are a~i s oc i , i t e d  w i t h  opposite ends of
that  c o n t i n u u m . T r a d i t i o n a l l y ,  mu s t  behavioral  research in
equipment desi gn has i nci uu e i on ly  two or three fac tors  in
a sing le e x p e r i m e n t , and ~:r i o r  to the use of “economical multi—
factor  desi gns , ” an experimen t witl more than five factors was
a r a r i t y  (Simon , 1976b)  . [n L- ~~~ s e c t i o n  r e f e rence  to a

• s ingle fac tor  or one f ac to r  e ;- :p er i r i en t  implies a class of
exper iments  recomme nded by reduc~ i o ni s L s  who believe that good
behavioral information can be obtained by studying one factor
at a time . However , most comm en.~~ made here regarding this
class of experiments  w i l l  somet imes apply , to a lesser degree ,
to experiments involving ~wo , t hr e e , four , and even five
fac tors , when a great  many uic r faet,ors are in fact critical
for the particular task under ope;:at-to~tal conditions .
Reference  to a “ m u l t if a ct o r ” ex p c r i ~ ient  implies that it

• entails an effort to include mo:;t of the candidate factors
believed to influence the behavior found in the particular
investigat ion . Merely in c lu d ng more Lhan one fac tor  in an
experiment would not meet tflc r equ i rement  of a multifactor
experiment as the term is used he re .

In prac t ice, there  are u s u a l l y  only a re la t ively few
highl y critical factors affecting performance on a particular
task . However , to include most of the critical factors in an
experiment , it is usually necessary to start with a much larger
number of candidate factors. it is assumed that for most
behaviora l  problems , persons work ing  In the f i e l d  can i d e n t i f y
candidate factors that have t~ e po ten t ia l  for influencing the
class of behavior under investiciaLion , but that for any
particular task , only  an empil:iLai. effort can determine how
much effect each factor has , and therefore which ones are
critical. While we may never achieve a one-hundred percent
inclusion of critic al variahlc:~ iii a controlled experiment , we
can at l e ast  1ncr ( c1 F~e con s i d e rab l y  the number over that which
tends to be typ ical in experinrents today .

• An I l l u s t r a t i v e  Problem

Let us look at one of the experiments that  might  be done
on the AWAVS p rogram and compare what would happen if a single
factor or a multifactor approach were used . Let us assume

• there are twelve simulator  fac to rs  plus one pilot and one task
difficulty (environment) factor , all at: two levels each . For
the time be ing , we shall not include the last two , since that
would only compl icate the discussion without altering the
conclusions. The purpose of the experiment is to find out which
of the twelve factors will b~’ critical in the design of a pilot
training simulator (using simulator performance as the criterion)
and what performance lr’vr”]r erich of the two conditions (levels)
of each factor yields.



•- -~~- • ~~~~~~~~~~~~~~~~~~~~~~~~~

NAVTRAEQU IPC F~N 77— C—0065— l

SINGLE FACTOR DESIGN

The typical single factor approach might follow this
design . Select one factor -- Factor A -- and test eight
pilots  on the one condit ion of Factor A and eight other pilots
on the other condition of Factor A. Pilots would be assigned
to each group at random . The r ema in ing  eleven simulator factors
would be held constant as, presumably, would all irrelevant
sources of variance. This design is illustrated in Table 1*.

When the data has been collected the mean performance for
each of the two conditions (levels) of Factor A can be calcu-
lated and the effect of Factor A , i.e., the difference between
these two means , can be estimated . The precision with which
each effect is estimated , i.e., the standard error of the mean
difference (omd), can also be calculated . The equation for this
i]lustrative problem is:

°md = = . 50

where u
2 is the estimated error variance of the experimental

unit (independent of factors) , and N is the total number of
observat ions made per experimental condition . Once the appro-
pr i a t e  a is es tabl ished, this standard error of the mean
difference can be used to set confidence limits about the
empirically deter•ftined means.

MULTIFACTOR DESIGN

Using the multifactor approach , the effects of all twelve
factors would be estimated in a single experiment also composed
of a total of 16 observations from 16 pilots , one per observation .

*

S l i g h t l y  modif ied  experimental designs have been used in
“one factor ” experiments . For example , a subject (pilot) might
be tested on both exper imental conditions. To compensate for
carry—over effects , one—half the subjects would be presented
the conditions in one order , and one-half in the opposite order .
For our discussion , these variations are not critical. While
only eight subjects would be required , the total number of
observations remains 16 , and it is the number of observations ,
not pilots , that will he the unit of measur ing  the cost effec-
tiveness of the data collection .

12
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TABLE 1. EXPERIMENTAL DESIGN TYPICAL OF
ONE-FACTOR EXPERIMEN T

FACTOR A FAcTORS HELD CONSTANT

Condition 1. ( — )  Con~1it e ~n (+ 1 ~‘ i - t r r  Valuek

1 B

2 [~J C

• 3 11 D

Pilots 4 F.
I I1~~~~~5 l• •~ F

S
6 14 G

7 15 H

8 I I
J — u n  0

K

L

*
Value refers to one condition or the other, designated

— or -F. With quantitative values , these would correspond to
low or hiqh levels, and be a shortened notation of -l and +1.
The values at which each factor is held constant would be
decided by the investigator .

The experimental design for this 2
1
~~~ experiment is shown

in Table 2-A . The minus and plus signs in the table represent
the high or low (or first or second ) level of each factor.
Each row represents a different experimental condition and each• column -- up to twelve -- a different factor . With this design ,
the main effects of all twelve factors can be estimated. The
precision with which each one of the main effects can be esti-
mated with this design is the same as the precision of the effect
estimates in the single factor study , namely ~5~ *• Thus, finding
the main effects of twelve factors with the single factor
approach would cost twelve times as much as with the multifactor

*
In this example, the multifactor design is not replicated ;

‘ 
therefore , there is no direct estimate of the “error” standard
deviation (Ge). Internal estimates can be made , however , from
the half-normal plot as shown on page 44 (see Simon , 1977, p 97).

13
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TABLE 2 • TYPICAL MULTIFACTO R EXPERIMENTAl.-
r)F.SIGN (FOR TWE LVE FACTORS)

Main Effects and Aliased Interactions* EL JL KL

DL HL IL AL SI GL FL BL CL GI DI AD .1K EK EJ
CK FK AK 1K CH BK 11K GK DK DH GH CI HI Fl Al
BJ AJ Fi HJ AG CJ 1.1 DJ GJ CF BF BH DG AH FH

• EG El EH EF OF DE AE CE BE AB AC FG AF CG BC
MEAN A B C D E F G H I J K L~~ACJ)~~~DJ)(ADK)

(TABLE 2-A. FIRST BLOCK)
Conditions

l. EJKL + — — — - -F - - — — + + + + + +
2. AFkII + + — — — — - F — + + — — — + + +
3. BFGHKL + - + — — - + + + — — + + — - +
4. ABEGIJ + ÷ + - - + - + - + + - - - - +
5. CFGIJL + - - + - - + + - + + - + - + -
6. ACEGIIK -I- 1- - + - ÷ - ÷ + - - + - - + —
7. B CEHIL + — + + - + — - i- + - - + + - -

8. ABCFJK + + + + - - + - - - ÷ + - + - -

9. DGI-IIJK + - - - + - - + + + + + - + - -

10. ADEFGL + + - - + + + + - — - - + + -
ll. BDEFIK + - + — + + + - - + - + — - + -

l2 . ABDI-I.J L + + + - + - - - + - + — + - + -
13. CDEF}IJ + - - + + + + — + - + - - - — +
14 . ACDIKL + + - + + - - - - + - + + - - +
15. BCDG + - + + + - - + - - - — — + + +
16. ABCDEFGIIIJKL + + + + + + + + + + + + + + + +

(TABLE 2-B. SECOND BLOCK)

17. ABCDF’GllI — + + + + — + + + + — — — — — —

18. BCDEGJKL — — + + + + — + — — + + + — —
19 . ACDEIJ — + — + + + — — — + + — — + + —
20. CDF IIKL - - - + + - + — + - - + + + + -
21. ABDE IIK — + + - + + - - + - - + — + - +
2 2 . BDFIJL — - + - + - + - — + + - + + — +
23. ADFGJK - + - - + - + + — - + + — - + +
2 4 . DE GIII L - - — - + + - + + + - - + — + +
25. ABCEFI. - 4- + + — + + — — — - — + — + +
26 . BCIIIJ - - + + - - - - + + + + — — + +
2 7 . ACGHJL — + - + - - - + + — + — + + - +
28. CEFGIK - - — + — + + + — + - + - + - +
29 . ABGIKL - + + - - — — + - + - + + + + -

30 . BEFGHJ — — + - — + + + + — + — — + + —
31. AEFUI JKL - + - - - + + - + + + + + — — —
32. ( l )  — — — — — — — — — — — — — — — —

*
In the first block , main effects are aliased •-‘ith two—factor interactions

as shown , along with higher-order interactions. Where no main effects are shown ,
one of a string of three—factor interactions is shown in parentheses.

When data from the second block is added to that from the first block ,
main and three-factor interaction effects are isolated from the strings of
two—factor i nteractions.

Block I and Elock II are each Resolution III designs. Combined they
form a Resolution IV design.
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study and the precision of aeii L~stimdLe would be no greater.
Conversely, the main effects of twelve factors can be estimated
at the same data collecti on cost with the rnultifactor approach
as one can estima te one factoi- w it h  th~ single factor approach ,
and with the same precision .

Mean Performance Measures

There are still more important and subtler differences
between the two approaches that are often overlooked . For
example , the means obtained with the single factor study will
be different from the means obtained in the multifactor study .
This is so in spite of the fact that both were obtained by
measuring performance eight times at the high level (of Factor
A) and eight times at the low level (of Factor A). Unfortu-
nately, the means obtained from the single factor study are not
representative of performance throughout the experimental
space. Instead , the two means are o b t a i n e d  by measu r ing  only
two locations out of a possible 4096 in the total experimental
space (in this example) . These two locations are at the edge
of the twelve-dimensional hypercube , representing less than
five ten-thousandths of the full factorial space .

But it is not the small proportion that is critical , per
Se; it is the fact that these means estimate are not indepen-
dent of the factors held constant. In spite of many rerlications
and what might appear to be a very uncomplicated experimental
design, the chances of obtaining a reasonably accurate estimate
of the performance on either the high or low condition of
Factor A (in our example) is very poor when the single factor
approach is used. This is because the answers we obtain with
such a design depend on which values - the investigator decides
to use for the factors held constant. Because they are held
constant does not mean that they have no effect on performance ;
they do.

If a factor that is held constant would critically affect
performance were it varied , then the value at which it is held
constant will make the overall task either easier or more
difficult to perform . Thus, mean performance on the conditions
of Factor A would increase or decrease from the average , de-
pending on the particular values at which the constant factors
are fixed by the investigator . In the single factor study ,
the combination of fixed values is only one out of a posstble

• 2048 alternatives (i.e., one out of 211 combinations) . Since
the single factor experiment tells us nothing of the effects of
these fac tors, we have no way of knowing in which direction
the bias lies nor its magnitud e.

With a multifactor approach , the situation is different .
The means for Factor A are more r epresentative since they are
obtained by sampling a number of ~onditions throughout the

15 
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experimental space . The other factors are not held constant
but  are var ied s y s t e m a t i c a l l y  and o r t h o g o n a l l y  to one another )
as well  as to Factor A ( see Tab le 2- ?.) . Each level of Factor
A is measured in combination with an equal number of high and
low conditions of every other factor , thereby neutralizing the
e f f ects of the other  fa ctor on the mean performance for each
condition of Factor A . The same balance occurs wi th all other
factors in the multifactor ex p e r i m e n t .

Graphic example. The above relationships may be more
easily understood if they are shown graphically. Since it is
difficult to draw a twelve-dimensional space on two-dimensional
paper , let us use a five-dimensional space to illustrate what
has been said so far . In Figure 1 , two diagrams each repre-
senting a five—dimensional space are stiown . The one on the
left will be used in the discussion of the sing le factor design
and the one on the right, of the inultifactor design . In the
diagram on the left , at the corners of each cube , the thirty-two
conditions of a five factor , two levels per factor space , are
identified. The conditions would be identically named in the
corresponding positions on the right. The conventional symbology
for naming experimental conditions is employed , where the
presence of a letter , a through e , indicates that the high (+)
level of factors A through E respectively is represented. The
absence of a particular letter indicates that the low (—) level
of that factor is represented in the condition . Black dots
have been imposed on each diagram where data is to be collected.

In the si~~~~ factor exp~ riment , two conditions at whichperformance under the high and low levels of Factor A are to
-

• be compared are selected arbitrarily, i.e., bc and abc*. Note
that in this five factor case , any one of 16 alternatives could
have been chosen , all of which run only along a horizontal edge
of a cube in Figure 1. Once the two conditions are chosen ,
eight measurements are made at each condition. However , if
Fac tor C has a large effect OXi performance , with the + condi-
tion causing the higher performance level , then the means at
bc and abc would be highel than if the single factor study of
Factor A had been carried out with Factor C being held constant
at its lower level, e.g., conditions e and ae. This process
becomes even more complex if other constant factors also had
critical effects. Even after data has been collected through
a series of single factor experiments on all the factors ,

*Any pair of conditions could have been selected as long
as a is absent from one and present in the other and all other
letters are held constant , i.e., the same in both. For example ,
bce and abce , e and ac , and so forth , could also have been used .

• 16
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~INGLE~ FACTOR S E U D Y *  MULTIFP. CTOR STUDY

E

(1) A a 

B 

ae

\ 

A + -

°
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\t

~~~~~~~~a C  
LLT1

~C +

cd W d
~~~~~

bcd abcd bcde abcde - +

Figure- 1. Location of Data Collection Points (S)
In A Five Dimensional Space .

*Each point in the Single Factor study is replicated eight times.
This makes a total of 16 observations . In the multifactor study , the
16 observations arc distributed as shown with no replication .

there is still insufficient information to correct the mean
estimates for potential biases. The fact that the individual
one factor studies were performed sequentially without any method
of correcting or measuring possible sequential effects that would
cause irrelevant variations in performance from study to study
makes any estimates of mean performance even more suspect.

In the multifactor experiment, the data points (shown in
Figure 1) were selected to prevent the mean performance values
from being affected by the other factors in the experiment.
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The e i gh t  p o i n ts  m a r k ed  “ m i n u s ” r e p r~-sor i t the low condi t ion  of
Factor  A and the e igh t  po in ts  marked “ p lu s ” represent  the high
c o n d i t i on  of Factor A.  Means of the measures  obtained for the
minuses  and  for  the pluses  would represent the averages for the
two levels of Factor A.  Note t hd t  h a l f  of the low level points
for Factor A were measured under a high condition of every
other factor ond half were measuied under a low condition of
every other factor. Any effect that these other factors might
have on task difficulty has been ha 1 anced out in the estimation
of F actor A in this multifac tor plan. The same would be true
were the means of any other factors estimated. The main
effec ts of each are orthogonal to one another*.

Interaction Effects

Wi th no interactions among the factors , even the single
factor approach will arrive at art appropriate estimate of the
e f f e c t  of Factor A.  This  is t rue  even though the means of each
condit ion , as p rev ious ly  i l l u s t r a t e d, may be hi gher or lower
than what their “ t r ue ” value would be because the factors  held
constan t are at values that make performance easier or more
difficul t. When there is no interaction , since both means are
a f f e c t e d  the same , the difference between them would remain
constant whatever the effect of a fixed factor .

For example , in a single -factor study , if eight measures
were taken each on the hi gh and the low condition of Factor A ,
and i f  Fac tor s B and C are each held constant at  their high
level and Factors I) and E , at the low level -- the data col-
lection points bc and abc indicated in Figure 1 —- the following• fictitious data might he obtained :

MEANS OF CONDITIONS : bc = 23 , •I1J C = 32;

EFFECT OF FACTOR A = +9

If , instead , the high and low coriditions of Factor  A were corn-
pared when only Factor B was held cons tan t  at th~ hi gh level
and Factors C , D, and E were each held constant at their low
level , and if  Fac tor C actual ly  had a strong effect on performance ,

*
One alternate plan exists for this example. The undotted

points might have been used instead of the dotted points with
the same results. This happens to be a 2s~ fractional factorial.
Note that points in t h i s  desiqn are  always located on diagonals ,
in contrast to the horizontal location of points in the single
factor experiment.
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e.g., 2, then a change from the h i g h  condit ion to the low
condition of Factor C when i t  is held constant , would cause the
performance scores to change by — 4 p o i n t s , i . e . :

MEANS OF CONDITIONS : h l~~, ab = 28

r:FF’ECT OF FACTOR A = +9

The means dropped , but in the absence of interaction effects, the
effect of Factor A is unchanged.

Factorial Effects in the Presence of Interactions

But if there are interactions then we cannot trust the
estimates of the effects in either the single or multifactor
approach . However , there is a d i f f e r e n c e, as we shall show ;
the multifactor approach can handle this problem while the single
factor approach cannot. To illustrate this , let Factor C
interact with  Factor A such that when the high levels of both
occur in the same e x p e r i m e n t a l  condit ion , performance is im-
proved far beyond what would be expected from a linear combina-
tion of the effects of each factor alone . Arbitrarily let us
say it adds nine  points to the mean of that condition .

In a ~jj~jle factor experimen t, we might get these results
if Factor A were studied with Factors B and C held constant
each at their  hi gh levels and Factors D and E at their low
levels , e.g., the marked conditions in Figure 1:

MEANS OF CONDITIONS : bc = 23 , abc = 32

EFFECT OF FACTOR A = +9

But if the investigator had by chance chosen to hold Factor B
at the high level and Factors C, D, and E at the low levels ,
these results mi ght have been observed :

MEANS OF CONDITION S: b = 2 3 , ab = 23

EFFECT OF FACTOR A = 0

The interaction effect , when the high conditions of Factors A
and C occurred in the same experimental condition together ,
(as in condition abc), made Factor A appear to be a critical
effec t. But had the investigator used conditions b and ab
with Factor C held constant at its low level, the results would
have led to the conclusion that Factor A was not an important
factor in equipment design. Thus he might decide to omit it
later in an in teraction study. In the study with 12 factors there
are 2048 pairs of points to choose from , of which -- if Factor C
were the onl y con~ ideration —- one set of 1024 would h~~ e led tothe conclusion that Factor A was trivial and the other 1024 to
the conclusion that Factor A was critical. A 50—50 chance, some
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may feel , are good odds. Competent experimenters do not rely
on chance . The only way to estimate two factor interactions
is to inc iuP- both factors in the e~-:poriment.

In a multifactor experiment, the situation is somewhat
different. It is true that with the design shown in Table 2’-A .
wherein 12 main effects can be estimated from only 16 experi-
mental conditions , all main effects are completely confounded
with some two fac-tor and higher order interactions and suffer
the same ambiguities of interpretation as in the single factor
experiment. However , by adding only 16 addit ional  experimental
conditions to the design (see Table 2 B ) . We can isolate the
twelve main effects from all two factor interaction effects.
Although we have doubled our original allotment of only six-
teen observations to achieve this , we have still used only one—
sixth the effort required to study all twelve fac tors  with a
single factor approach . What is more , in the single factor
experiment , the main and two factor interaction effects would
still remain confounded .

Costs and Benefits

Let us summarize what has been found out regarding the two
approaches up to this point. What are the costs and benefits
of using each approach -- single and multifactor -- to determine
the relative importance of twelve factors? To achieve this, it
is necessary , as a minimum , to determine the effect of each
factor, isolated from two factor interaction effects , but with
critical interactions identified. Table 3 summarizes costs and
achievements described up to this point.

Therefore , with 32 observations in the multifactor experi-
ments we can study the effects of 12 factors with even greater
precision than we would have obtained with 192 observations
required in the series of single factor experiments. Further-
more , for each new factor to be studied using the single factor
approach , another increment of observations are required , in
our example , an additional 16. Using this multifactor design,
this is not the case. To isolate the main from all two factor
interactions , we can study up to 16 factors with 32 observations ,
no more than were required to study 12. It would require only
64 observations -- s ti l l  fewer than the number required to study
12 factors by the single factor approach -- to study up to 30
factors with main effects isolated from two factor interactions .

In both approaches , main effects can be biased by
three factor interactions. Mor’3 data must be collected to
isolate these , if necessary , when multifactor designs are
employed . No recourse is possible with the single factor study ,
which can only start over again - - without  clues -- and do a
multifac tor study to discover and isolate interactions. The
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TABLE 3. COMPARING SINGLE FACTOR AND
MULTIFACTOR APPROACHES

Single Factor Multifactor

Number of main effects isolated
from one another 12 12

Mean estimates of experimental
conditions are unaffected
by level of other factors
if there are no interactions No Yes

Precision with which each effect
is estimated* .500 .350

Number of main effects isolated
from two factor interactions 0 12

Estimates of main effects are
affected if two factor
interactions are present Yes No

Detect the presence of two
factor interactions or clues
as to where two factor inter— No Yes 

• 

-
~

actions might exist

Main effects confounded with three
factor interactions Yes Yes

Total number of observations
used to achieve this 192 32

Planned capacity to further expand
experimental space by aug— No Yes
menting existing data

*
Each effect in each single factor experiment was estimated

with 16 observations. Each effect in the augmented multifactor
experiment was estimated with 32 observations.
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m u l t i f a c t o r  approach bui lds on the oiiginal data. Since the
original single factor stud.Les can be biased for the reasons
cited earlier , t hey cannot even supply data that might reduce
the size of subseguent mult’Lt lc tor st-~dies , i.e., the number
of factors needed to be included in the multifactor studies.
It would be risk y to eliminate a [actor based on single factor
s tudy i n f o r m a t i o n .

Wi thout replicating the- 2xp rinlental designs , an act that
would reduce its economical qua li t y , the mult i factor approach
has no direct method of measuring Li~~~ variance , and there-
fore cannot make a traditional test of sta i:istical significance
of the differences. With the single fac tor  approach , the
w i t h i n — c e l l  sub jec t  v a r i a b i l i t y  i~ conveniently labelled
“error” variance and the mecha~dcs of a test of statistical
significance can be followed . This does not reduce the effec-
tiveness of the mu l t i f a c t or approach , however , for several
reasons. For one thing , the t e s t  of statistical significance
as it would be applied here is u f l imi ted value  in the interp-
retation of the data (Simon , 1973;  1977b;  NTEC , 1976) . For

another , there are other equally effective methods of examining
whether observed effects are the result of “chance ” or not when
the multifactor approach is used . One of these , i.e., half—
normal plots , is illustrated in Section V. Economical partial
replication techniques are also available.

Other_Considerat Lons

There are less tangible b u t  equally important reasons for
considering only a multifactor approach in equipment design
research . When a multifactor aporoach is used -- and we have
shown that it is much more econom~~:al the information
obtained will be more generalizable , will explain more, will be
easier to interpret , and will enauj•e more accurate predictions
to be made from the laboratory data to operation situations.

(;eneralizability . Multifactor approaches are more gener-
alizable by the very fact that they investigate more conditions of
more factors. Given the  r e~~uits from one of these experiments ,
an investigator may consider a uidc’ range of alternative simu—
lator parameters; to be truly gencralizable , the experiment must
also inc lude  contextual factors . For example , pilot training
simulator studies have sometimes been critized because they used
pilots with one kind of experience to obtain data that was
applied to situations in which the ~~ilo t s  have d i f fe r e n t  kinds
of experiences; or in studies ~one under simulated conditionsfor low performance aircraft when t~ie results were applied tosituations in which high performance aircraft would be involved.
While this is more the fault of the user than of the experi-
menter , still it raises the quo ;tion of whether or not non-
representative experiments can oc- justified at all? Simple
experiments lack qeneralizabii~ t~ - ; : ultitactor experiments can
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achieve more qerieralizability by including not only the simula-
tor parameters , but others associated with pilot , task , and
env ironment characteristics. If introduced at the beginning of
the research program , du r i n g  f~ie~:or identification stage , they
can be studied far more economically and enable more qeneraliz-
able ~results to be obtained.

Component_contributions. ~he multifactor approach can
a1sc~ provide better informa tion than the single factor approach
in situations where complex devices are being studied , as in
the case of a pilot training simulator. While one may think

~ ~-of the visual or motion systen ~~ un itary components, results
ma~ be totally misleading when components as complex as these
are treated as units. Each i~~ made up of sub-components which

~~. 
have their own individual off ‘cts on performance or on transfer
of t r a i n i n g .  A mot ion/no tuot~ nn tudy is a case in point.
Motion in a simulator can sel ve two relatively diverse purposes:
1) it can provide the pilot kinaesthetic cues he may use to
better control his airci~~ft; or 2) it can simulate environmentaldisturbances tha t can n eg at i ’~. ol y a f f e c t  the ease with which the
aircraft can be controlled . Simulating these two purposes may
not have the same effect on training. A study in which these
effects are not examined separately, as two independent factors ,
might lead to the conclusion that there is no overall differ—
ence between a motion or a no motion system, if the effects of
these two components were in fact in opposition and cancelled one
another. A similar illustration might be used in regard to the
study of a motion system in which several motion cues are used ,
e.g., simulator movement and G—seats . Unless they are studied
separately (and the rnultifactor approach is the cheaper way of
doing this), their e f f e c t s  might cancel one another . Similarly,
a comparison of two simulator configurations to see which is the
better might suffer from this same problem , e.g., the existance
of a superb visual system in one configuration and a superb
motion system in the other configuration might lead to a stand-
off , showing both to be similar in effectiveness and never
revealing which combination might have produced the super—
simulator so long sought after .

In LerI~retation. When only two data points are investigated ,
• the investigator has no way of evaluating the correctness of the

results through rational processes. When a great many data
points  are collected in the systematic manner of the multifactor
designs, the investigator has built-in checks in the form of

• data patterns. Erratic behavior is more likely to be spotted ,
giving the investigator the opportunity of checking whether it
is an ou tli e r  or a hona f ide  interaction .

A multifactor approach also puts the interoretation of
experimental  r e su l t s  in perspective. When a single factor is
studied alone, it is more difficult to judge its relative im-
portance to the system . i mportance is more clearly evident
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— when the proportion of varianc~ a I c t e r  accounts fr,r is known
relative to that accounted for by a11 of the other primary
factors affecting a particular tac~k When allocations of time
and money require i-hat improvements in equipment design be
considered on a priority basis , know l edge of one factor ’s effect
on system performance in context ‘aith all others is an imoortant
interpretative feature provided he~~t by the multifactor approach .

Prediction. The exper~ rcu -
~al c tes ~~t~nS traditionally

employed by experimental psychoLoqL-- ts have been more concerned
-
• with precision of results rz~ther than accuracy. Precision

refers to the repeatability of a nieasure , wdether it is biased
(inaccurate) or not. The single factor approach , as has been
shown , maximizes bias and obtains a satisfactory level of pre—
cis ion only at considerable cost. The muJtifactor approach
(with a holistic philosophy) empha r i zes the reduction of bias
and at the same t ime , because of it.s inherent features , tends
to maintain precision quite economically . The re la t ive  mer i t s
of the single versus multifac:tor apt ro:ich were discussed by
the emi nent statis tician , Frank Ya t es  (1935 , p 5) , more than
forty years ago . At that time , he made the following comment:
“ . . . the exper imenter who con f in es himself to experiments on
single factors, mak ing a guess at. the final levels of the other
factors, is merely emulating the tactics of an ostrich.”

Because we can include in our experiments most of the
fac tors  c r i t i c a l  under  o p e r a t i o n a l  c o n d i t i o n s , as well as those
affecting the pilot , t ask , and e n vir o n m e n t , the m u l t i f a c t o r
approach increases the accuracy of our predictions. When the
single factor approach is used , each critical factor omitted

-: (held cons tant )  from an equa t ion  cm bias a prediction if it
does not m a t c h  that found operaLionFliv; each one that is
allowed to vary in the experiment results in variable prediction
error . Even at the end of the experimental program when only a
few configurations might be exam i ned for purposes of verifica-
tion , detailed comparison , or i~er establishing fiducial limits
on the performance , the muitifr ictor approach has already
provided an overa l l  f ramework  ~nLo which the data from the
limited experiment can he anchored .

The use of a seq uent ial block tech nique for data collection
i.n the multifactor approach caji hel p optimize orediction . If
the investigator has reason -to suspect that the order of his
predictive modei is i nadequate , i.e., would fail to fit reality ,
he may collect additional data treat would be combined with the
original data so as to enable quadratic or higher—order surfaces
to be estimated if necessary.
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SOURCES OF ECONOMY IN MULTiEi~C ’Oi~ ~~~~~~~~~~~~

Historicall y ,  ~cccptiny Lhe need to perform holistic (multi—
factor) experiments has proven to be easier said than done. In
1954 , for example , William s and 1\delsen , wishing to examine the
effects of 34 factcrs thoy b-:Jievod important i-n the design of a
pilot training simulat or , ~oxa - ~~ yrtio d ~y the fact that a facto-rial des~~ n for 34 factors at fi ve l evels each would require
5.8 x lO~~ combinations. Even s~~ad y :Lng each factor , one at a
time , at five levels with all crhc - r factors held constant , would
have required 3400 observations. ‘ic reduce the effort they con—
sidered studying only the important factors , but recommended
that no study be done at tha t time since the original 34 had
been selected becausr- t:t ~ were Lhe iaciortar~t ones. The same
questions regarding pilot tra. nine ~ e-iulators and a method of
doing a comprehen si~ -e expernneai continue to exist during the
intervening 25 years. ~in1or (lY i Oa , b , 1971, 1973 , 1974, l977a,
b) proposed a more ec - om i :ai - roach with which to accomplish
this task. A few of toe r i c  important principles for achieving
this economy are cited here br ie t i~ - .

First of all , it is not necessary to collect data with which
to isolate higher-order interacti~-ns . In the example cited
above, it is a certainty that no 34-factor interaction would be
of any practical importance. For that matter , no ten- , or six— ,
and probably no four factor interaction will have a practical
effect on performance. Even three--factor interactions seldom
have large effects , particula’- iy if quantitative , continuous
factors are involved (Si.mon , l976h). To illustrate the savings
this observation can achieve , Let us consider a 15 factor study.
A complete factorial for 15 factors would require 32 ,768 combi-
nations if each fac tor were r:udied at t’v~e levels , or 14,348,907
combinations if each were studied it three  levels. However , if

• the response surface for 13 factors could be represented by a
first-degree equation , only 1~ p’- operly selected conditions would
be required . If it could be --:epresented by a second—degree
equation , then only 136 conditica;s would be required. If the
—urface could be represented by a thitd~-uegree equation , then816 conditions would be required . While the latter number of
conditions is ~~i1l large , i - c is onl y a .000057th fraction of
the complete 3~--’ factorial.

To he economical , however , an expcriment would never be
started with the intention of measuring 816 conditions, even if
we thought that a third-degree surface need be represented . We
would begin by collecting only enough data to approximate a
first—degree surface. Then a little additional data would be
collected in order to test whether this first—degree approximation
adequately fits the response surface . If it does , the study can
stop , thereby achieving considerable eceaol1’~ - . If not, additional
data would be collected to appro~ irnate a socond-degree surface and a
second test would be made. If the fit is adequate the study would
stop at this point; if not , it would continue. This iterative

2~

4 - 
,—..-• .. ‘ --- •-- ——~~~ .--,.- 

-- - —- —-

-

~~ - -- —-~~~~~ —--~~~~~~~ - -  —~~ -~~~~~~~~ 
- — -~~~~~~~~~~~~~~~~~~

-—
~~~~~ ~~-—• - ~~~~



_____________

NAVTRAEQtJlb~:PN 7 7— e - --~~b)~~~5— l

process serves two purposes: one , it heeps the cost of the ex-
periment as low as possible; twa , t p~:ovi&tes the assurance that
the response surface will be ad ~nnt aLy represented . Theoreti—
cally, the procedure could contolue up through fourth and fifth—
degree surfaces , althouqh this is h i gh l y  u n lik e l y with psycholo—
gical data . Interactions at -that level, would more probably
indicate that the data were carelensi’-’ colic -t ed or that the
experimenter had failed to ~cai~ - h~ :~ d~-ta properly.

Proper scaling is another way to  achiav~’ ecoromy in multi—
factor experiments. CertiLn c ’~ iS5e~ of Ln : e l r ’a .J t iof ls  and curva-
ture  can be e l imina ted  by selectioq Lee appropria te  scale . If
care is taken before the data are collected to select the correct
scales , the necessity of approximatie a third- or even a second—
degree surface is dimin ished and tess data need be collected .
Certain interactions cannot he avo Ldee L i scaling, but in the
behavioral sciences these occui inf r -~~ueL t2 y .

Still further ecunoi y can be achirj cd if we separate the
critical factor identification process ~Lrom the function deriva-
tion process. Why shoald we co~~~oc~ ta~ data required to develop
a third— or second—degree function f~or 15 ~actors if all 15
factors are not truly cr itical to rOe specific task under investi-
gation? In large scale experiments , ~c introduce candidate factors
which rationally might be expected to be important to the task but
may not be. Our first goal is to determine empirically which
really are important. A screen :~n~j s tu  for 15 factors can be
designed requiring as few as 32 and probably not more than 50 ob-
servations to provide the data needed to order the factors accord-
ing to the magnitude of their e~~ ect on the performance of thespecific task. The extra 113 cbn -~reationr are used to isolate
critical two—factor interactions. it is unlikeJv that all 15
factors will be important; in fart a qood guess would be that
fewer than half will have large 1actAca~ effects. In any case ,
even if only a few were eliminated by this screening process we
have reduced still further the m-a ;t-itude of the data collection
process require to map the re ~oc-sc surface. Furthermore, the
data required to devcd op u~~-~ h i ’ e r -o rd e r  response surface (if
a test indicates it exists) are a’Ideu in orthogonal blocks to the
data from the screening study, i sa”in-;s which helps keep the data
col lect ion economical .

uj. to this point , riothinq ~~~~~~ 
}
~~ e; ’i menti oned about the experi—

sive h~rbit of replicating complete- (
~( s . L - ~ r i s .  Still further economy

is incurred when a mul ti factor s- : ud v is performed by replicating
only when it is necessary. In an i - -i rlicr section of this report ,
it was-, shown how “hidden ” cep1ic~~Li on provides adequate precision
at considerable savings it, data collEc :tien. The existence of
trivial factors also provides ~~~ interna] source of degrees of
freedom for estimatiriq an error ~zatiance it such is required .
Finally, techniques of partial rep~ icatiot can be employed —- only
selected conditions are repeated —- f or  an external estimate of
error with which confidence lim i t~ C f the response surface can be
calculated . 
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One final word about de~iiyn ‘~conomy . Because fewer data
points are collected , some inforllLutior . will be lost, presumably
only the information the experimenter has determined is unimpor-
tant to the task . Still , in the’ absence of replication overkill
found in traditional few-factor studies , the opportunities for
bias to creep into the experiment are higher . Outside of careless
data collection and a failure to control irrelevant sources of
variance, the most cornnion experiment-induced source of bias in
psychological experiments comes from the need to collect data
sequentially. Trend and trial-to-trial transfer effects are
commonly found as a result of equipment drift and operator learn-
ing . In certain screening designs , there is a built-in protection
against trend effects that requires no additional data collection

• (as is needed in traditional experiments employing counter-balanced
designs). As a result, one run-through of a single design is suf-
ficent to isolate any trend effects from the effects of interest.
Additional data are required when trial to trial transfer effects
occur or are anticipated . If subject characteristics critical to
the task are treated as factors in the multifactor study , then in
many instances total design replication , to account for those
“individual differences ,” is unnecessary .

27
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SECTION Ill

AWAVS PERFORMANCE SIMULA’1O1~ EXPERIMENTS

When the AWAVS carrier landing simulator is made available
for research , current plans are to perform a number of
performance experiments before -actua l transfer experiments are
conduc ted (refer to page 7 for defini tions) . A brief
description of several of these are qiven here .

GROSS-EFFECT STUDY

A preliminary comparison would be made of carrier landing
performance by high and low ski] i/experience pilots on the
“best” and the “worst” configurations of the simulator and
under two levels of task difficulty . “Best” and “worst” in
this case refer to the quality of the physical system ,
particularly the visual scene and the motion system.

This would serve several purposes. The information ob-
tained , i.e., the differences in performance under the best
and worst available simulator configurations , could influence
future research plans. For example , if the differences are
quite small then one may reconsider conducting the full scale
multifactor study to identify only subtle effects of little
practical importance . While this single experiment would not
be sufficient to abandon all research , a small practical
difference between best and worst conditions would certainly
require the investigators to reevaluate their goals and
priorities. If the difference between performances on the two
simulator conditions is large , then support for a multifa~torprogram is enhanced and the time invested in the preliminary
effort has not been wasted . ~or example , it will have provided
a means of trying out the equi pment and the experimental
personnel. It would have enabled the software , particularly
tha t  associated wi th measures of performance , to be fully
developed and evaluated. It gives a chance for the procedures
on running the study to be smoothed. 1~l1 of these would bedone under less demanding circumstances than would be found in
a full-scale screening study .

INITI AL OVERALL SCREENING EXPERIMENT

A screening experiment will be conducted to assess the
effects of approximately 13 factors associated with the visual
and motion systems , the task , and the pilot , on pilot perfor-
mance effectiveness in a simula t:ed carrier-landing mission.

The candidate variables currently being considered for
inclusion in the first experiment are :

28
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a. Image quality (MTF) : Carrier

b. Image quality (MTF): Seascape

c. Image quality (high-
light brightness) : Seascape

d. FLOLS systems

e. Field of view : Seascape

f. Velocity cues: Seascape x-y motion

g. Altitude cues: Seascape z motion

h. Platform motion

i. G—seat motion

j. LSO assistance

k. Task difficulty , turbulence

1. Task difficulty , A/C weight

m . Pilot carrier—landing experience

This experiment has been discussed in some detail in earlier
papers (Simon , Vreuls , et al. , 1977; Naval Training Equipment
Center , 1976). A fictitious example of how it would be
handled is described in Section V of this report.

VISUAL SYSTEM SCRFENING EXPERIMENT

Because of the importance of the visual system in the
AW1WS program , other experiments should follow the initial
multifactor experiment; for example , content of the visual
scene would be evaluated . Clues obtained from the initial
screening experiment can indicate which visual scene variables
that were studied are the most important. It can also indi-
cate which conditions of the motion system are likely to affect
design considerations of the visual scene. But there is a
need for a more detailed examination of the visual scene,
particularl y in regard to content. The screening paradigm
lends itself particularly to such a study, namely ability to
study the effect on performance when certain objects, details,

L and informational clues are present or absent in the visual
scene , as well as when certain physical parameters that affect

• 29
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picture quality are set at less realistic levels. Given a
large number of such variables , the screening study will permit
them to be ordered according to their effect on performance in
the carrier-landing mission . Later if considered necessary ,
for the quantitative variables, a more precise estimate of the
function relating them to performance can be obtained with
relatively little additional data collection .

30
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SECTION J V

REFINING ECONOMICAL MU LTIFACT~)R DESIGNS

While the basic multLfactor approach is well understood
and is unquestionably the most inrermative and economical method
by which controlled experiments of this type can be performed ,
there is still the need to r et in e  and enhance its applicability
to behavioral research . This is necessary since it was orig-
inally developed for use in other disciplines -- chemistry ,
ag ric u l tu re , biology -- and may not always fit directly the
peculiarities of behavioral research . Individual techniques
employed in this approach to handle one aspect or the other
of the experimental process may , in  some cases , be combined to
further improve their total capability . During this period of
the contract , a number of techniques believed potentially
relevant to the AWAVS program were investigated. (Note:
understanding this section requires some background knowledge.
See Simon , 1972 , 1973 , 1974, 1977a , l977b) .

FROM RESOLUTION IV TO V DESIGNS ECONOMICALLY

Screening designs are fractional factorials , generally of
Resolution IV. This classification means that enough data will
be collected to permit all main effects to be isolated from
one another and from all two factor interaction effects

• h owever , the two factors interaction effects are not all
isolated from one another; instead they are aliased in groups
of independent strings.

Once the critical factors have been identified in the
screening study, the investiqa~or may wish to derive an equation
in the form of a polynomial that approximates the response
su -face of proper degree . He will not want to start a new
experiment; instead the economical approach would be to supple-
ment the data from the screening study until at least a
second order or higher order surface can be approximated . The
classical central composite design is one popular data
collection pattern for approximating response surfaces. The
primary structure for this desi gn is the fractional factorial,
Resolution V. A design of that resoluti.on is capable of

• isolating all main and all two factor interactions from one
another. Thus , there is a gap between the size of the fractional
factorial of the screening desi gn at the end~ of the factorid entification phase , and that of th fractional factorial at the
beginning of the response surface phase. The question is: What
is the most economical method of collecting the data required
to fill this gap?

31
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There were a number of papers in the statistical literature
that had appeared potentially useful for solving this problem.
The following represent some of the papers that were reviewed :

Draper , N. R. and Mi tchell , T. J., Construction
of the set of 256-run desi gns of resolution —

5 and the set of even 512-run designs of
resolution -. 6 with special reference to the
unique saturated designs. The Annals of
Mathematical Statistics, 1968 , 39 , 246—255.

• - n-iJohn , P. W. M., Augmenting 2 designs.
Technometrics, 1966, 8, 469—480.

Pajak , T. F. and Addelman , S., Minimum full
sequences of 25-m resolution III plans .
J. Royal Stat. Soc ., Series 5, 1975 , 37 ,
88—9 5.

Whi twe l l , J. C. and Morbey, G. K., Reduced
designs of resolution five . Technometrics,
1961 , 3, 459—477. $

Addelman , S., Symmetrical and asymmetrical
fractional factorial plans. Technometrics,
1962, 4, 47—57.

Addelman , S., Sequences of two-level fractional
factorial plans . Technometrics, 1969, 11,
477—509.

Each represented some form of sequential approach to the
Resolution V design through a series of blocks in which more
sources of variance were isolated as more blocks of data were
collected. The economy of this approach lay in the fact that
the investigator could stop the data collection when all crit-
ical sources of variance had been identified.

After examining these and other papers , it was decided
they offered no solution for the immediate problem since the
initial blocks were not always the same as those used in the
screening designs to be used in AWAVS , and when preplanned
blocks are used more knowledge is assumed than is ordinarily
available . They may result in unnecessary data collection.
While other uses might be found for these techniques, it was
decided that for the AWAVS problem , individual isolation of
critical sources still seemed to be the best approach. This
means that for any string of two factor interactions showing
a critical overall effect , data would be collected to isolate
which interactions accounted for the effect (Simon , 1973, ~p116-125; Daniel , 1962; 1976) . Since the primary purpose in
AWAVS is identification rather than response surface -- at
least initially -- this procedure seems the most straightfor-
ward and least expensive . The same would hold true if there

- 
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is evidence tha t some Lhree f~tc Lw iiitet actions might be present
and biasing the main effects wIL L , wh ich they are aliased . The
individual , rationally guided se-i1c0 seems much more effec-
tive and economical than gross piec e-i n-es for collecting blocks
of data mechanically .

If the critical two facLor inter~-~ctions are isolated from
the others , even though all t:w’: factor interactions have not
been isolated , the result is for all practical purposes the
same as i f  a complete Resolu tion V d~ si jn had been used . This
is referred to as a reduced desiqo of Resolution V.”

SCREEN ING DES iGNS WITH SOME FACTORS AT MORE THAN TWO LEVELS

When screening designs involve qualitative factors , the
investigator may wish to include more than  two conditions of
a particular factor. For example , in AWAVS there mi ght have
been three or even more distinct techniques for superimposing
the ship scene on the background scene . Had this been the case,
theres~~uld be no good basis for selecting which two should be
used for the extreme cases needed in the screening design.
Occasionally, even with quantitative factors , a design for
handling a three level factor might be needed . There are
times , for example , when a factor is not for all practical
purposes continuous , and an investigator might wish to treat
it as qualitative. More important are those factors that may
show a total reversal in performance level over its range ,
sometimes referred to as a U-shaped performance curve . In that
case , an investigator might wish to include a third level
during the screening process rather than try to guess where
the bend occurs in order to set one of the two levels at that
point of maximum effect. How hen might a three or four level
factor be included in the conventional 2~~~P fractional factor-
ial used as a screening design?

One might make the three lc-~’el factor completely orthog-
onal to the other factors in the~ screening design. That would : 1
mean that the fractional factcc’ie ’1 would be repeated three H
times, once each combined with a different level. While
this is a clean approach , it mi ght prove to be uneconomical.
It would be more so if there were four conditions in the
qualitative factor.

There already exist mixed l evel 2m 3i~ and 2m4n fractional
• designs that have been published . However , these are usually

limited to Resolution V fractional factorials which would be
too costly to use for screening purposes.

Still a third technique is to modify the screening design
to include a three (or four) level factor . This can be done
economically by apply ing the Princi ple of Proportional
Frequencies to the 2k P design. This principle states that
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a necessary and sufficient condition that the main
effects estimates of two factors will be uncorrelated is
that the levels of one factor occur with each of the levels
of the other factor with proportional frequencies.” Further-
more , it also states that “ . . . for main effects to be
orthogonal to two factor interaction effects , each combination
of the levels of two factors must occur with the levels of
another main effect with proportiona l frequencies. ”

Employing this principle , Addelman (1963 , p. 60) shows
how three two-level factors can be replaced by one four-level
factor . Then he shows how a four level factor can be collapsed
to form a three level factor , employing the same principle.
Neither method is difficult to understand nor to do and so the
details will not be repeated here. Because three of the two-
level factors in the screening design must be sacrificed to
include a three or a four level factor in the new design , the
number of factors that can be screened in this modified design
is reduced. There are times , therefore , when the size of the
screening design would have to be increased to handle thc
desired number of factors.

If trend robust screening designs are used , the thrE’e or
four level factors will not be as robust to trends as the
individual original factors. Some combinations , however , ai~
better than others and must be discovered for each design .

34 
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GEC U I UN ~~
‘

APPLYING ECoNOMICA L MULTJFACTOR DESIGNS TO

- 

AWAVS PERFORMANCE EX }-EtIMT-:N’l —- AN EXAMPLE

i n this section a fictitious example will be used to show
how economical multifactor desi- ’1ri s might be applied to an AWAVS
per forinance experiment.

To reach this phase of the c- ~earch program , it is assumed
that the equipment has been Luilt and debugged , both experi-
menters and pilot subjects have been properly and adequately
briefed , the list of candidate factors has been chosen by
experts after an informed analysis , appropriate performance
measures have been selected , and the hardware and software
required to obtain and analyze t he  information , either on—line
or shortly thereafter , have been checked out . It is also
assumed that this behavioral study is a dedicated one , that is,
all who are involved with it have set as a primary goal the
collection of information that will be of practical and
enduring value .

EXPERIMENTAL OBJECTIVES

The experiment will have two primary objectives: one , to
determine which oL a large list of candidate factors supplied
by experts have non-trivial effects on pilot performance for
the specific task in the simulator; two , to obtain a response
surface that describes tiie relationship between pilot perfor-
mance and the simulator parameters for the specific task.

EXPERIMENTAL FACTORS

A list of candidate factors proposed for the first major
AWAVS experiment on daytime carrier landing include the
following: nine simulator factors , three task difficulty
(environment) factors, and one pilot experience factor. These
are listed on page 29 of this report.

Each factor will be studied initially at two levels, or
two conditions . The levels would be set at practical limits
of the operational space . The two conditions might be each of
two alternatives , selected to represent the maximum range of
diffic ulty, or they might be the presence and absence of some

• simulator characteristic. Subsequently other levels could be
added ii they exist and if the addition is warranted from an
interpretation of the data already collected.

EXPERIMENTAL SUBJECTS

Pilots already capable of flying the simulator with minimum
training would be employed in the first experiment. This is a
performance study, not a transfer of. training study . Two groups
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with distinct skill/experience levels would be used . One would
have practically no carrier landi ng experience ; the other would
have had considerable carrier landing experience .

EXPERIMENTAL PLAN AND PROCEDURE

The first step of -the program is to identify which are the
critical factors in the long candidate list. The strategy here
is to avoid wasting time and effort collecting data about
factors that have incidental or no effect on the particular
task . Factors are included in the candidate list because they
are believed to play a role in the general problem class ; but
only the experiment can determine to what extent each plays a
role for the specific task under investigation . By quickly
and inexpensively eliminating the factors of little practical
importance , we can get on with the business of understanding
the effects of the critical factors.

The identification process can best be achieved through
the use of a “screening ” design (Simon , 1975, 1977a, l977b) .
There are several types of screening plans that might be selec-
ted depending on the availability of subjects and whether we
intend to test each subject on-all experimental conditions or
not. It is impossible to discuss here all of the alternatives
that must be considered by the experimenter and the nuances
involved in selecting one or the other . There is no cookbook
approach ; the experimenter must be knowledgeable about what to
consider , the alternatives available , and the consequences of
each decision . We will , by way of illustration , select a
particular design that would permit us to test a pilot on all
experimental conditions without concern for the more common
trend effects -- linear , quadratic , and cubic -- that might
bias the effects of interest. If skilled pilots are used and
precautions taken to minimize trial—to-trial carry-over
e f f e c t s, as an initial effort , such a study can provide an
immed iate overview of the problem and provide clues as to what
the next step should be*.

The data collection plan would be a Resolution IV design
of the form shown in Table 4 that is capable of estimating the
main effects of up to 16 factors independently of two factor
interactions by testing performance on 32 experimental condi-
tions. The special feature of this particular screening plan

• is that the experimental effects , e.g., of the simulator and
the task difficulty factors , will. he minimally biased if there

*
An alterna te approach would be to run a different subject

on each experimental condition (i.e., equipment configuration) .
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are linear , quadratic , or cub ic trend effects (e.q., subject
learning , equipment dri f t)  running through the data. This
particular Resolution IV screening design is said to be robust ,
or resistant , to trends ( Simon , 1977a)

Pilot experience may be treated as any other factor and
includ ed within t~ e experimental design , or as in this example ,
may be introduced as an additional factor , outside of and
orthogonal to the design. The decision to include an experi-
mental factor within or outside the design -— for example , task
difficulty factors might also be added outside the screening
design -— depends on logistical cons iderations balanced against
economy and information quality. In our example , we will keep
the twelve factors within the screening design and pilot exper-
ience outside it. Thus , in this example , each pilot used will
be tested on all 32 conditions , and at least one high and one
low experience oilot would be studied .

Before continuing with the description of the experiment ,
let us examine the characteristics of this particular 2l2j~

7
screening design (see Table 4). There are 32 different
ex~ erimenta1 conditions purposely selected out of a possible
21~ = 4096 in the complete factorial. Each row of the experi—
mental  des ign represents a different experimental condition.
The plus or minus sign in the column under each factor (main
effects only) shows which of the two levels the experimenter
would use when setting up each condition . Conditions are to
be run in the order shown .

The considerations involved in handling multiple perfor-
mance measures , the dependent variables , are much too compli-
cated to discuss here . Therefore , for this example , we will
assume that a decision has been made and for each condition a
single or composite performance score has been obtained . The
experimental conditions are selected so that we base our

r estimate of the mean of each condition of each factor on 32
observations. We can estimate the main effect of each factor
independently of one another and of any two factor interaction .
Each mean , however , will be aliased with a string of three
factor interactions. The effects of still higher-order
interactions are also aliased with these effects but can be
ignored since the probability that they would have any
practical effect is negligible. Since the design is capable
of handling up to 16 factors and we will use only twelve
columns , the design erovides some information regarding
strings of three factor interactions not aliased with main
effects. The effects of strings of two factor interactions
with eight or fewer different interactions per string can be
estimated independently of one another and of the main and
three factor interaction effects . This data provides clues
regarding the presence of critical two factor interactions.
In the screening phase , knowledge of interactions is only
important if it affects the selection or elimination of a
factor .

L _ _ _ _ _  
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A prime feature of thi,s d e s i g n  is the order in which the
experimental conditions are presented to the subject for )
testinq. They are ordered in the cle i~1iqn so that when the
data is collected , no main ef fe ct w ill be biased by any linear
or q u a d r a t i c  trend r u n n i n g  throuqh the data and only two
would be affected trivially (1 ur 2 percent)by a cubic trend.
The actual values are shown below the experimental design in
Table 4. This is an important advantage when a single subject
is tested serially. The resistance to trend occurs with this
design without having to reduce the c:conomy of the design by
adding more conditions or counterbalancing the ones that are
used .

I changin g the level of a f actor is d i f f i c u lt  or time
consuming, then the proposed experimental design per se is
cumbersome . In the AWAVS experiment , changing the circuit
boards for the MTF of the carrier image may become very time
consuming since the equipment mus t be turned of f  during the
change and then warmed up af te r it has been turned on again;
delay can disrupt  a subjec t ’s rapport. Several methods are
available to handle this situation . One , the particular factor
could be pulled outside the design and changed only a few
times while the remaining factors are nested within it. Two,
the des ign sziown in Table 4 can be modified in a way that
will reduce the number of changes required. In making this
modif ica tion, however , the degree to which the design is resis-
tint t-o trend s is d iminished  s l i g h t ly (Simon , l977a)  . Three,
the best method , when feasible , is always to modify the
equipment to simplify changing conditions . While possibly
initially costly , for any extended research program, it can be
justified by the savings in time and the improvement in data
quality.

~~~~~y~ 4s of the F i r s t  Set of Data

• Once the performances at the 32 data points have been
measured for a single pilot , whatever his experience level,
the data can be analyzed . This analysis is extremely simple,
consisting of finding the mean difference between high (+)
and low (-) conditions in each column . This can be expedited
by using Yates ’ algorithm (Simon , 1977a).

The results of such an analysis is illustrated (using
fictitious data*) in Table 5. In this example the twelve

*
The numbers were taken from an actual experiment , so they

do reflect what can be expected from a real experiment. 1-low-
ever , the context in which they appear has been modified to
fit the example.

%
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TABLE 5. ANALYSIS 01- F ICTITIOUS AWAVS DA~1A F ROM DESIGN IN TABLE 4.

1 2 3
cumulative

Mr-an Eta Proportion
Rank D i f f erence Squa red of Variance

(largest 1st) Source (Effect) (r1~ ) Accounted For

31 E ~3~ L~) .2662 .2662
30 A .~ 42 2  .1384 .4046
29 G .2266 .1212 .5258
28 (AF:v ,. .)* — . 2 2 6 6  .1212 .6470
27 F .1797 .0762 .7232
26 K .1172 .0324 .7556
25 AF ,BC,DL ,G!1,IJ .1172 .0324 .7880
24 D .1016 .0244 .8124
23 AJ ,CE ,FI ,UK — .1016 .0244 .8368
22 AK ,DE ,GI,1!J — .1016 .0244 .8612
21 EL,FK,GJ ,HI .1016 .0244 .8856
20 AI ,BE ,FJ ,GK — .1016 .0244 .9100
19 I .0859 .0174 .9274
18 BK,DI,EG ,JL .0703 .0116 .9390
17 AE ,B1,CJ ,DK — .0703 .0116 .9506
16 (ABK ,.. .) *  — .0547 .0070 .9576
15 II .0547 .0070 .9646
14 (AEL ,...)* — .0547 .0070 .9716
13 AB ,CF ,DG ,EI,HL .0391 .0036 .9752
12 AC ,HF,DII ,EJ ,GL .0391 .0036 .9788
11 AH,BL,CD,FG,JK — .0391 .0036 .9824
10 — .0234 .0013 .9837
9 j  .0234 .0013 .9850
8 (AEH ,...)* — .0234 .0013 .9863
7 BJ ,CI,EF,KL — .0234 .0013 .9876
6 AL ,BH ,CG,DF .0234 .0013 .9889
5 CK ,DJ ,EH,IL — .0234 .0013 .9902
4 AD ,BG ,CH,EK ,FL — .0234 .0013 .9915
3 c .0078 .0001 .9916
2 L .0078 .0001 .9917
1 AG , 13D ,CL ,FH , IK .0078 .0001 .9918

*
Represents a string of three—factor interactions

41

4

- 5-— — ~~~— -----—+5--- --- - - -  — 



—-
~~~~~~~~~ -—-5---- - -- 5-,

5

NAVTRAEQU IPCEN 7 7 - C — 0 0 6 5 — l

simulator arid t~isk difficul ty factors were Inc I uded in the
design and the problem of 1e\1( I Iharlqiflq h i s been solved with—
out m o d i F y i n q  the ~esiqn. i— fr w Ill examine the fictitious
results Irom a sin cile uilot Lest ~~-d on all 32 conditions.

The results in Table 5 listed the effects of each source
of variance -- main , two factor arid three factor interaction
strings - —  in order of their magnitude (Col. 1) The proportion
of the total variance contribut .d by each independent source
is shown in Col. 2. The cumulative proportion accounting for
all sources as each succeeding one is included is shown in
Col. -3.

The inves tiga tor must dec ide which sources of variance
are critical. Within some reasonable limits he can probably
state what minimum size effect (difference) he considers to be
of p rac t i ca l  impor tance .  He w i l l  o r d i n a r i l y  have l i t t l e  d i f f i —
c u l t y  e l i m i n a t i n g  those very small effects that would be
considered trivial. lie can also recognize the obviously
critical factors which have very large effects . Therefore , the
major problem for the investigator is to decide which of the
marginal effects are to be considered important. Let us say
for this illustration that a mean difference (an effect) of less
than .10 is probably trivial. That would mean that Factors E,
A , and C are probably critical , while F and K are marginal for
this particular task (and within the limits set by the experi-
ment) and Factor D is right on the line*. If Col. 2 is examined ,
we can see that Factor F accounts for approximately eight percent of
the variance in this experiment and Factor K accounts for three
percent. The other three (E, A , and G)- are markedly higher.
If we examine Col. 3, we see that for main effects only, if Factors
E, A , C , F, K , and D are terms in a first order polynomial, the re—
gre~ cion would account for approximately 66 percent of the total
~ar1ánce.

If the effects of all sources uo to and including Factor D
were included in a regr~~~ ion eqiThtion , we would account for 81percent of the total variance, if all sources up to and includinq
Factor K were included in an ecuatiori which would be essentially
a first order polynomial with an additional term representing a
string of three factor interactions , we would account for 76 percent
of the performance variance in this experiment. The 76 percent re-
presents a multiple correlation of .87, which is respectable since it is

*
There are other considerations that would be involved in

this in terpretation , too detailed to describe here . Once
again , the i nves t i ga to r  cannot  analyze his data mechanically ;

L 

he must understand the process and apply it wisely.
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based on live factors out of twelve originally believed impor-
tant by a gr o u p  of expe r t s , and in 1- i c t , represents  a predict ion
based on all 12 —- for this task , subject type , and within the
limits of the experimental conditions.

~ut we cannot arbitrarily add or dismiss sources of
variance in this way . We could make ourselves “ look good” by
adding more and more , although it would have little meaning
operationally . We need other crit :c-ria to make our selection
at the point the differences approach the trivial level and , the
proportion of variance accounted for  by each new addit ion is
small. Although there were no rep li cat ions  in the design by
which to estimate an error variance (this will be further
discussed later) , we can use order statistics to estimate what
the error variance is and whethe r an observed effect is larger
than one might expect to find by chance.

In Figure 2, a half-norma l plot is shown of all 31 effects --
the mean differences -- of the study . The slant line represents
a normal distribution of a set of effects. All effects located
to the right of this line would the refore be considered larger
than one might expect by chance . it is clear that neither the
effects of D nor K in this study were larger than might have
been expected by chance. The four factors E, A , G , and F,
along with the string of triple interactions, accounted for 72 percent
of the variance , yielding a multi ple correlation of .85 

± 
.10.

The study would be repeated using the pilots with different
amounts of experience . Examinatio n of both sets of results ,
separately and in comb ination , lookinq for patterns and for
marked d ifferences , would be an imoortant part of the analysis.

Having reached this point , an investigator has a number
of choices . If the only purpose of the experiment is to
identify the critical factors , we have come close to it already .
Whether or not Factor 1< or any of those with even smaller
e f f e c t s  would be used at the level (configuration) producing the
highest performance is no longer a decision based on performance .
Since the differences in performance are marginal , costs and
technical considerations become the overriding criteria. In a
program such as AWAVS , other criteria , e.g., transfer effec-
tiveness , can also determine which configuration would be used .

The first objective of this experiment has still not been
met until we have answered a few more questions. One of them
is: What interaction(s) within the string showing the large
composite effect actually accounted for that effect? It is
possible that that interaction might include a factor that was
not one of the four selected as critical. In other words, before
we can be sure we have not omitted a critical factor , we should
collect some additional data to see which one of the triple
interactions in the string (listed in Table 6 ) was responsible
for the large effect.
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TABLE 6. THRF1~ r~
(~~(P 1NT F-~RACTIONS IN THE

CRITICAL ~~hl~ U i~
.J TAI3LE 5

ABJ Ad AEF BCE CEF
CGK DGJ Dlii EIJ

If we wish to isolate the effect.s of each of these inter-
actions from one another , we unui -l have to collect performance
data at a minimum of ten new ce:,- d i n a t e s , although for the
sake of balance , 16 would p r r ~bab1y be used . However , we can
make some preliminary guesses that mlqht. reduce the e f f o r t .
For example , if we onl~T consi dered the interactions that were
composed of some of the four fax’ ~ors tha t  we knew were
critical , we would only have to  i t~o~ ate

AEF .

This is also the one identified i f  we were to consider those
containing all factors in the upper half of the plot. In this
way , if we f ind it does account  fo r  most of the observed e f f e c t
in that string, we ’d not have to collect any more data . In
theory , we could estimate the effecL: of the AEF interaction in
the same way we estimated the effect of Factor A , by finding
two conditions , one of which represents the + condition of
Interaction AEF and one which represents the - condition of AEF .
Obviously , conditions aef and (1) would serve these requirements.
Also abef and b , acef and c , abcdcf and bca , and so for th .
Several of these might  be used to increase the reliability of
the estimate .

If the magnitude of the AFF effect did not correspond
with that found in the study --  and one must allow some leeway
for differences in the data collection process -- then one must
look further and begin to susu -ct that the critical interaction
is a disordinal one . In this example , however , it would be
highly unlikely that this were ;:}~e case , but if it werenecessary to isolate the remaining sources , a balanced plan
(see Simon, 1973 , pp 120—123) might be employed .

The chances are good that L~~is quick approach will work
since most interactions found i n  -the behavioral sciences are of
the ordinal type . In tha t case , t he large interactions would
be associated with the large ci [ects and can be eliminated by
rescaling the dependent variahic . The less f r equen t  disordinal
type of interaction is the more iportunt one , with which the
interaction may be lar ge wh ile t I e  m a i n  effects making up
those interactions might appear trivial. Since these interac-
t ions cannot be e l i m i n at c l i  I~ some trsnsformation of the data,
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they are sometimes referred to as “intrinsic ” interactions . If
we wish to be certain that  we have found all critical main
effects , we must be certain we have detected any that contrib—
ute to disordinal interactions .

In th is  example , no s t r ings  of two factor interactions
were found to have c r i t i c a l  e f f e c t s , although the one set
( loca ted  in r a n k  between Factors }~ dnd D)  m igh t  be a possible
candidate. Ordinarily, there is a greater chance of having a
critical two factor effect than a three factor effect. It is
interesting to note that although this string did not show a
large e f fect , interaction AF was in the string . With Factors
A and F and interaction AEF all large , it is not surprising that
the string with AF was also large ; however , inspection of the
half-normal plot (Figure 2) suggests that an effect of this
magnitude would probably have occurred by chance. Whether in
fac t it did account for the proportion of variance shown in
the string would have to be tested by the addition of new
experimental conditions as was done in the case of the three
factor interaction .

There is one point that should be remembered in regard to
strings of interactions : it is possible for two large effects
to cancel one another. While the chances are not necessarily
high , the investigator must be alert for that possibility . The
analysis that should precede an experimental effort will often
supply the investigator with the cues necessary to anticipate
this situation .

At this point in the investigation , we should have identi-
fied all of the critical factors out of the candidate group ,
including those that might have been hidden within a disordinal
interaction . The cost of such an effort , to study 12 equipment
arid environment factors plus pilot experience in the manner
proposed , would be the costs of collecting data on 2 x 32 = 64
observations , plus possibly an additional twenty or so
observations. Had we decided to make the subject
factor a par t of the Resolut ion IV design , then the study
might have been concluded with as few as 50 observations.
Certainly this is sufficient to obtain the information of any
practical importance .

About the only weakness at this point is in the assumption
that two experience levels are sufficient to classify the pilots,
and that all pilots within these two groups would in fact be
homogeneous . If they are , theta our experiment , insofar as
objective one is concerned , is complete . If they are not, it
is not the design that is at fault , but the original planning ,
for the intent is to identify all critical factors including
pilot characteristics that might influence simulator design.
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More pilots may have to be run in the latter case , but not in
a haphazard manner. lde nti Lic~t t ion of the other pilot dimen-
sions becomes a crucial issue , ~~‘PIewiI~it i -hl ique to the
original objective but one which could influence the interpreta-
tion of the results . In practice , it is highly unlikely that
only one pilot of each type Would have been run ; still it is
important that when more are included , it is because we wish to
extract more information , not t’~:t we just wish to be redundant.

Obtaining_ a Response Surface

A response surface is ruerel’: a -cpresentation of the
multidimensional functions relating performance to the critical
experimental factors. It is frequently represented by a
polynomial equation derived from the experimental data . While
an eq uation can be wri t- ten whether the factors are qualitative
or quanti t a tive , continuous or discrete , the concept of a
response surface implies tha t  the variables involved can be
descr ibed along a co ntinuum.

In the primary AWAVS study , as it has been planned , most
of the factors are either qualitative or dichotomous and
discrete quantitative factors , and as such , do not need to be
represented by a response surface . For all practical purposes ,
the experiment would stop when all the critical factors had
been identified and the best configuration identified . However ,
for purposes of illustration , we shall continue this section
using the AWAV example to illustrate the steps involved if we L
wished to approximate the best fit of a response surface were
the variables of the appropriate type .

The data from the screening design can be used to write
an equation containing only linear terms :

Y = .543 + .16 8 E + .121 A + .11 3 G + .090 F — .113 AEF

with each coefficient equal to one-half the mean difference for
the correspond ing ef fec t. The interaction AEF is a linear
interaction , i.e., linear A x linear E x linear F. Before final
acceptance , the res iduals f rom this equation should be analyzed
(Daniel , 1976)

If an investigator plans to develop a response surface ,
he should include center points in his exporimental design
during the screening phase . These center points are at co-
ordinates (0, 0, 0, . . .0, 0) in the center of the incomplete
hypercube defined by the 212-7 fractional factorial. Several
measures at the center wou~~ he taken , preferably at equal
intervals along the 32 condition run . Since we will continue
this example and assume that the 12 factors were in fact
cT~ antitative and continuous , we w i l l  have already included
center point moa~~lrPmentS of performance at the beginning and
en-i of the 32 condition run and after the 8th , 16th , and 24th
condi t ions , making a total of ftv - cen~ er points in all.
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A t t h i s  p o i n t  , we do not ke~~ - - w h e t h e r  the linear equation
shown above adequately represeuL~-; the t rue  response su r f ace .
It is not uncommon to f ind  the ~-el.~t ionsh ip  between performance
and factors in behavioral studies Lo be non-linear . The
center point data provides us with an opportunity to test to
see whether there is curvilinearity in the response surface ,
tot if all dimensions were collapsed onto a single dimension ,
we would have measures at three levels of each factor , enough
to test to see if a quadratic rel~t L i o n s h i p  would be t te r  describe
the data . If a Lack of Fit Test c~ vL- rils that the linear
equation is not adequa te , then the  i n v e s t i g a t o r  must be prepared
to collect more data .

His  f i r s t  goal is to collect, enough data to write a second .
~~

degree polynomial , which would L n c iu d e  a l l  c r i t i ca l  main
e f f e c t s, all critical two factor interactions , and all critical
q u a d r a t i c  terms . Tn th is  s tudy , we have already determined
tha t  l inear  two factor interactions have probably  only t r iv ia l
e f f e c t s  and t h a t  t he re  is one impor t an t  l inear t r iple  inter-
ac tion and so in  t h at  regard , we ‘Ire ahead of the game . Still
we wi l l  wan t  to add some points  to estimate the quadratic
terms . One data collection plan for this purpose is called a
“central—composite ’ design (Simon , 1970b , 1973 , 1976a , l977a ,b)

The classic central—composite design is composed of a 2~~~Reso lu t ion  V f a c t o r i a l  hypercub e , a 2k star portion , and some
cen te r  points , where  k equals  t u e  number of factors and p is
the f r a c t i o n  of the  complete fu e t o ii a l  needed to s a t i s f y  the
requi rements  of a R e s o l u t i o n  V d e s i g n .  Wi th that  design all
main effects and all two tactor in ’eractions would be isolated
from one another. The screeninq (k-sign , already completed ,
provided us with a 2 -~-~~

-
~ Reso 1u t i ~~iu rv design in which all

main e f f e c t s  were e s t i m at ed  I J ;I -~~) c u I d ( n t l y  of one another and of
the two factor inte ractions , b u t  w i t h i n  sets of independent
strings , two factor interactions w r €  still aliased with one
a n o t h e r .  O r d i n a r i l y  the  i n v e s t iga tor m i g h t  collect more data
to make the Resolut ion  IV desi gn a Reso lu t i on  V design , or he
may find another solution that does not require more data.
There is such a solution in this example .

From the results of the screening study , it had been
concluded that only four factors were critical. If we were to
drop all letters representing the non-critical factors from a
comple Led desi gn in which all aliased two factor interactions
are shown , i . e . ,  TabL~ V, we would find that the original
2I2~~ Resolution TV desi gn becomes , for  al l  prac t ica l  purposes ,
a Resolution vt- design. Had the three factor interactions in
the strings been liste-l , it would have been seen that effects
of a complete 21 factorial are est imated since all other
effects were judqed trivial. Note that the six possible two
factor interaction terms for the four critical factors are all
e s t i m a t e d  independ~-nt 1y  of one another at ranks 25 (AF) , 18
(p;q ) , 17 (AF : ) , 11 (I . ’C) , 7 (EF ) , and 1 ( A G ) . The effects of these
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in this experiment were judged Le UL iiucorusequer itial. There-
fore , al though no more date has k:-en (:011 ected , we have, for
all  p r a c t i c a l  purposes , the h e s o lu t i u n  V design required for
the fractional hypercube portion of the central—composite
design .

In fact , if as a precaution in writing the response surface ,
the investigator pr ef e r red to incluee ~actor K in the equation ,
albeit marg inal , the existine data is s-till sufficient to esti-
mate the ten two-factor interactions for these five factors ,
all independent of one another. The additional two factor
interactions can be found at ranks 22 (id: ) , 21 ( F K )  , 2(1 (GK)
and 4 (EK). The remaining variances at ranks 24, 23, 19, 16,
15 , 14 13, 12 , 10 , 9 , 8, 6, 5, ~~~, and ~ would be combined tomake up the “error ” variance * .

If  we perform a Lack of Fit test -- using the center points
for this purpose —— and find that a test of the linear fit is
poor , then data should be col lected at the “star ” points to
estimate the coefficients ot th e  hu a d r a t i c  terms for the five
factors. These points are locatecI at coordinates (±ct , 0,0,0,0,) ,
(0, 

±~~ 
, 0,0,0,) (0,0,0,0, ±a). The value of a depends on

other features of the design , and a discussion of how it is
selected is too involved for this paper. The central-composite
desiyn requires that the number of s tar points equal two times
the number of factors in the experiment. Therefore , if the
investigator decides to keep the f ive  factors , he must collect
data  at a minimum of 2 x 5 10 addi t iona l  points . When the
star points are combined wi th  the points  of the f rac t ional
hypercube and the center points in the screening design, five
measurements will have been made along t~e scale for each
factor . While this does not produce a 5 factorial design , the
points are located so that estimates of the quadratic terms
can be obtain ’~—~.

Sinc . - - :  presumably had iden tified all critical two and
three fact.. r i’iteractions during the screening phase by col-
lecting data at a total of 32 ( c u b e )  p lus  5 (center) plus 10
(star) equals 47 experimental conditions , we have approximated
the response surface for a five factor space . However , it
should be remembered that we began with a 12 factor space of
which only the five had critical effects in the particular task.
If the 12 factors originally selec ted by the experts were in
fact the most likely candidates influencing performance on the
task under investigation , then this laboratory—derived equation
of the only truly critical five out of 12 factors should be

*
Actually these contained the  higher-interaction terms

required to complete the 2~ factoiial --- all shown to be
negligible.
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expected to predict performance under operational conditions
quite well. A different response surface would be derived in
the same way for each pilot experience level investigated .

VERIFICATION AND FIDUCIAL LIMITS

Once an adequate equation has been derived , depending on
the time and resources available , the investigator may wish to
do two things : 1) to establish confidence limits , and 2) to
verify the equation . The first might be done by replicating
the exis ting design at select points -- a partial replication .
The second might be done by selecting combinations of factors
where no previous data had been taken to see if the equation
would predict the results within acceptable confidence limits .
The real test for verifying the equation would be to collect
data under field conditions to determine how closely the equa-
tion would predict it. Unmentioned in the above discussion ,
but critical in any holistic approach to a problem , is the
handl ing  of uncontrollable variables. If they can ’t be
manipula ted , then they should be measured and their effects
isolated from the other data through some covariance analysis.
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SECTION V I

)liA~ I—TRANS Fi-~R I ’X~~1~R I M E N T S

There has actually been very little research seeking funda-
mental princi ples of t r a n s f e r  for  the pi lot  t r a i n i ng  s i tua t ion.
Many s tud ies  have been conducted for  the purpose of evaluating
e x i s t i n g  devices and as such do not  provide the informat ion
needed to optimize desi gn. Some studies performed with the
in tended purpose of answering fundamental questions have been
so narrow in their context that it would be foolhardy to
generalize beyond the conditions of the particular experiment.
Extrapolations from the results of classical transfer of
training studies -- of ten  on verbal mate r ia l  or oversimplified
perceptual-motor tasks -- cannot be made with confidence , at
leas t insofar as reconunendations regarding specific design
decisions are concerned. It is therefore desirable to pursue
studies in the context of pilot training simulators such as
AWAVS that seek principles of transfer of training . For this
purpose , quasi-transfer experiments can be considered as an
economical but effective approach to use.

A “quasi-transfer ” experiment for the AWAVS program is
defined as one in which performance is never measured under
real istic , i.e., non-simulation , conditions . For pilot training
this means that the experiment would include no post-training
periods in which performance would be measured in the aircraft.
Instead , an alternate simulation configuration would be used
to represent the flight conditions.

This artificiality makes it necessary to interpret experi-
mental results with caution . They may be used to understand
the transfer of training process , but should not be the basis -—
without considerab le experience and support data —— for

• evaluating the transfer of training qualities of the AWAVS
simulator. Whatever differences exist between the simulator
configuration representing the aircraft and the actual aircraft
-- differences that may not be evident to the investigator --

could seriously distort interpretations regarding transfer from
the simulation experiment to the specific aircraft. These
considerations , however , should not discourage use of a simulator
to unders tand condi t ions  af fec ting transfer of training in
general. In essence , we would use the quas i - t rans fe r  experiment
to discover what tr ansfer of a particular nature , quant i ty , and
direction (-i.e. , positive or negative) would be effected by
specific simulator characteristics. Understanding these things
in depth would facilitate our ability to make better design
decisions in future simulation efforts , and help us to plan and
conduct real transfer studies.
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FIDELITY

No sinqie unproven princ ip l -  dominates the design of
pilot training simulators more than the “ f i d e l i t y  p r inc ip le .”
This principle implies that :

Transfe r of t r a i n i n g  f rom s imula tor  to
a i r c r a f t  is a p o s i t i v e  f u n c t i o n  of the
degree to which  the s i m u l a t o r  f a i t h f u l l y
reflects the characteristics of the
a i r c r a f t .

In F i g u re s  3A through 3C , graphic  representa t ions  of this
pr inc ip l e  along w i t h  cost cons ide ra t ions  have been reproduced
f rom severa l  repor t s  on this  top ic (Rr o n , l97~~; Roscoe , 1 9 7 5) .
That “fidelity ” has never been adequately defined has not
deterred the use of this principle which has its roots in
classica l psychology studies of transfer. For some , fidelity
implies physical realism ; for others it suggests that psychol—
oqic~il :-; in~iIar ity is probably more important. On the other
hand , ~-;eu uO such as Caro (1973) believe that how the simulator
i~ useui is more important for optimizing transfer than the
degrc~- ol simulation realism.

~v idence tha t  realism is impor tant  is a t t r i b u t ed f rom
applientions of simulator training, as employed by the commercial
airlines to t r a i n  and upgrade pilot skills. There have also
been component studies (often under simplified conditions) that
purport to demonstrate the validity of the principle. Other
component s tudies p u r p o r t  to demonstrate that the principle does
not hold . However va l id  the f i d e l i t y  principle may be , costs
and s t a t e -o f - t he - a r t  of simulation place considerable pressure
on those who desi gn the s imula tors  to move as far away from a
f a i t h f u l  reproduct ion  of r e a l i t y  as is compatible wi th  e f fec t ive
t r a i n i ng . In s p i t e  of large outlays of money for research , no
experiment to date has provided definitive answers nor has been
sufficient to spec i f y those conditions under which fidelity is
required nor to aimensionalize fidelity into its composite
par ts and demonst :rate the conditions under which each component
is important to transfer.

D i men si on a l i z i ng  the Si tuation

Before the fidelity problem can be attacked properly, the
s ituation in which f idelity is to be examined must be more
thoroughly dimensionalized than it has been in the past. While
most of these characteristics have been recognized in dis-
cussions of fidelity , few investigators seem to see the need to
specify the part of t in- multidimensional space which their
experiment is intended to illuminate . Human behavior is
situation specific . r

~o discuss “ f i de l i t y, ” we must discuss it
in the context of a situation . Dimensions of an AWAVS situation
include :
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Figure 3. Theoretical Relationships Between Transfer ,
Simulation Fidelity and Costs

53

4 — .- - - --—~~~ —— —. -- --— -—-  —— --—5— - - 

- _ __ i _ _~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



F..” — 
— _

~~~~~~
i_ 

--5— .---~--- 5- 

- _~~~___ ~~~ .

NAVTRAEQUIPCEN 77-C-0065 l

l’ilot skill

Pilot experience

Task complexity

Simulator mission

Simulator complexity (i.e., aircraft simulated)

Simulator component (e.g., visual system)

Other critical considerations include :

Training curriculae

Instructor skill
Perfo rmance criteria

Dimensional izinq I ’idel  i t y

Simulation f idelity has generally been evaluated in terms of
k~ own s in J la r i t i’~~ between phys ica l  systems or on the basis of pilot
ju d —j m e n t .  There have  been proposals wherein performance equiva-
lence on a simulator and aircraft would be interpreted as
perceptual equivalence , implying a measure of effective fidelity .
But these approaches have two weaknesses : 1) they presume that
fidelity is a single entity and simulator fidelity becomes a
gross measure ; 2) they don ’t answer whether or not faithful
simulation is a necessary feature at all. Certainly there are
recognized examples where a simplification in some case or
increased difficulties in others have been successfully employed
to improve transfer of training . This implies that research in
f i d e l i t y  should break f i d e l i t y  down into meaningful parts and
to ask the more general question : Under what conditions are
the components of fidelity important and under what conditions
are they not in the training context?

Some examples of the more obviously different ways in which
fidelity of tite visua l or motion simulation system can be
dimensionalized are shown in Table 7.

Experiments

Given an appropriate simulctor*, experimental questions
relevant to an understanding of fidelity and its effect on
transfer of traininq can be examined .

*
What an “appropriate ” simulator is will not be defined here.

The answer is probably pragmatic —- it wil l  be appropriate if i t
is available , has the degree of flexibility suitable for research ,
and represents the AWAVS type tasks.
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TABLE 7. EXAMPLES OF DIMENSIONS OF FIDELITY
IN VISUAL AND MOTION SIMULATION SYSTEMS

Type of Fidel4~ y Examples

Visua l system :

Continuous variables Resolution; brightness ,
that may be decreased contrast
or increased

Spatial distortion Size , shape, patterns

Temporal distortion Speed of response ; lag
relative to compatible

Incompleteness motion system

Omission of objects Realism of background content

Omission of detail Sea texture

Skeletal, pictorial
or symbolic

Added information Attention getters; emphasizers
not found in real world

Motion system :

Simplified model Aircraft dynamics; omitted
degrees of motion

Distorted feel Aircraft dynamics; motion
kinaesthetic cues
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I-low do r e d u c t i o n s  in f i d e l i t y  a f f e c t  system t r a n s f e r ?  A
q u a s i - t r a n s f er :  s t u d y  m i g h t  be conduc ted  u s i n g  one s imulator
c o n f i g u ra t i o n  to r ep r e s e n t  the x c i i  wor ld , i . e . ,  the aircraft ,
and all other configurations t I , )  r er r c-sen t  vary inq degrees of
reduced fidelity. I f  p r e l i m i n a r y  s t u d i e s  r e l a t i n g  f i d e l i t y  to
performance were conducted first , an investigator might use
that information i n  p l a n n i n g  this study. Ordinarily the most
soph i s ti : at ed  s i m u l a t o r  c o n f i g u r a t i o n  migh t  be used to repre-
sent the aircraft- - en the o ther  hand , for certain classes of
v ar i al~ies , no particular configuration need be singled out.
Instead the study would be conducted to find out what happens
to t r a n sfe r  when f i d e l i t y  increases  or decreases , when t r ans fe r
is p o s i tiv e  or nega t ive  as a f u n c t i o n  of the psychophysical
c h a r a c t e r i s t i c s  of s imula tor  components .

Exper imenta l  designs described earlier for economically
p e r f o r m i n g  large m ult i f a c t o r  pe r fo rmance  s tudies  might  be
employed in these exper iments. Sub jects would be t ra ined  on
s i m u l a t o r  c o n f i g u r a t i o n s  d i f f e r i n g  i n  their  f i d e l i t y  and sub—
secj uent ly  tested fo r  t r a n s f e r  on ano ther  si m u l a t o r  c o n f i g u r a t i on
r e p r e s e n t i n g  the a i r c r a f t .  In addition to providing a compre—
hens ive  p ic tu re  ot the t r a n s f e r  problem in complex s imulat ion
and task s i t u a t i o n s, these s tudies  would also provide a chance
to exper ience , eva luate , and learn  more about proposed econom-
ical t r a n s f e r  designs prior  tb their  use under “real” conditions.
Some e x p e r i m e n t a l  data collect ion plans , described later in
Sect ion  VI I , could be examined in a q u a s i — t r a n s f e r  study in
order to improve our t r a n s f e r  of training research methodology .

Nove l T r a n s f e r  of T ra in ing  Desi gns

Simon ( 1 9 7 4 )  reviewed a class  of exper imental  designs ,
ca l l ed  “ c h a n g e — o v e r , ” “ c ross—over , ’ “ ca r ry—over , ” or “residual”
des ic jns , t h a t  m i g h t  mal~e the s tudy of transfer principles more
economi~~i l  if they were employed . Unlike the designs used in a
conven t iona l  t r a n s f e r  exper iment , these permit a single subject
to be tested on a number of configurations serially, while
being  able to measure  the res idua l  e f f e c t  carried over from one
c o n f i g u r a t i o n  to the  one t h a t  fo l lows  it. The designs are
capable  of i s o l a t i n g  the d i rec t  e f f e c t  of the conf igura t ion

• being tested on the p a r t i c u l a r  t r i a l  from the residual effect
car ried over -- tr ansferred —- from practice on a different
configuration used on the previous trial.

This class of design lend s itself particularly to quasi—
transf er experiments , where the simulator can be used for all
the confi gurations under investigation. Each configuration will
be preceded and followed by every other configuration , so that
at the end of the experiment , we can determine which configura-
tion has the largest average residual (transfer) effect on the
performance of the configuration that followed it. If there
are interactions between direct and residual effects so that
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the amount of transfer due to one con f igu ration depends on
which particular configuration follows it , then this too can be
analyzed , although the designs for this purpose are more compli-
cated . By having the configurations in the series vary in more
than one dimension , the relationships between simulator
components , fidelity , and transfer may eventually be determined .

Measuring sequential transfer is not completely new to
psycholoc;ists who have included “order” in
designs. In those cases, with only two conditions , A and B, to
be studied , half of the subjects are run on order A to B , and
half on B to A , and the effects evaluated . Ordinarily this has
been done for cleansing rather than for informative reasons.

Change—over designs appear in two basic forms :
one requiring a number of subjects (where direct and residual
effects are balanced across subjects) and the other in which
estimates of residual effects are balanced within the responses
made by a single subject tested serially.

For example , here is a design in which four experimental
configurations that differ in their similarity to one another
along a known dimension (or dimensions) might be used to
determine the amount of transfer that can be attributed to
conditions A , B, C, and D:

Subjects

I II III IV

A B C D

Trial 2 5-4-a D+b A+c C+d

(Period) 3 C+b A+d D+a B+c

4 D+c C+a B+d A+b

The capital letters indicate which experimental condition
(A ,B,C , or 0) is being tested. It’s effect is referred- to as
the “direct” effect. But performance in these serial
presentations may also be affected by “residual” effects
carried over from the previous configuration , as indicated by
the small letters (a,b ,c, and d). Performance as it is
measured on any trial is the composite of both the direct and
residual effect. The direct effects are distributed in the
arrangement of a balanced Latin square with each condition
preceding and following every other condition (vertically)
once and only once , and also appearing once in each column
and each row. Direct and residual effects can be independently
estimated by adding a fifth trial (row) in which the condi-
tions of the fourth row are repeated :

‘3 D+c C+a B+d A+b
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The total variance of this extra period design can be parti-
tioned as follows :

Subjects
T r i a l s  (per iods)
Direct  e f f e c t s
Residual effects
Error

There are several variations on this plan (see Simon , 1974).
[ts major limitation is that it assumes that the residual for
any c o n f i g u r a t i o n  (or condition ) is constant irrespective of
what  c o n f i g u r a t i o n  fol lows i t .  For the most part , these
desiqns are not used factoria1l’~’, that is , the four conditions
ordinaril y do not represent a 2 set of conditions , although
there is no reason why they cannot.

Other designs are available when direct and residual
effects are assumed to interact. However , these designs have
never really been optimized , have seldom been used , and
ordinarily increase the amount of data collection required .
If we ser iously wish to develop new economical methods of study-
ing transfer , this class of design should not be overlooked .

A different type of design , referred to as a serially
balanced seqqence design , can be used with a single subject
tested repeatedly on all experimental conditions. One examp le
for  four  condi t ions  i s :

B ; B C A D ;  D C B A ;  A B D C ;  C A D S ;
B 0 A C; C D B A ; A B C D; 0 A C B

Block effects , direct effects , residua l effects , and error can
be estimated with designs of this type although their effects
are not always orthogonal. Sequences are usually balanced
against direct and residual interaction effects although in
the past these interactions have not been isolated . Both
seriall y balanced and carry-over designs can be adapted to
measure not only first residual , but second residual effects
that occur two trials after the direct effects were introduced .

Where the effort can be made at relatively low costs, an
attempt should be made to employ this class of design if for
no other reason than to establish its value for the experimental
study of transfer and simulator fidelity. If effective , it can
represent a less expensive means of learning something quickly
about transfer . It is apparent that these designs lend them—
selves to only certain problems , particularly where training to
use the simulator has taken place prior to the experiment and
suffices for all configurations. For designs in which the
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residual effects are assumed to be additive to each direct
ef fect , we would hope to find out which configuration is likely
to resu l t  i n the highest overall effect being carried over to
the configurations that follow . The assumption is made that on
a relative basis this would hold true were the real aircraft
involved . On the other hand , if designs are used in which
direct-by—residual interaction effects can be isolated , we may
discover more fundamental relationships about fidelity and
transfer. The only way to evaluate their effectiveness is to
try them .

AWAVS AS A CRITERION DEVIC E

Although implementation is still a future consideration ,
planning might begin at this t ime regarding the use of AWAVS
as a criterion device for transfer of training research . This
means that a particular configuration of AWAVS , rather than an
actual aircraft , would be used to evaluate transfer in pilot
training studies. This approach is differentiated from that
found in the “quasi-transfer ” studies proposed earlier by the
addition of an c”inirical data collection effort to effectively
equate a simulator configuration to the aircraft. Only after
an AWAVS configuration is so equated can experimental data
with the simulator substituted for the aircraft be interpreted
with confidence . One method of achieving this equivalence
has been proposed by Matheny (1974). Some effort now might be
devoted to a study to discover if such programs have ever been
implemented (and if so, their current status) , and whether
they might be improved upon , particularly in regard to simpli-
fication and economy .
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SECTION VII

ECONOMICAL DATA COLLECTIuN PLANS FOR TRANSFER
OF T R A I N I N G  STUDIES FOR THE AWAVS PROGRAM

If the multi factor approach  is to be applied to transfer
of t r a in in q  research ( a ;  opposed to per fo rmance  research)  then
i t  is necessary to f i n d  even more economical data collection
plans that are s u i t a b l e  fo r  this class of problem . The cost
of data collection is intensified in a transfer of training
study over that found in a performance study because each ex-
perimental condition is first associat:ed with an extensive
training period in the simulator and later tested in flight in
the aircraft. Some ways of reducing this burden are suggested here.
it should be noted , howeve r , that these ideas are still in a
conceptual  stage , r e q u i r i n g  emp i r i c a l  exper ience to test them
and t u r n  them in to  working p lans , or to u l t ima te ly discard them .

Two basic approaches ar e proposed for  econoi1xically discover-
ing simulator configurations on which  t r a n s f e r  e f fec t iveness
should be high. These are :

a. One in which a complete and thorough multifactor study
of simulator factors is conducted using pilots skilled
enough to fly the simulator without extensive training .
This would be followed by a second , smaller and more
limited transfer of training study using a second
group of pilots with varying degrees of experience on
the particular task , who will be given simulator
training before performing in the aircraft. The per-
formance measures from the first study would be
related mathematically to the transfer occurring in
the second study . The intent is to find an equation
that will enable us to predict and safely extrapolate
from the data least expensive to collect.

b. The other in which a transfer of training study is
conducted (without a preliminary performance experiment)
using economical niultifactor data collection plans
for the simulator training phase with equal or fewer
conditions tested later in the flight phase. Economy
is effected through the use of sequential data collec—
tion strategies and the reduction of in—aircraft tests.

In bo th approaches , the data collection effort is reduced
(and economy is effected) as the costs in time , money , and
difficulty of each phase -- performance , training , or flight --
increases. A fundamental assump tion in the proposed approaches
is that a poor model of a relatively complete multifactor study
will give more accurate and useful ~rediction data than abetter model of a severely limi ted part of the overall space.
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A number of specific p lan ; ~.-;s~)~-iated with each approach
can be conceptualized as shown in Table 8. They obviously vary
in cost and probably effecttve:~~s~;. Which one would be used
depends upon the circum stances at Lhe time , i.e., the available
resources (men and equipment) , ~ i nie , and above all the dedication
of those involved to the research effort.

PERFORMANCE TO TRANSFER APPROACh (I)

These approaches all use th~ i:csulL~ of a complete multifac-
tot performance study to select or otL~ ;;wise minimize the number
of conditions that need be included in a tiansfer of training
study .

Selected Configurations (P l an  i-A)

A complete multifactor per fo rmance experiment would be
performe d f irst in the simul~~to~~. PTThts would be used who were
s u f f i c ien t ly skilled to minimize an extensive training period
in order to f l y  the s i m u l a t o r .  Thay would , however , fall into
at least two groups with high and low experience in making
carrier landings (or whatever the experimental task may be)
Two or more levels of task difficulty would also be included.
Multifactor systematic screening desi gns in the paradigm proposed
by Simon (l971 ’t would be used for this study to make the data
collection as economical as possible. Multiple performance
measures (i.e., dependent variables) relevant to the task which
could also be measured in the aircraft would be used. Additional
measures might also be taken .

Next , a classic transfer of training experiment would be
performed independently of the performance study . New pilots
would be selected , with minimum carrier landing experience ,
but with one group being high skill pilots and another being low
skill pilots. They would all be t r a ined  f i rs t  in the simulator
and later tested in the aircraft in flight.

The particular configurations to be u~ ’d in the transfer
experiment would be based on a study of the results of the
performance experiment. For Plan 1—A no other use of the
performance data (as it relates to the transfer study) is planned.
The purpose of this approach is to limit the number of configu-
rations to be used in the transfer of training study to only the
most interesting . The exact number depends on the resources ,
the information desired , and any formal requirements of the
experimental design.

Criteria for selecting particular configurations might
include :

a. Performance level achieved.  Configurations on which
high , low, and medium pe r fo rmance  levels were achieved
might be selected to see to what  extent  transfer effec-
tiveness correlates with performance effectiveness.
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b. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ Uow much do simulator
configurations on which performance levels are prac-
tically the same hut which differ considerably in
production costs differ in transfer effectiveness?
Is an increase in transf er ac tually cost effective
from an engineering point of view?

c. E
~~~~

neerina state-of-the--art advantages. Some config-
ura t i ons  produce r e a s o n a b l y  adequate s imulat ion and
acceptable  i n - s imu la to r  per fo rmance  levels wi thou t
s t r a i n i n g  the state-of--the-art. Other configurations
may r equ i re  addi t ional  eng ineer ing  development to
advance the s ta te -of - - the-ar t  but may be less reliable
and more costly to operate or ma in ta in .  How do they
d i f f e r  in regard to t r a n s fe r  e f f ec t iveness?

d. ç~~~~~~~~çindence wi th  reality. To what  extent  does
“ f i d e l i t y” of s imula t ion a Ef ect  t r a n s f e r  e f fec t iveness?
If we select con f i guration s that approximate reality
well and not well , is transfer effectiveness markedly
d i f f e r e n t  in the two cases?

e. “Scientific” knowledge. The investigator mi ght
include any configurations that might increase his
understanding of the transfer process, particularly as
to how it relates to the performance effectiveness.

It is not possible to list all the detailed questions that-might
be investigated . They will have to be determined by the pattern
of the performance response sur face , the imagination and
curiosity of the investigator , as well as his knowledge of the
problem . Furthermore , such decisions will be limited by the
time and money available for the follow-up transfer study •

The five criteria listed above are probably not completely
orthogonal. For example , the most realistic configuration might
be the most costly , the most complex , and the most unreliable .
Still , they are representative of things an investigator may
wish t.o explore for the transfer problem .

The main advantage of this plan is that, since it is not
factorial in design , it does not place restrictions on the
number or composition of the configurations (conditions) that
will be examined . As many configurations as the investigator
wishes would be examined in a simple one-way ANOVA design ; each
configuration is treated as a qualitatively different condition .
The disadvantages of this plan are 1) it requires redundant in-
formation to be collected; each condition must be repeated a
sufficient number of times to provide some reliability to the
means , and 2) the manner in which configurations are selected
increa~cs the chance that important configurations will be
overlooked and important . relationships missed. This approach ,
at best , is a make-shift one , and certainly the one least likely
to be effective , it is expedient , but where long range planning
is possible , some other approach should be employed .
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P e r f o r m a n c e— T r a n s f e r  Predic ’  ion /\pt~)ro.c2h (Plan I—B )

The purpose of this appruach is to develop an equation that
would predic t  t r a n sf er  effectiveness from simulator performance
measurement s .  i f  a val id  p r e d i c t i o n  equat ion could be establ ished,
the pe r fo rmance  data , which  iS less expensive to collect , would
be used to es t imate  the r ar l - ; t e I  e f f e c t i v e n e s s  of conf igura t ions
not a c t u a l l y  s tudied in the e-q - - r i n i e n t  and possibly of other
simulator  conf i gura t ions  in v o lv in q  simi lar t asks .

With  a group of sk i l led  p i l o t s , a m u l t i f a c t o r  s imulator
pe r fo rmance  s tudy would be pe r f o r m e d .  Since excessive simulator
training would not be required , th i s  phase of the plan should be
as complete as possible . This p€ - i f o rm a n c e  exper iment  is
identical  in process and resL -. L f  ~:ith t h a t  obtained in Plan 1-A.

The t r a n s f e r  phase of the plan would difter from Plan 1—A .
Training and flight tests would be conducted by a d i f f e r e n t
p i lo t  on each c o n f i gu ra t i on , but: the conf i gurations would be
selected in a sys temat ic  manner to t ake  advantage of the economy
o f f e r e d  by i n t e r n a l  r cp l i ca t i ’n r u L I ~er than redundant  replication
of the same condi t ions .  The i n t e n t  wo uld be to employ a minimum
f r ac t i ona l  f ac to r i a l  plan to create  a t r a n s f e r  map over the same
experimental space that had been covered by the performance map .
However , the transfer map would be represented by a lower—order
equation , and might only roughJy approximate the true transfer
response surface.

T r a n s f e r  da ta  would be collected in  a series of small blocks ,
i . e . ,  d i f f e r e n t  small f r a c t i on s  of a to ta l  factorial. As each
block is collected, the sum total  of data up to that  point would
be corre la ted w i t h  the complete da ta  f rom the performance maps
to see how s t rong  a r e l a t i on~.hi p could be found . Presumably as
the transfer response surface is more completely approximated ,
the more likely the relationship be-Lween it and the performance
response surface can be used for prediction purposes.. However ,
the i n t en t  is to stop before  too much t r a n s f e r  data has been
collected when a d d i t i o n a l  improvement  seems u n j u s t i f i e d  for pre-
diction purposes. The assumrtion is made tha t  even a poor
approximat ion of a ra ther comp le te mu~ t ifac tor transfer surface
w i l l  ultima tely enable a better prediction — -  operationally ——
f rom p er f o r man c e  da ta  than were a l imited t r a n s f e r  surface
approxi:ld ted .

At least two methods of reiatinc~ the performance andtransfer datd miuh~ be t r i e d :  U to correlate only the responses
f rom c o r res p o n d i n g  con f i g u r a t i o n s  in both sets of data ; 2 )  to
f i r s t  use t h e  col lected t r a n s f e r  dat: .  to est imate t r a n s f e r
values at  conf i gu ra t ions  at  w h i c h  no empir ica l  data had been
collected bu t  which  correspond to c o n f i gura t ions  used in the

65
4 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



—~~~~ -

NAVTRAEQUIPCnN 77—C— 0065—1

performance study ; then cor celat - estimated and empirical transfer
data w i t h  p e r f o r m a n c e  d at a .  f l t h e r  r easonab le  v a r i a t i o n s  on these
techniques  could be t r ied . The p r o p ort i o n  of var iance  by which
the two sources of data over lap  se rves  as an ind ica t ion  of the
streng th of their relationship.

Sev eral cond it io ns might ope rate to make the relationship
between the two sources low . One , the model of the equation from
the trans fer data may not -- -- because of the small amount of data
allotted to that segment of the investi gation -- be complex
enough r d or  to make accurate estimates. The sequential approach ,
however , wou ld  a1io~ Jie ni -: ;del to he b u i l t  a block at a time
until it is optimi-~ed i f the time and money available permits
it . Two , there may be enough data , but in the wrong metric scale ;
da ta transformations would be required. Three , other factors
than simulato r performance may afi~ect the level of performance
in the aircraft and the transfei effectiveness measure . This
means that once no f ur ther increment in the relationship can be
achieved by enhancing the mode l of the transfer data , the in-
vestigator will want to look for other factors such as simulator
f i d e l i t y  and task difficulty that ml-: ht account for unexplained
sources of variance . An importan t part of this study would be
the val ida t ion of the der ived question . The transfer effective-
ness of other corlti qurations would be predicted and the predic-
t ion checked emp i r i ca l l y .

Another  f a c to r  t h a t  m i g h t  accoun t for the low r e l a t i o n s h i p ,
i f  one is found , is the  d i f f e r e n c e  in  the pi lot  populations
t h a t  were used to get  the p e r f o r m a n c e  and the t r a n s f e r  data .
O r d i n a r i l y  more s k i l lfu l  pilots may be used in the simulator
pe r fo rmance  s tudy when minimum training is involved than in the
t r a n s t er  study where  ex ten si~~e :r a i r i H g  may be needed . Problems
of i n te r p r e t a t i o n  m i u h t  a r i se  if  - o n f i q u r a t i o n — b v — p i l o t  s k i l l/
expen d-nc ’- interac tiens were to occur hut could not be isolated .

— 

T h e re f o r e , un less  a l l  p i l o t  c o m b i n a t i o n s  are to be included ,
p i l o t s  f rom the  same popu la t io s shou ld  be used for  the perfoi-
mance and t r a ns f e r  phases in t h i s  approach .

Since we have had no experience  ca lcu la t ing  these relation-
s h i ps , we must be prepared for them to be low . While it seems
reasonable  to expect  sn-me kind of r e l a t ionsh ip  to exist , even
wi th  o t h e r  i n t e r v e n i n g, covar iant  f ac to r s , i t  may not be
s u f f i c i e n t  f o r  p r . - di c t i o n  purposes .  If  it turns out that no
r e l a t ic e sh ap  c.m i-c es tabl ished, t ha t  i t se l f  would be an ixnpor-
t a n t  f i n d i n g .

L r M T ’ i i - : D  D1 Id-;C’i’ TE~AN~;I- ’ER API ’RoACf-I (II)

in this approach , no initial performance study would be
performed. Instead , we would stan. i mmedi ctely with a multifactor
tcansfer of Lrainihq experiment using the straLegy for economical
data coLlection described earLier for t:he construction of a
pertormance m ap .

- 6
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Complete Transfer Surface (Plan il - b )

For a given pilot population ami d task , each pilot would
be trained on a particular simu lator confi guration , after which
his pe r fo rmance  in the air  would be tested . The transfer
effectiveness of each pilot/configuration combination would be
calculated separ:itely. The simulat or configurations , represent-
ing experimen tal conditions , c ould be selec ted and used according
to the “new paradigm ” described f o r  economical mul ti factor
research by Simon (1977b) . To k -ee the study as inexpensive as
possible , the principles of scque riti.-d dat a collection would be
emp loyed , tartinq with mininium— (’m -r des -4ns , and progressing
u n t i l  the model adequa te ly  f i t s  the r esponses .  However , the intent
of this plan is to create a complete transfer surface .

I n i t i a l l y ,  s imula tor  c on f i q u r a t e - ~s would be selected to
provide a Resolu t ion  I I I  desi g n .  T heo r e t i c a l l y ,  we can study
the e f f e c t s  of N s imulator  fac tors  w i t h  N + 1 pilot/configura-
t ions if there arc no in te rac t ion  e f f e c t s  among f ac to r s .  Since
two fac tor  in t e rac t ions  are common in behavioral research , the
-investigator will probably continue the data collection on
(N + 1) new pilot/configurations in order to isolate main from
two factor interaction effects. Of course , inspection of the
first block of data may negate or modify the second step. After
an inspection of the new data (combined with that from the first
block) , the investigator may wish to add other configurations to
determine a second order response sur face  ( i f  the factors are
quantitative and continuous and if  tha t  accurate a represen-
tat ion is justified) . The investigator alway3 has the option
of continuing or stopping .

The advantages of this approach are that it is direct,
relatively uncomplicated , an d the most economical way of collec-
ting data for the amount of information indicated . Since each
data point is collected independently of the others -- a dif-
f e ren t  p i lo t/conf igurat ion being used on each -- scheduling and
other logistic problems are simplified . The immediate informa-
tion obtained is a measure  of t r a n s f e r  effectiveness and the
respppse sur f a c e  i.s a t r a n s f e r  s u r f a c e .

The d isadvantage  of this approach is that  although the
paradi gm is the least costly data collect ion plan for the amount
of i n fo rma t ion  obtained , be ing  a t r a n s f e r  of t ra in ing  study , it
is s t i l l  expensive . This approach does not offer the opportunity
to develop equa t ions  tha t  migh t  permi t  predict ions to be made
from pr ior  per fo rmance  s tud ies , w h i c h  can usua l ly  be done f a r
more economically than a t r a n s f e r  study , but possibly not as
a c c u r a t e l y .

67

4

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _  



-

NAV’I’Ri\EQU PCI-:N 77—C—0065— l

Search- Fu-~~~~~niqni Trans f e r ( I i l — U )

If many of the critical simulator factors were quantitative
and i t  w e m e  possible to examine c o n f igu r a t i o n s  at continuous
points be tween the extreme ranges of interest , then a search
s t r a t egy  employed in industry to optimi c~e production yields
( EVOP ) mi ght  be Used to search f o r  the most t r a n s f e r — e f f e c t i v e
c o n f i gu r a t i o n . W h i l e  many f a c t o r s  may not be q u a n t i t a t i v e  or
con t inuous, there are u sua l ly  sub-groups  tha t  can meet this
q u a l i f i c a t i o n  which  m i g h t  be i n v e s t igated in a separate study
once a more gross , overall transfer pattern has been developed .

‘rhe basic experimental design begins much like a screening
design , being a Resolution ITT 2~~~

P design. The main difference
is in the range that is coverea by each parameter of the design.
In scree ning designs , one tries to encompass the total effec-
tive operational range of the experimental variables immediately .
The assumption is made that this can be estimated and that the
relationships within those limits can ordinarily be approximated
by a second degree polynomial. In search designs , the investi-
gat.or starts by looking at only a small part of the total space
of interest. He tries to guess where an optimum might be , but
he does not attempt to cover the total range . Instead , he looks
at a part of the total space and uses that data to estimate where
to look next , each time approaching closer to where the optimum
c o n f i g u r a t i o n  for  maximum t r a n sfe r  would l ie.  This continues
u n t i l  he locates i t .  The method would be used when the surface
is too complex to be covered by a single design and the investi-
gator has little idea of where the optimum might be.

A transfer of training study simulator training and
a i r c r a f t  test  -— would be performed at the minimum number of
condi t ions  ( i . e . ,  s i m u l a t o r  c o n f i g u r a t i o n s )  required to include
all factors in a Resolution III fractional factorial design.
Either the Box and l-Iunter or Placket t  and Burman plans mi ght be
used , the latter in some cases requiring fewer data points.
The space encompassed by the experimental points would be only
a small pa r t  of the to ta l  space of operat ional  in te res t .  A
d i f f e r e n t  p i lo t  would be tes ted on each condition. The results
of th is ini t i a l  da ta collection effort , in the form of a first
order polynomial , would be used to es t imate  the direction, away
from the space covered by the original study , in which the con-
figuration yielding the greatest amount of transfer is likely to
be found . (This , of course , assumes that it is not within the
space originally examined.) A second set ot observations (Reso-
lution III) would be made at new coordinates in that vicinity .
This procedure would be repeated until the observations appear
to surround the location of maximum transfer.

A d iumdvantaqe of this plan , when it can be used , is that
it seeks a point of optimum transfer. Seldom in human factors
work is a single point sufficient information , since design
decisions must often be compromises among performance, costs,
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and other practical considerations. At times , optimum results
may take the form of a ridge of equal performance , in which case ,
some trade-offs could be made . Were tlie effort worth it, a
response surface might be completed tor the space around the
optimum point . Additional data  would have to be taken to f i t
the surface to the model correctly representinq the complexity
of the surfac e. -

Reduced-Flight Predicted ’fransfer (Il—C)

In this approach , economy is ach i eved by reducing the amount
of f l ight data that would U’: required . This would be accomp-
lished in one of two ways: I) to predict transfer effectiveness
of s imula to r  conf igu r a t i o n s  that we re never f l ight— tested by
using equations representing t h e  response surfaces that were
derived from transfer data (based on training and flight test)
:~ado on only a few co n f i gurations; 2) to predict transfer
ef~b ’ctiveness from performance data collected during the training
jeriod after the relationship between training performance and
flight performance has been established . These two approaches
~— !:~ploy t~-atur o s that are similar to the Search Approach and to
the l~ -rformance--Transfer Prediction Approach , respectively.

in both cases , complete transfer studies would be performed
on the c o n f i g u r a t i o n s  making  up a Reso lu t i on  III design. If
time aid m oney limitations permi t , a hiqher resolution design

-~oula be employed involving more experimental conditions.
Train j i c  erformarmce data would be obtained , followed by the
fli ght t e~~~L data. Transfer effectiveness values could be calcu—
Lated for all of these configurations and a first order , linear
po ly n o mi a l  cou ~ d be w r i t t e n  f rom the t r a n s f e r  data that could be
us-  to or e c i -2 t t r a n s f e r  e f f e c t i v e n e s s  for  other configura t ions .

~~ L -c ’ur ,u L e  this prediction would be depends on how well the
f l f l  - -p rox imates  the response surface . If one must extrap—
i~ m d  the bounda r i e s  of the ori ginal  experiment, pre—

i n~ could be quite inaccurate .

bith that data from this l imited study , however , the
cs t igator would  have a second means of estimating transfer

~octiveness. lie could take pei formance measures collected at

~i f fer en t  stages of the training phase and see how they correlate
-~itth performance in the aircraft (or transfer effectiveness).
This cor re la t ion, as an equat ion , could also be used to predict
transfer effectiveness for other configurations provided the
t r a i n ing  data were made available on those configurations .

Of course, these descriptions of both techniques are over-
s i m p l i f i e d .  I t  is u n l i k e l y  th a t  hi gh correlations will occur
without additional work on the part . of the investigator. Quite
probably other parameters , e.g., fidelity , task difficulty , pilot
skill/experience , would have to be introduced as multiple pre-
dictors Lo improve the estimates of transfer effectiveness.
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Perhaps the two measures combined into a single equation mightprovide a more accurate prediction , it may be that theprediction is only suitable for ranking a set of configurationsbut not for measuring the actual amount of transfer. These areall experimental questions that can only be answered empirically.
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SECTION ‘-‘I 1.1

SOME UNFINISHED BUS INESS - MEAsuREM1-~N’rs AND CRITERIA

Certain questions associa L U  with pe r formance and transfer
measures remain unanswered altIeuc;h the answers to each affect ,
to some extent , time usefulness of t i e uroposed methodologies as
well as the very effectiveness of the A~iI~VS human performance
research program.

First , t he re  is  the ques t ion  of what performance measures
will be taken on i,oth tb- ph~- - uica l system and the pilot system?
The usefulness of the experimenrr.11 results depends on how
relevant the measurements made in the experiment are to the
operational task. ri re numbers , taic cm because they are more
expedient or convenient , do not quai~an ’ ec~ that the results of
the study will be useful or even correct  inso fa r  as the opera-
tional situation is concerned . Will performance data be
available to the investigator during a run , within moments
following the run , by the time a second pilot is to be run ,
or when? Will there be tli~~ capability of performing summary
analyses on the raw data? How quick ly  migh t that be available?
Advanced experimental methods are economical because of their
sequential nature . That means that they rely on a process
whereby a small block of data is collected and examined
(analyzed ) to determine if and what subsequent steps are needed .
If this process is delayed beyond the time it takes to set up
for the next trial , the data collection period is not only
drawn out inefficiently but the effects of the delay on the
pilot could conceivably distort his performance .

Anothe r problem re la ted  to measurement in a transfer of
t r a i n i n g  s tudy involves  the c ri t er i o n  of t r a i n i n g  employed .
Will the interpretation of the ros ults differ if we use time—to—
criterion , or if we use equal number of training trials , or if
the criteria we employ (as we should) are multiple response
measures? Associated with these questions are others , such as:
how does the use of different criteria affect the reliability

- . of the results , the logistic problems of running the experiment ,
and so forth?

A th i rd  problem re la ted  to measurement  has to do with the
preferred form of measurement to be employed in the analysis.
While we are ultimately interested in transfer effectiveness ,
data expressed iii those terms are in fact particular transfor-
mations of performance scores. It is necessary to discover
whether predictions might be more easily and accurately made if
more basic performance measures were employed , leaving par ticular
transformations up to the users of the data . For example , we
may find that performance in the aircraft can be predicted from
performance in the simulator more readily than transfer measure—
m~nts in the aircraft. Then again , we may not.

71

4

.

~

—-



-
- ~~~~~~~~~~~~~ -

NAVTRAEQUIPCEN 77-C—0065 1

Measurement problems are fundamental to any research
conducted on transfer of training and to ignore them or assume
tha t previou s research has resolved these questions can only
increase the risk that our experimental efforts will fail.
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GLOSSARY

ALIAS Screening and other fractional
factorial designs (see below)
do not isolate all main and
interaction effects from one

— another. A comparison which
intends to isolate one effect
may therefore also include
estimates of others. When two

• 
or more effects are 100 percent
confounded in this way , the
effects are said to be aliased.
The estimated effect is actually
the sum effect of the aliases.
(See also , FRACTIONAL FACTORIAL
DESIGN ; CONFOUNDING).

CHANGE--OVER DESIGNS (Sometimes referred to as carry-
over , cross—over , or residual
designs). These experimental
designs are used when a subject
is tested sequentially over a
number of experimental condi-
tions . These designs are con-

• structed so as to isolate the
direct effect of a treatment
from any residual effect that
may have been “carried over”
from the previous treatment.
Change over designs are dis-
tinguished from serially balanced —

sequence designs in that the neces-
sary balance required to isolate
direct and residual effects is
distributed among a number of
subjects in the change--over
design but is complete within a
single subject for the serially
balanced sequence design. (See
also, SERIALLY BALANCED SEQUENCE
DESIGN).

CONFOUNDING When estimates of the effects of
two or more sources of perfor-
mance variance cannot be corn-
pletely isolated , either inten-
tionally or through faulty ex-
perimental design , the effects
are said to be confounded . Con—
founding may range from some
minimal percent up to 100 percent.
(See also ALIAS).
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FACTOR LEVEL C11.ANGE NUMBER When experimental conditions are
run sequentially , the level or
setting of each factor must be
changed from time to time. In
screening designs, the ”change
n umber~’indicates the total num-
ber of times a particular
f actor must be switched between
its high and low levels . It is
important in the design of an
experiment when making the change
is difficult or othezwise costly.
(See also SCREENING DESIGN) .

FRACTIONAL FACTORIAL DESIGN This experimental design is com-
posed of some fractional subset
of the total number of experi-
mental conditions in the com-
plete factorial. It is employed
when certain effects (generally
higher-oider interactions) are
expected tobe negligible or non-
existent . Subsets of experimen—
tal conditions for the fraction
are selected in a way that allows
the comparison for the negligible
effects to be used to measure the
effects of additional factors
aliased with them. Fractional
factorials  of two levels are corn—
mpnly designated in trie form
2K P • For example , a 28 4
fr~ctional factorial would be a
2 or 1/16 fraction of a com-
plete 2 factorial. That is, a
particular subset of 16 condi—
tions out of a total of 256 would
be used to study eight factors
at two levels each. A “satu-
rated” fractional factorial
design is one in which there are
n observations for n—l main
effects .

HALF-NORMAL PLOTS This graphic technique is used to
identi fy visj~a11y the critic~l
effects of 2 factorial or 2~~

P
fractional factor ial experiments
that have been plotted in order
of absolute magnitude on half—
normal plotting paper. (See
also FRACTIONAL FACTORIAL DESIGN).
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HOLISTIC A philosophic point of view in
the conduct of behavioral experi-
ments that emphasizes the impor-
tance of accounting for as many
critical variables as possible,
whether equipment , environment,

- subject, or temporal , controlled
-
~ or uncontrolled. Implementing

such a philosophy requires the
application of principles of
economical multif actor designs.
(See also REDUCTIONISTIC).

MULTIFACTOR EXPERIMENT As used in this report, a multi-
factor experiment is one which
attempts to satisfy the holis-
tic philosophy . Thus, a three
or even five factor experiment
(at the beginning of a research
program) , while involving mul-
tiple factors, would not ordi-
narily be a multifactor experi-
ment as the term is used here.
Compromises with non—experimen-
tal conditions surrounding an
experiment may make it impossi-
ble to include all potentially
critical factors, but the ini-
tial emphasis will be on trying
to do so. (See also HOLISTIC).

ORTHOGONALITY That property of an experimental
design which insures that the
different effects shall be capa-
ble of direct and separate
estimation without any confound-
ing. The sums of squares of
all effects will be independent
and additive. (See also CON—
FOUNDING).

PERFORMANCE EXPERIMENT As the term is used in this report,
a performance experiment is one
that measures operator/system
per formance under one set of
conditions, presumably un inf lu-
enced by any other prior condi-
tions. Measuring pilot perfor-
mance in a simulator with dif-
ference configurations could be
an example of this type , as
opposed to another type referred
to as a “transfer ” experiment.
(See also,TRANSFER EXPERIMENT;
QUASI-TRANSFER EXPERIMENT).
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PRINCIPLE OF PROPORTIONAL A necessary and sufficient condi-
FREQUENCIES tion that the main effects of

two factors be uncorrelated is
that the levels of one factor
occur with each of the levels
of the other factor with pro-
portional (not necessarily
equal) frequency . . 

-

QUASI-TRANSFER EXPERIMENT This is a transfer experiment in
which performance is never
measured i.nder realistic , i.e.,
non-simulation , conditions -
For pilot trainin~ , this means
that the experiment would in-
clude no post-training period
in which performance was mea-
sured in the aircraft . Instead
an alternate simulation configu-
ration would be employed to
represent flight conditions.
(See also,TRANSFER EXPERIMENT
PERFORMANCE EXPERIMENT).

REDUCTIONISTIC A philosophic point of view in
the conduct of behavioral ex-
periments that advocates reduc-
ing the variables in an experi-
ment to the smallest number
possible. In its extreme form
the resulting experiment is
one in which a single factor
is varied and all other sources
of variance are held constant.
This philosophy is in direct
opposition to the holistic 

- -

philosophy . - (See also HOLISTIC).

RESOLUTION A design of “ resolution” R is one
in which no p-factor effect is
confounded with any other ef-
fect containing fewer than R-p
factors . The resolution of a
design is noted by the appro—
priate Roman numeral as a sub-
script in the fractional fac-
torial designation , e.g.,

~~~ design. A design of
Resolution III does not con-
found main effects with one
another, but does confound
them with two-factor interac-
tions. A design of Resolution IV

L 
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RESOLUTION (Continued) isolates main effects from one
another and from two-factor
interactions , but the two—
factor interactions are aliased
in strings . A design of Reso-
lution V isolates all main ef-
fects and all two—factor inter-
actions from one another. In
all screening designs, main
effects and two-factor inter-
actions are confounded with
higher order effects. (See
also , FRACTIONAL FACTORIAL - -

DESIGN ; SCREEN ING DESIGN).

RESPONSE SURFACE METHODOLOGY This refers to a particular
strategy introduced and pro-
moted by G.E.P. Box and asso-
ciates for conducting experi-
ments to obtain an equation
representing the response multi—
function , or surface . It is
not a design , ~~r se, but thejudicious use of principles of
blocking, fractional factorials ,
and tests of model adequacy in
a way that insures an accurate
representation of performance
within the experimental space
at minimal data collection cost. -

SCREENING DESIGN As used in this report, it refers
to a saturated or nearly sat-
urated fractional factorial
design capable of handling a
lare~ number of factors. These
d~signs are all of the form,
2 P , generall y of Resolution
III or IV . The initial infor-
mation is first- evaluated before
subsequent data are collected ,
the purpose being only to iden-
tify the critical factors within
a larger candidate group . Mdi-
tional data must be collected
ordinarily to meet a second and
separate purpose , definin g the
response surface. (See also ,
FRACTIONAL FACTORIAL DESIGN;
RESOLUTION).
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SERIALLY BALANCED SEQUENCE A modif ied change-over design
DESIGN for isolating direct and

residual effects , in which the
necessary balance occurs with-
in the extended number of
trials run by a single subject.
This contrasts with the change-
over design in which the bal-
ance is obtained among several
subjects each tested on fewer
t r ia l s .  (See also CHAIIGE—O VE P
DESIGNS).

SINGLE FACTOR EXPERIMENT This refers to the type of ex-
periment proposed by the
Reductionist. As used in this
report, it need not be for one
factor , but for any small
number which is a seriously
incomplete number of the po-
tentially critical factors
affecting the particular per—
formance. (See also REDUCTION-
ISTIC).

TRANSFER EXPERIMENT In contract with a performance
experiment, as used here, this
refers to experiments in which
interest centers on the resi-
dual effects that practice on
one set of conditions has
on the performance of a second
set which follows. (See also,
PERF ORMANCE EXPERIMENT ; QUASI-
TRANS?ER EXPERIMENT).

TREND-ROBUST EFFECTS Designs exist that isolate linear ,
quadratic , and/or cubic trend
effects from experimental ef-
fects of interest. Examples of
trend effects are subject
learning, or equipment drift
over time. A trend-robust ef-
fect is one which is not bi-
ased , or only minimally biased ,
by trends running through the
data.
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