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) Preface

This thesis is an investigation into the applications workload

imposed on a Control Data Corporation Cyber 74 computer system, op-

erated by the Air Force Aeronautical Systems Division at Wright—Pat -

terson AFB , Ohio. Once the workload was defined , the resulting service

delivered to the organizational users was calculated and analyzed . The

methodology and results yielded some useful conclusions concerning the

Cyber 74 operation, and a background for further computer performance

evaluation and measurement studies .
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members. Special thanks go to my advisor , Dr , Tom Hartrum . Without his

personal interest on my behalf, this thesis would have gone uncompleted,

For providing emotional support above and beyond the call of duty,
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Abstract

This paper describes computer performance evaluation and measure-

ment techni.ques applied to a Control Data Corporation Cyber 711. system,

located at Wright-Patterson AFB, Ohio. The performance of a computer

system is influenced by its hardware configuration , system sof tware , man—

machine interaction, and application program workload. The focus of

this investigation is to determine how application workload affects per-

formance. Application workload is measured by the magnitud e of job de-

mands placed on the system hardware resources; for example, CPU and

1—0 time, and central memory used. System accounting data prov ides

resource usage values as well as related delay times for each job

Workload is then characterized by statistics for each job class and by

total job statistics. The grouping of jobs into classes is done using

clustering, a multivariate data analysis technique. Batch turnaround

time is then ana lyzed for its dependence on workload . The methodology

used and the results obtained provide performance conclusions and a

oackground for further research ,

I
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C~~ PUTER PERFOR?!ANCE EVALUATION OF INDIV IDUA L

USER WORKLOA1~ ON THE CDC CYBER SYSThM

II  In~:oduction

Background

Computer performance evaluation and measurement (CPEM ) can be

undertaken for a variety of reasons. Examples include the selection

of a new computer, the design of new hardware, and the improvement of

existing systems (Ref 24: 3—4) . This investigation focuses on per-

formance evaluation of an existing system. A fundamental problem of

computer performance analysis is the definition of performance and a

determination of criteria that control performance. For this investi-

gation, performance is defined as the effectiveness with which a computer

uses its resources to accomplish system objectives (Ref 23: 8). These

objectives can be discussed from two viewpoints: first, user considera-

tions such as turnaround time; and second, system efficiency such as

throughput and CPU utilization. Table I contains a definition of these

performance measures.

Having selected performance measures, the crucial problem is to

determine how these measures depend on the system workload and the system

design. An understanding of such a relationship is essential if perform—

ance optimization efforts are to be constructive (Ref 23: 15-19). Cer—

tainly, hardware features such as disk access techniques and tape drive

speed impact performance . Also affecting performance is the computer

operating system , part of which creates an overhead workload . The final

1
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criteria effecting performance is the demand on system resources caused

by the execution of the application programs.

This investigation was based on the performance of a system as

affected by its workload. For this effort, workload i defined as the

amount of hardware resources consumed by the execution of application

programs. User resource consumption is quantified by the use of job

parameters as shown in Table II. Once the performance measures have been

selected and the performance criteria specified, methods for quantifying

performance for a given workload are developed.

The most accurate perf ormance values are obtained when the system

is measured under its actual workload. Because it is expensive and

usually unreasonable to dedicate computer resources to continua l per-

formance measuremen t , techniques such as simulation or analytic perform—

ance models are often used (Ref 23: 1.9). Driv ing system performance

models with the real workload is costly, time consuming, and inconven-

ient; therefore a need exists for a representative ~synthetic workload or

a workload model (Ref 22:2). Examples of workload models are probabi-

listic, instruction mixes, benchmarks, and traces (Ref 23: 514_ 58). This

investigation constructs a workload model using a cluster ana lysis tech-

nique (Ref 1). Then , system performance for the cluster workload model

is obtained by empirica l measurement . The specifics of workload modeling

and performance measurement are explained in Chapter III .

Problem Statement

The Aerospace Systems Division (ASD), a component of the Air Force

Systems Command, operates two large Control Data Corporation (CDC ) computer

2

4
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TABIE I

Perf ormance Measures (Ref 23:16-17)

Measure Description

Throughput Amoun t of work completed per unit
of time with a given workload

Turnaround time Elapsed time between submitting
a job to a system and receiving
the output

CPU Percent of time the CPU is doing
useful work

TABLE II

Workload Characterization (Ref 23:12—13) 
—

Workload Parameters Description

Job CPU time Total CPU time used by a sing le
job

Job I/O Total I/O ti.me used by a sing le
job

Central Memory Maximum central memory used
by a sing le job

Lines Printed Number of lines printed by a
single job

3
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systems at Wright-Patterson Air Force Base , Ohio. The systems, a CDC

6600 and a Cyber 71+, prov ide scientific processing support for ASD , a

variety of Air Force research laboratories, Air Force contractors , and

the Air Force Institute of Technology (AF IT) . The support provided to

these organizations is a combination of CDC 6600 and Cyber 74 processing.

The purpose of this investigation is to perform an ana lysis of the

Cyber system to determine perf ormance for ind ividual organizations .

Specific objectives are to characterize the Cyber workload on an organi-

zational basis and to relate this workload to perf ormance. The accomplish-

ment of these objectives is limited by several constraints.

Constraints

A large amount of accounting data , in the form of job resource

consumption and time parameters , is collected by the Cyber operating

system , as “Dayfi].e” accounting data (Ref 9: 1—3) . These parameters,

needed for both workload and performance measurements, are collected

daily in an event oriented format. The ASD computer center , as sponsors

of this investigation , impose the follow ing constraints on their support :

-No modification to the operating system or accounting routines
(Dayfile) would be allowed .

—Additional processing of the Dayfile is inadvisable and no
assistance couU be given for obtaining data from the Dayf ile.

Because of this constraint , workload and performance data was only avail—

able through the use of the Com puter Load and Resource Analysis (CLARA )

program (Ref 9). ClARA is used to reduce Dayu ile data to a more manage-

able size . Because the reduced C LARA tapes did not have data available

on interactive response times , performance ana lysis was limited to batch

1+

4

_ _ _ _ _  - - - - - - -



performance parameters • Further impacts on this research as a result

of missing CLARA data , as well as additional details about CLARA will

be discussed in Chapter III. Data constraints, other than CLARA , in-

cluded limits on the types and amo~int of data used . Because the work-

load affecting performance is greatest during normal duty hours , the

analysis data was limited to the 0800—1700 h3urs time frame . Also,

because no logs were kept regarding the physical input or output of jobs

at computer access windows, it was not possible to include man—m achine

interaction times in user performance measures, such as turnaround time.

Theref ore , all time delays are measured using computer clock units.

Determination of the investigation objectives and constraints, in

conjunction with a survey of available CFE literature, made possible the

formulation of an investigation approach. This approach with supporting

research references will be presented in the following section.

Approach

The f irst task undertaken was the development of a processing

method to select and further reduce candidate workload and performance

parameters from the ClARA tapes . The accomplishment of this task re—

quired that an understand ing of the Cyber hardware and software and CLARA

be achieved. References 3, 11., 8, 9, 10, 11, and 12 were used to aid in

this effort, which is reported on in Chapters II and III. The second

task consisted of selecting the best job parameters that characterize

workload. Available literature (Ref 1, 2, 9, 17, 19 and 23) provided

some assistance in this regard . By using the correlation program avail—

able in the Statistical Package for the Social Sciences (sPss ) (Ref 21),

5
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the interdependencies of candidate workload parameters were examined,

which further aided the selection process. After the workload para-

meters were chosen , the subsequent construction of a representative

workload model posed the next problem. Two different types of work-

load models used were descriptive statistics (Ref 6 , 20), and a clus-

ter analysis technique (Ref 1, 2, 15, 17, 18, 1.9). Chapter III is a

complete description of the workload characterization techniques which

produced Cyber mod els for the system and individual user workloads.

The determination of how each workload model affected each perform-

ance indicator was obtained from empirical measurements , This yield ed

an empirical performance model associated with a specific workload .

The workloaJ and resulting performance for the system, and the ind iv id-

ual. organizations are reported on in Chapter I’I . Cnapter V conta ins

the conclusions reached as a result of the investigation, and recom-

mendations for CDC performance improvement actions. But first, the

ASD Cyber environment is presented.

6
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II. ASD Cyber 74 Env ironment

The purpose of this chapter is to explain the Cyber hardware and

support software so that their effect on performance can be ana lyzed

in later chapters . To provide a background for the workload and per-

f ormance ana lysis, the Cyber system , as used to support two different

modes of operation is discussed .

Cyber 74 Hardware

The Cyber 74 was designed to overlap as many processes as possible

(Ref 11: 4). The system provides for multiprogramming by using small

independent computers 1 pheripheral processing units (PPUs), to accom-

plish input—output while the main CPU executes the computation instruc-

tions. Figure 1 reflects the major components of the Cyber 74. There

are 20 identical periphera l control processors associated with the Cyber

at ASD. Each is independent of the other and has its own 4K of memory

for programs constructed from a 61+ instruction repertoire . All peripheral

processing units have access to 131K 60 bit words of central storage,

and to the peripheral channels (Ref 4: 3—1). With this capability, the

PPUs act as system control processors as well as I/O processors. This

permits the central processor to continue high speed computations while

the PPUs do the slower I/o and supervisory operations. Not on ly do the

• PPUs perform all I/O required by central storage prog rams, they also

contain the major portion of the operating system, called the monitor.

PPU number 0 is designated as the unit to hold the monitor, which is

c tscussed further in the next section. A secon4 PPU is assigned to

control the operators console .

7
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Cyber 74 Operation

In this section, the operating system and job scheduling algo-

rithms are discussed to prov ide a background for later discussions of

their effect upon performance. Critical to this discussion is the way

the software impacts job delay time at each of the system queue points .

First , the software is explained in general and then in more detail.

Overview. The Network Operating System/Batch Environment (NCS/BE)

controls the operation of the Cyber 71+ (Ref 4: 3-1). NOS/BE supports

batch , interactive and graphics processing . An NC~/BE program JANUS , -

which is located in PPU 0 monitors the total operation of the system ,

including directing the CPU and other PPU actions (Ref 12: 2-1). To

provide a multiprogramming capability, JANUS stores up to 15 jobs in

central memory. These jobs reside in 15 variable length areas of mem-

ory called control points ; the size of a control point is called its

memory field length (Ref 13: 2—10). Additionally, JANUS is responsible

for calling the scheduler program into execution to initiate job ex-

ecution for new or swapped—out jobs (Ref 13: 12— 13). The use of Sched-

uler will be discussed as it supports the flow of jobs through the

system.

Job Flow. The job flow of the Cyber NOS/BE operating system is

diagrammed in Figure 2 • A job, which is a sequence of task and pro—

gram steps , is read in and stored on disk. Those jobs initiated by

control cards are stored in the input queue . Jobs spawned via inter-

com terminals are entered d irectly into the central memory (CM) queue .

Also stored in the central memory queue are those jobs that have been

swapped out (removed from a control point due to an expiration of their

9

4

_ _ _  _ _



-

~~~~~~~ 

/ INTERCOM
(MIVH 1 I~RIORITY

PRiORiTY~1OO_I 
/ 

3°°

( INPUT ~~\
CUE

)

I CIASS PRIORITY
________ _________ 

_A~f l~ PRIORITY
R~~OURCE PThICRTh~ACD~ PRIORITY
OR~ANIZA TION WAP WAP

SCHEDU LER OUT

ACTIVE
- 

CM JOBS

OUTPUT
QUEUE

PR INT

Figure 2 . Cyber Job Flow (Ref 13: 1—2 )

• 10

4 - — — •— -•.- — --• -



-~~~~~~~ 

time slice). These jobs are all in competition for an active control

point when it becomes available . Prior to determining how this con-

tention can be resolved , some terms must be defined .

Job C lasses are defined by CDC to provide a set of parameters

for each class which can be used to compute queue priorities . The

main job classes and their initial priorities are as follows (Ref 13:

8-9)

—Priority 1000 (Batch)

—Priority 3000 (Intercom)

—Priority 4000 (Multi-User), Currently only Editor.

—Priority 5000 (Express )

—Priority 6000 (Graphics)

Minimum Queue Priority (MIN QP) is the priority given to a job in

centrol memory which has used its allocated time slice (Ref 13: Chapter

1, 7) .

Maximum Queue Priority (MAxQ)~~ is the maximum priority level that

a job in the CM queue may achieve while waiting for scheduling . All

jobs in the CM queue are candidates for swap-in. Their priority in

the CM queue continues to increase as the job ages , until it is swapped—

in or MAXQP is reached (Ref 13: Chapter 1, 7).

~~ing Rate (AR) is a factor used to weight the priority of a

lob according to the time it has spent in a wait queue (Ref 13: Chapter

1, 7) .

Quantum Priority (QP) is the priority level assigned to ajob

once it has been swapped—in . The job will remain at this level until

it has used its allotted time quantum (Ref 13: Chapter 1, 7).

11
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Base Quantum (BQ~ is a measure of time that a job will main-

tain a priority equal to Quantum Priority. The scheduler places more

emphasis on CP time than PP time , so a ratio of 1+ to 1 was chosen by

CDC • That is, the quantum that any job has used is proportional to

the amount of PP time (in sec) used .

The decision of whether the next job will come from the input

queue or the central memory (CM ) queue is dependent upon the circum-

stances that required the calling of Scheduler (Ref FIgure 3). If a

job has used its base quantum (BQ) and a higher priority job is in the

CM queue , a swap—out and swap-in will be done . The priority of the jobs

in the CM queue will never exceed the quantum priority (QP) . That

is MAXQ~’ will always be less than QP to prevent unnecessary swapping .

Secondly, if a job has terminated , thereby giving up its control

point memory , the Scheduler will check the input queue for a job to

initiate . The highest priority job in the input queue will then be

given a QP and brought into memory (Ref 8: 25—33). The priority of jobs

in the input queue is dependent upon three factors. Jobs with the

smallest 1—0 and CPU time and central memory requested will be given

a priority higher than normal batch (1000). The aging rate priority is

added on an hourly basis. Within the input queue are batch jobs for all

using organizations. Therefore , the ASD computer center has imposed a

software Organizational Scheduler between the Input queue and the NCS/

BE Scheduler.

Each using organization of the Cyber is authorized a percentage

share of the Cyber resources . This resource use is calculated in com-

puter resource units (CRU8) for each organization ’s batch and interactive

12
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jobs . CRU5 are calculated for each job as a percentage of CPU plus

I—C time plus central memory used . To be selected for job activation,

a job in the input queue must have the highest priority and the CRUs

used by its organization must be within the CRUs authorized for this

hour . The Organizationa l Scheduler exhibits control only over the in-

put queue (batch jobs), even though CRU ’s used are a measure of batch

and interactive. An organization using intercom extensively can there-

fore penalize batch users. These controls, such as priority job classes

and aging, are used in ana lyzing perf ormance .

Cyber Configuration

At the initiation point of this investigation, the Cyber 74 was

being utilized in support of batch plus interactive processing only.

Due to problems encountered with obtaining CLARA tapes, only a limited

amount of data had been obtained . The effort was therefore expanded to

analyze the Cyber as it was used in two conf iguration modes. The first

configuration will be titled “Batch plus Interactive ” and the second as

“Batch On ly”. Each of these conf igurations will be explained in the

chapter. The workload and perf ormance ana lysis of Chapter IV shows re-

suits for each of these configurations.

Batch Plus Interactive. In this mod e of operation, the ASD CDC 6600

and Cyber 74 supported the following users:

The principal users of the Cyber 74 computer system:

-AIr Force Flight Dynamics Laboratory (AFFDL)

—Air Force Avionics Laboratory (AFAL)

—Air Force Institute of Technology (AFIT)
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—Aerospace Med ical Research Laboratory (AMRL)

-Air Force Human Reliability Laboratory (AFHRL)

The principal users of the CDC 6600 Computer system:

—Aerospace System Division/Other (ASD)

—Aerospace System Divtsion/~N (ASD/~N)

-Aerospace System Diviston/XR (ASD/XR )

-Air Force Materials Laboratory (AFML)

-Air Force Wright Aeronautical Laboratory (AFWAL)

—Air Force Contractor Support (x)

Both the CDC 6600 and Cyber 74 operate 24 hours daily, seven days a

week except for preventive maintenance. Each system supports d ial—

up interactive users , graphics , and remote batch termina ls. Intercom

use hours generally are between 0800—2200 hours , Monday through Friday

and 0900—1600 hours on Saturday. These hours are continually modified

in an attempt to provide better service .

Table III reflects the allocated computer resource units (CRUs)

and disk space authorized each user. This CR1.1 percentage is the con—

trol f or the Organizational Scheduler previously mentioned in the dis-

cussion of job flow . The ASD computer center is a centrally—funded

organization , therefore users transfer no funds to it. It Is possible

for an organization to exceed its CRU percentage; the on ly consequence

is a reduction in organizationa l performance . The CRU is also used to

compute a dollar value charge for each user. Since the systems are in

effect free service, CRUs have a minimal control effect.

Additiona l controls placed on the Cyber system dictate that dur ing

the 0800—1600 hours time frame , all interactive jobs , and on ly those

15
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TABLE III

ASD Using Organizations

ORGANIZATION CYBER 74 CDC 6600
ORGANIZATION IDENTIFIER % CRUs % CRUs

AFFD L D 49 1

AFAL V 21 1

AFIT P 12 1

AMRL L 9 1

AFHRL H 3 1

ASD A 1.5 35

ASD/~N E 
- 
.5 22

ASD/XR B .5 13

AFML M 1 12

AFAPL P 1 12

AFWA L U .5 1

CONTRACTOR
SUPPORT X .5 .5

16
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batch jobs requesting less than 170K octal words of memory, 400 seconds

of CPU time and 1,000 seconds of I/O time , will be processed . The above

was the configuration of the ASD CDC systems prior to 11. Noveaber, 1978.

The replacement , also the current configuration , is now discussed .

Batch Only. Under this conf iguration , the CDC 6600 was designated

as primarily an interactive system and the Cyber 7~J’ became primarily a

batch system although the Cyber 74 continues to service three Cybergraphic

terminals until January 1979. The separation was made possible by the

development of access to permanent files from either system. The stated

computer center goals were to:

-Allow more time for running jobs requiring large central
memory use.

—Tune each system more easily f or running its own type of jobs
more efficiently (i.e., fewer memory swaps for large batch
jobs and less swap time—wait-time for interactive jobs).

The CRUs authorized per user remained the same, although the authoriza-

tion was averaged between the two machines, which insured that the batch

users of an organization will no longer be penalized if its organiza-

tion ’s intercom users consume more than 50 percent of the CRU allocation.

The redefinition of job classes for batch processing scheduling has not

been defined because of the need for further eva luation. The evaluation

of the Cyber workload before and after the reconfiguration is a part of

this investigat ive effort.
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III. CPEM Methodolog y

This chapter presents the methods used to collect workload and

performance values. Then, techniques for constructing workload models

and deriving system performance from this data are discussed.

Data Collection: CLARA

The data collection for workload and performance measures was

made available by the Boeing Computer Service program, CLARA (Ref 9).

The description of the NOB/BE accounting data and the CLARA program

will be presented in the following paragraphs. Also, problems encoun-

tered with CLARA data and the reduction of that data will be examined .

Description, The CLARA program accepts data from the NOB/BE op-

• crating system Dayfile tapes, which contain all event messages generated

by the operating system during normal processing. A new Dayfile tape

is started every 24 hours ( 0001—2400). Each Dayfile message begins

with the computer clock time of day followed by messages of the fol-

lowing three types (Ref 9:5):

—Identification data , such as job name , receipt data , job origin
(batch , interactive), and account number (Ref 9 :A—5) .

—Initiation and termination times, such as the time a job entered
the Input queue, and the times that a job entered and left a
control point (Ref 9: A— 2 3) .

—Quantities of computer resources used such as CPU, PPU , and
I—C time, and central memory, tapes drives , and disk sectors
used (Ref 9: A—2 5).

The CLARA program is th en used to process each day ’s Dayf lie tape

to reduce its large volume down to a more managable size , These data

are stored on magnetic tapes, titled Permanent Data Tapes (PD’r), by ClARA .

18
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For each day, the following files are produced on the PDT:

—The Summary file which 1.s a general description of the day ’s
activities for the system as a whole .

—The Tape—Reel file for magnetic tape activities.

—The Queue file for the times a job entered and departed the
job queues .

—The Execution file which contains the job identification and
computer resource usage fields.

Reference 9 gives a complete description of each of these files. The

files of interest were the Queue and Execut ion file. In attempting to

access information for each of these for a reduced data file , several

problems were encountered. These will be discussed In the next section.

Problems. The initial problem with the C LARA PDT was discovered

during an attempt to read the Queue and Execution files. Each daily

PDT is kept by the ASD computer center for approximately two months ,

but the center does not use this data for any purpose . Attempts to

access the files revealed that the PDT Execution file was missing for

each day due to an error in the job control cards used in executing

the CLARA program. This data source was therefore invalidated .

Compounding this problem was a previous decision by the ASD com-

puter center to quit producing PDT tapes because of their nonuse . The

center had assumed that the historical PDT tapes were valid and would

be sufficient for workload analysts. Because the historical PDTs were

invalid , the computer center agreed to resume production of PDTs until

sufficient data was gathered . Due to the time delay caused by this prob—

1cm, workload models are based on two weeks data . The data used will be

discussed further in Chapter IV.
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Once a week of CLARA data was produced , an analysis of the

Queue and Execution files was conducted to insure the integrity of

the formats and descriptions of each parameter in reference 9.

Table IV is a description of parameters that were deficient in the

Queue and Execution files, The methods used to obtain replacements

(if possible) for these parameters are discussed in the next section,

which is an outline of a data reduction program written to extract

those parameters needed from each day ’s PDT.

Data Reduction. Because the PDT consists of four files containing

1113 parameters (Ref 9: Append ix A ) ,  a data reduction program was writ-

ten , The main functions performed by this program are listed below :

• —For each day on the PDT, select those Queue and Execution
records within the time period requested .

-Read and store from the Queue file for each job the time it
entered the input queue (applicable to batch jobs only).

—Skip all overhead jobs in the Execution file, since these jobs
are not considered as workload in this Investigation .

—The account number parameter , missing for interactive jobs, was
moved from the user name field tn its correct location,

—The calculation of central memory used was derived as shown in
Figure 4.

-The reduced job data was formatted as shown in Table V and
written to a permanent file.

The permanent file shown in Table V was further processed to select

specific parameters for constructing workload models .

Workload Characterization

As mentioned in previous chapters , one way to define workload

is as the amount of hardware resources consumed by each job. Theref ore ,
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TABLE IV

Deficient ClARA Job Paraceters

Description Action Taken

Time job printing complete Excluded from investigation

User account number Reference data reduction
section

Central memory used Reference data reduction
section

Extended Core Storage Used Excluded from investigation

Number of disk accesses or requests Excluded from investigation

Intercom connect time Excluded from investigation

• 
- Disk drive occupancy time Excluded from investigation

Number of cards read Exc luded from investigation

Number of lines printed Excluded from investigation

Tota l number of swapouts Exc luded from investigation

Swap out time Excluded from investigation

Time spent in output queue Excluded from investigation

21
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The Aigorithm for computation of a job ’s CRI.Js is as follows:

Number of CRUs. — a(CPU) + b(IO) + ((cPu+Io)cM )

where CPU job ’s centra l processor time in seconds

10 jobs ’s tape channel and disk access
time in seconds

CM — number of central memory words required

a — CPU percentage cost ratte

b — 10 percentage cost ratio

c — CM percentage cost ratio

Conta ined within the Execution file for each job are values

f or the above CRU components of:

1. CPU sec

2. 10 sec

3. (cP + Io) CM

Then CM used — (CPU + IC) CM
CPU +~~

_
O

Figure LI.. Derivation of Central Memory Parameter
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TABLE V

Reduced Job Parameters

Name Description

Job Name Uniquely identifies each job.

Receipt Date The date the job entered the input queue .

Job Origin Identifies whether the job was initiated as
batch , remote batch or intercom.

Organization Identif ies the organization which submitted
Identif ier the job.

In-Queue Time in seconds the job entered the input
queue ,

In-C? Time in seconds the job left the input queue
and entered a control point .

Out—OP Time in seconds the job left a control point
and entered the output queue .

CPU Central Processing time In seconds used by
a job.

1-0 Input-Output time in seconds used by a job.

CM Maximum central memory in kilo-words that a
job occupied , same as CMR for batch jobs .

0MB Maximum central memory requested by a batch
job.

CRUs The number of computer resource units (Ref
Figure 3) used by a job ,

PPUs The PPU time in seconds used by a job , in-
cludes I-C channel plus 1-0 overhead time ,

Tape-Drives Maximum number of tape drives used at one
time by a program.

Disk Maximum number of disk sectors used at one
time by a program.
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it was necessary to select resource consumption parameters that best

represent the workload . Us ing SPSS (Ref 21: Chapter 18), available

parameters were ana lyzed for their interdependence, as shown in Table VI .

Using this analysis to support already existing knowledge (Ref 9, 12),

the following parameters were excluded :

—The CRTJ parameter because it is a measure of CPU , 1-0, and CM
usage.

—The PPU parameter because of its dependence on I-C time.

—The Tape—Drives parameter because of the infrequent use of tapes
during the 0800—1700 period.

This left CPU, 1-0, CM , and Disk usage as the remaining workload

characterization parameters. A remaining problem to be solved was how

to model the workload using these parameters . The first model used de-

scriptive statistics.

Descriptive Statistics. Kelly (Ref 20) defines CPE as the statis-

tical analysis of computer performance. Descriptive statistics, such

as pictorial displays of data , measures of location, and measures of

variability are the most used statistical methods for CPE . However ,

there are problems in characterizing workload with descriptive statis-

tics. As an example , the mean value is, without doubt , the most com-

mon measure of central tendency; but it may be the least mean ingful.

It is great ly affected by extreme va lues and may give an unrepresenta-

tive picture of typical behavior. In CPE , it is usually “typical be—

havior” that one cares about , and , by definition , the most typical

value Is the med ian , because it is not affected by extreme values (Ref

20* 3). To overcome the shortcomings of descript ive statistics, another

workload mode]. was developed . This model describes the workload as

24
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TABLE VI

Job Parameter C orrelation Analysis

CPU 1-0 CM CRUs PPUs TPDRIVE DISK

c~u 1.00 .66 .19 .79 .31 .06 .62

i—c .66 1,00 .25 .97 .65 .15 .75

CM .19 .25 1.00 .29 .25 .12 .26

CRUS .79 ~97 ~29 1,00 .60 .14 .77

PRim .31 .65 .25 .60 1,00 .28 .30

TAPE-
DRIVES .06 .15 .12 .14 .28 1.00 .16

DISK .62 .~~~ .26 .n .30 .16 1.00
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groups of similar jobs or job classes using a techn ique called clustering .

Once the job classes are determined, the presentation of each job class

is done with descriptive statistics. The differentiation between the

two uses of descriptiv e statistics lies in the extra processing step

that prod uces job classes. The clustering technique is now discussed,

Clustering Application. The purpose of a cluster analysis Is

to group observations into m subclasses, such that the differences

between members of the same class are minimized • An observation is

the job as represented by the resources it consumed . The cluster analy-

sis technique used regards each job as a point in four dimensional (CPU ,

1-0, CM , Disk) Euclidean space. The jobs are assigned to a group (clus-

ter) such that the sum of the squares of the distances of a point to an

existing cluster is minimized . The methods to accomplish clustering are

dependent upon the clustering algorithm used ,

The first constraint on selecting an algorithm was availability.

Dubes (Ref 15) has developed or modified eight of the most common clus-

tering techniques , Since the Air Force Avionics Laboratory had a tape

containing these programs (Ref 18), it only remained to choose one of

• the eight available . An examination of the programs revealed that all

but one limited the number of observations (jobs), because all observa-

tions were required in memory at once, Because the number of jobs to

cluster numbered in the thousands, the algorithm capable of handling

this was used. This algorithm, titled WISH, is a version of Wishart ’s

variant on the K—means method (Ref 2: 169—170).

WISH uses a multipass approach , which starts with a set of initial

cluster centers , and assigns subsequent job observations to these centers ,

26
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based on a minimum distance between the observation and the cluster

centers . Observations too far away from any previous ly defined cluster

center are used to start a new cluster center . The file of observations

will be reprocessed, creating and deleting clusters until the process

converges. Convergence occurs when a pass is made over the data and

no observations change their cluster assignment. An understanding of

the functions of WISH will be better understood by examining the input

to WISH. The basic input data are the observations consisting of the

CPU, 1—0, CM, and Disk usage parameters for each job, The clustering

progess is dependent on the control parameters input to the WISH pro-

gram. Discussed below are the critical input variables , Figure 5 is

an accompanying f low d iagram of the discussion .

Normalization. By setting this variable to 1, the observations

will be normalized prior to clustering. Each of the workload para-

meters will be scaled by making the mean of each parameter class zero

and the variance one. Changing the origin has no effect- on the clus-

tering but normalizing the spreads of the individual workload parameters

assigns equal weights to all parameters and tends to transform the

cloud of observations into a hypersphere (Ref 15: 21). Because the

magnitude of the parameters such as disk and CM usage vary by a ratio

of 50 to 1, the magnitude of the disk parameter would weight its impor-

tance too strongly in the clustering process. In order that each para-

meter have equal weights, the normalization control was used.

Initial Cluster Centers. The user may input the initial cluster

ce.~ter if he has prior knowledge of how the data might cluster. Since

the possible job classes w9re unknown, an option in WISH which partitions

27

~

-

~

-

~

_- - - —  _ _ _ _  - - •- 



( START

1’~~AD CONTROL1PARAMETERS ]

[CREATE
INITIAL
CLUSTER
CENTERS

READ AN

(
~~SERVA~~~~ 

ILE AND

CLC~ER CENT4 I REMOVE

OBSERVATION] I CLUSTERS
‘1~ 

LMINsIzE
IST’~~~~1ALIZED

DISTANCE FROM ____________

KC TO STOP D

MAX -DIST

~~~ure 5. Clustering Program Lcgic(Ref 15: 250)

28

4



the observation space into 2 ** (Num ber of Dimensions , 4 in this case )

cluster centers was used , Later experimentation revealed that the fina l

clusters produced were not dependent on the initial cluster centers. How— -

ever, the number of clustering iterations could be reduced with good

guesses for initial centers.

Mi nimum Distance. This parameter is used in adding an observation

to an existing cluster center. First, the determination of which clus-

ter an observation is closer to ia made . The observation must then be

within “Minimum Distance” units or it will not be assigned to that clus—

ter.

Maximum Distance, If the observation distance is greater than

“Maximum Distance” units away, the observation will start a new cluster

center. If the observation distance is greater than “Minimum Distance”

and less than “Maximu’n Distance” , it will be temporatily ignored .

Min imum Size, Another parameter contributing to cluster forma-

tion is the minimum number of observations that a cluster must contain

to exist as a cluster. If a cluster has less observation than “Minimum

• Size” it will be discarded until the last iteration,

These last three parameters were the critical controls used in

forming clusters . By varying “Minimum Size ”, extreme observations

could be ignored • By specifying the “Minimum Distance” and “Maximum

Distance” the tightness or with in cluster variance could be controlled .

These parameters prevented blind application of the clustering program,

Prior to using the program, the following goals were established for

cluster acceptance:

—Classify the job types with less than ten clusters ,
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—Insure that each cluster variance is a mininuin for the first
goal.

—In conjunction with the first two e~oals, maximize the numberof jobs assigned to each cluster,

In attempting to group the workload into job classes, the clustering

algorithm was applied twelve times before a satisfactory classifica-

tion was obtained, The clustering results will be presented later,

Because WISH only prints cluster identification information,

WISH was modified to add the cluster assignment number to each ob-

servation, This provided for further workload and performance analy-

sis for each job class using programmatic methods,

General Performance !‘Eeasures

Once the workload was defined, the calculation of performance

values was accomplished. The performance measures of this investiga-

tion are descriptors of system efficiency and user time delays. Per-

formance measures concerning user time delays are as follows:

—Turnaround Time is the difference between the time a job
- • entered the input queue and the time it left a control point

(batch jobs only),

—Input Queue Time is the difference between the time a job

~ntered the input queue and the time it entered a control point
(batch jobs only) .

-Control Point Time is the difference between the time a job

~i~ters and leaves a control point (batch and interactive jobs).

Performance measures for system efficiency (does not includ e down—time )

are:

—J ob Throughput, which is the number of jobs executed per hour
~~xcludes overhead jobs) .

-CRU Throug~h t, which is the number of CRUs used per hour
fexclücles overhead jobs).
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—CPU Utilization, which is the amount of CPU time consumed during
the time period (0800—1700), divided by the shift time (excludes

• overhead jobs).

The calculation of values for the entire system , and ind iv idual

organization workloads was accomplished programmatically . The applica-

tion of the data reduction program, workload characterization techniques,

and performance ca lculations is flow charted in Figure 6 , The results

of this application are now presented .
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IV. Sys tem Evaluation

This chapter presents results obtained by applying the methods

of the previous chapter. CLARA data was used that was collected for

a two week period during the 0800— 1700 hours time frame , 1~~ta from

28 August thru 1 September, 1978 was ana lyzed to determine Cyber work-

load and performance when it was being operated in a “Batch Plus Inter-

active” processing mode . To analyze the Cyber in a “Batch Only” mode ,

data from 11 thru 15 September was used. This chapter will show re-

suits for the system as a whole (all organizations), followed by the

workload and performance for each individ ua l organization (user).

Sys tem Workload

• Because the primary objective of this research was to characterize

ind iv idual user workloads and performance, the question of why investi-

gate the total system workload might arise? The answer is that the

magnitude 01 any individual user workload is relative to the total

workload ! Therefore , this section will present the workload and per-

f ormance of the system, saving the ind ividual organization results for

later. As previously mentioned , modeling of the workload was done from

two approaches , descript ive statist ics , and cluster analysis. Each of

these results will be shown for the system as operated in the two

processing modes .

Table VII, supported by Figures 7a . — 7d,, presents statistics for

CPU , 1-0 , and disk quantities consumed from 28 Aug— i Sep. Analysis of

this data indicates that distributions of CPU , I—C , and disk usage are

positively skewed with the means of each in regions of low density.
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TABLE VII

System Workload Statistics For 14669 Jobs (28 Aug - 1 Sep)

CPU 1—0 CM DISK
PARAME TER (sec) (sec ) (IC words) (sectors)

M INIMUM .1 .1 .1 0

MAXIM UM 1178,0 3500.0 57.0 54000

16.7 31.14 10.8 500

• .95 C ONF IDENCE 15,6 28,6 10.6 447
INTERVAL to to to to

17,7 314,2 11.1 549

STANDARD
DEV IATION 37.1 97,1 8,6 1700

MEDIAN 4.11 10,0 9,7 180
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TABLE V III

System Cluster Descriptions - Resource !‘~eans (28 Aug- 1 Sep)

JOBS IN CPU 1-0 CM DISK
CLUSTER CLUSTER (sec) (scc) (K words) (sectors )

1 1358 2 5 3 40

2 1078 3 9 15 300

3 2611 8 28 17 550

14 1811 27 31 6 300

5 31.1. 76 20 11 1450

6 340 16 25 25 1000

7 1485 11 15 5 200

8 319 170 16 2500

9 330 14 125 17 1000
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TABLE IX

System Cluster Descriptions — Usage (28 Aug - 1 Sep)
JOBS IN

CLUSTER C LUSTER BA’lCH CPU 1-0 CM DISK
1 1358 21 LOW 1,0W LOW LOW

2 1078 94 LOW LOW MEDIUM LOW

3 264 72 LOW MEDIUM MEDIUM MEDIUM

14 184 7 MEDIUM MEDIUM LOW LOW

5 311. 29 HIGH LOW MEDIUM MEDIUM

6 3140 97 MEDIUM MEDIUM HIGH HiGH

7 1485 8 MEDIUM LOW LOW LOW

8 319 34 HIGH HIGH MEDIUM 1’~EDIUM

9 330 119 MEDIUM HIGH MEDIUM HIGH
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A lso, the CM distribution exhibits no centra l tendencies, suggesting

that means do not reflect typica l usage. The med ian , which shows that

a ma jority of jobs consume small resource amounts , is a more apt de-

scriptor . Looking at these statistics does not give a complete feel

for what the Cyber workload was , Because the Cyber is a job processor,

a better view of the workload wou ld consider the types of job classes

executed , A way to do this is proposed by Agrawa ]a (Ref 1), who

advocates the use of clustering for workload visualization , and as a

me thod for generating probabaliatic workload values , for input to per-

formance simulation models (Ref 17). In this investigation , the job

clusters are used only to portray the workload ,

Tables VIII and IX are two different views of the same cluster

descriptions ( job classes). The means and cluster assignments are a

product of the ‘~lustering program. The percentage of batch jobs was

calculated after the clustering was complete . Determination of whether

the mean was low, medium or high was based on the medians in Table VII.,

These tables define the job class workloads, but a few observations are

pert inent. Jobs in clusters 1 and 2 comprise more than 5~~ of the jobs

executed , with the jobs in each one utilizing small resource amounts .

This agrees with the observations made above, However , the rationale

for job class resources can be obtained from the cluster means. As an

example , the greater CM usage by cluster 2 over 1 is due to cluster

two’s higher percentage of batch jobs , which generally request more

memory than interactive jobs . Each of the remaining clusters Is unique in

terms of the resources consumed . Jobs in clusters 8 and 9 are larger
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jobs , with those in 8 being CPU bound and those in 9 1-0 bound • The

stability of job clusters on a daily basis is verified by Table X .

These results indicated that a workload characterization of one day

may be as valid as one week , since no daily trends were seen, Prior

to calculating the perf ormance for the 28 Aug-i Sep period , the work-

load for 11—1. 5 Sep was determined ,

The Cyber primarily executed batch jobs during the 11_is Sep time

frame, due to the changed operating mode effective 1.1. Sep. Table XI

and Figures 8a.-8d , show that the consumption of memory, I-C, and

disk usage increased with a slight drop in CPU usage. This tends to

agree with the ASD computer center ’s goal of running larger jobs. By

looking further at the cluster description of the workload in Tables XII

a~d XIII , it can be seen that the number of jobs using larger resource

amounts increased . The type of jobs that decreased during the 0800—

1700 shift , were those using medium resource amounts , which were the

interactively spawned jobs . Once again , Table XIV points out the con-

sistency of job types executed daily. The workload imposed on the system

is of interest , but the key concern is what performance the system de-

livers under this workload .

~ystem Perf ormance

• The performance delivered by a system can on ly be rated good or

had if an object ive measure is available, Because no quantitative per-

f ormance standards are set by the ASD computer center, the determination

of performance quality is limited to what seems reasonable. However ,

two quantitative comparisons were available . First , the difference in
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TABLE X

System Cluster Description - Daily C luster Distribution (28 Aug-i Sep)

CLUSTER WEEK MON TUES WEDS THUR S FRI

1 29 31 27 31 28 28

2 23 22 26 21 22 23

3 6 6 5 5 6 5

11. 11. 3 4 14. 14. 4

5 7 7 7 9 5 5

6 7 8 7 -  6 6 9

7 10 10 10 10 12 10

8 7 6 6 7 8 7

9 7 6 6 8 8 7

11.3



TABLE XI

System Workload Statistics For 4501 Jobs (11—15 Sep)

CPU 1-0 CM DISK
PARAMETER (sec) (sec) (K words) (sectors)

MIN IM UM .1 .1 .1 0

MAXThU M 1231,3 3453.2 75.0 11114.40

17.9 38.9 15,1 950

.95 CONFIDENCE 16.6 35.8 114.8 827
INTERVAL to to to to

1.9,2 41 .9 1.5.3 1068

STANDARD
DEV IATION 43,6 103.8 9.11 11.118

MEDIAN 4.1 12.5 14.7 300

11.11
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TABLE XII

System C luster Descriptions — Resource Means (11— 15 Sep)

CPU I-C CM DISK
C LUSTER JOBS (sec ) (sec ) (K words) (sector )

1 1.361 3 9 12 300

2 753 .5 5 2 90

3 702 6 1.4 20 400

14. 459 12 30 19 900

5 386 55 238 20 3000

6 292 811. 25 16 900

7 310 19 80 19 3500

8 238 62 14.8 35 2000

49
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TABLE XIII

System C luster Descriptions - Usage (11-15 Sep)

CLUSTER JOBS BATC H CPU 1-0 CM DISK
1 1361 99 LOW LOW LOW LOW

VERY VERY VER Y
2 753 85 LOW LOW LOW LOW

3 702 100 LOW LOW MEDIUM LOW

4. 4~9 99 MEDIUM MEDIUM MEDIUM MEDIUM

5 386 98 RICH HIGH MEDIUM HIGH

6 292 89 HIGH LOW MEDIUM MEDIUM

7 310 97 MEDIUM HIGH MEDIUM HIGH

8 238 100 HiGH MEDIUM HIGH HIGH

50
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TABLE XIV

System Cluster Description—Daily Cluster Distribution (11—15 Sep)

CLUSTER WEEK MON TUES WEDS THURS FRI

1 30 31 31 32 29 30

2 17 13 18 16 17 16

• 3 16 21 18 17 10 15

Zj. 10 7 6 9 15 10

5 9 7 8 7 11 9

6 6 5 6 7 7 9

7 7 8 7 7 6 5

8 5 7 6 6 Ii. 5

51
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performance between the two Cyber operating modes could be compared.

Discussed later are differences in performance among the ind ividua l

using organizations.

Table XV shows an improvement in all perf ormance measures , except

throughput in jobs/hour and CPU utilization, for 11—15 Sep. This re-

sult was expected because of the near elimination of the higher priority

interactive jobs . The control—point occupancy time shows a significant

decrease , indicating that the number of swaps between memory and the

CM queue is near zero. This was accomplished without a drastic drop

in CPU utilization which might have been expected if a few I-C jobs had

monopolized memory. This mix of jobs is borne out by analyzing the in-

crease in small resource jobs that accompanied the increase in large re-

source jobs . Looking at the performance figures of Table XV does not

indicate which job types benefitted or suffered due to the changed op—

eration . An attempt to derive performance measures for job classes for

28 Aug—i Sep is now discussed .

Table XVI contains turnaround statistics for each job class , An

examination of the means and standard deviation indicates a great dea l

of variability in the turnaround for each cluster , Table XXV I in Append ix

A supports this picture of unpredictable perf ormance for a given job

class by showing the frequency distribution of turnaround time for the

jobs in each cluster. An effort to relate median turnaround (Table X VI )

to resources used (Table IX) for each cluster was also unsuccessful,

The net result is that turnaround is not related to the derived job clas—

ses. This is not unlikely, because performance is dependent not only

on the workload , but also on the system design, The design criteria

52
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TABLE XV

— 

System Performance Means

28 Aug — 1 Sep 11-15 Sep

TURNAR OUND (~‘IN )
(BATCH JOBS ) 60.6%

INPUT-QUEUE (MIN)
(BATCH JOBS ) 53.2 38.6

CONTEOL-POINT (MIN )
(ALL TJSER JOBS ) 18 14.6

THR OIL HPUT-JOBS/HR

(ALL USER JOBS) 117 102

THRW~HPUT-CR Us/HR
(A LL USER JOBS ) 3L~4O 3800

CPU UTILIZATION/SHIFT
(A LL USER JOBS ) 51i.,2 50.8

53
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TABLE XVI

System Turnaround (M m ) By Cluster (28 Aug— 1 Sep)

STANDARD
CLUSTER MAXIMUM MEAN DEV IATION MEDIAN SKEWNESS

1 923 51 95 11 4,9

2 1100 46 95 7 5,5

3 397 72 91 32 1,8

14. 683 87 184 211. 3.2

5 351 76 78 ~i.8 1,8

6 1165 81 138 30 14 ,3

7 187 311. 145 iLi. 1,8

8 868 1211. 137 71 2.3

9 44.0 63 82 28 2.4

511.

4



~~.‘r 

~~~~~ ~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~

_ - - - - -
~~~

-

~~~~~~~~~~~~~~~~~~~~~~~~~~

.

discussed In Chapter II are restated for an understand ing of job

turnaround on the Cyber (Ref Figure 3. Cha pter 2) .

—The priority of a job affects its turnaround ; batch is lowest ,
intercom is higher , and graphics is the highest . This pr iority
is critical for initiation , swapping , and execution.

—The resources requested (memory, disk , tapes ) can delay the
initiation of a batch job; lower resources requested get
quicker entry.

—The two criteria above are constrained by availability of an
organization’s CRU’s; the highest priority batch job will not
be initi.ated if the alloted CPUs for his organization have been
exceeded .

Because the 28 Aug-i Sep workload was a mixture ef interactive and

batch jobs , all of the above criteria impacted performance . To sup-

port or refute the conclus ion that perf ormance is not related to job

classes, the 11—15 Sep clusters were analyzed. Since the workload for

11— 15 Sep was predominantly batch , the effect of priority on perform-

ance should be minimized .

Table XVII reflects turnaround quantities for the 11_is Sep job

classes shown in Table XIII.  Because the input-queue dalay of turn-

around is affected the most by the above criteria , the input—queue

statist ics , Table XV III , and frequency distribution (Ref Appendix A ,

Table XXVI I ),  were analyzed for performance variability. Once again

the conclusion reached was that the other criteria affect performance

to the extent that a particular job class will not have a definite turn-

around time , Further a”ta lysis was conducted to determine if a job class

could expect to spend a mean or median time in a control point. Tables

XIII and XIX are used for the following discussion . Prior to comparing

the two tables, remember that control point time is dependent on CPU

55
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TABLE XVII

System Turnaround (Mm ) By Cluster (11-15 Sep)

STANDARD
CLUSTER MAXIMUM MEAN P~V IATION MEDIAN SKEWNESS

1 650 33 63 7,4 3.29

2 415 26 51 7.8 3,12

3 435 30 57 6.8 3,1

4. 320 114 63 14.3 1,9

5 505 58 72 26.7 2.5

6 320 4.4 67 17,8 2 .11.

7 4.55 58 75 25 2.0

8 4.90 48 69 18.4 3.0
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TABLE XVIII

System Input—Queue (Mm ) By C luster (11— 15 Sep) 
--

STANDARD
C LUSTER MAXIMUM MEAN DEVIATION MEDIAN SKEWNESS

1 6Li.O 32 62 6 .7 3,3

2 400 25 49 6.2 3,3

3 410 29 ~6 5,11. 3,2

4. 315 4.1 62 1,07 1,9

11.85 38 66 10,4. 3.0

6 310 38 67 11.0 2.14.

7 4.30 51 73 18.8 2,0

8 485 39 68 10.6 3.2
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TABLE XIX

System Control—Point ( Mm ) By Cluster (11—15 Sep)

STANDARD
CLUSTER MAXIMUM MEAN DEVIATION MEDIAN SKEWNESS

1. 42 1, 1 2 ,8 .6 7.3

2 61 2.1 6.3 .2 4,9

3 311. 1.3 2 .11. .8 14.9

4 29 3.0 3,~
? 1.9 3.7

61i. 15.5 13,5 11,1 1.6

6 144 6. 0 6.3 
- 

11 .0 3.0

7 64 6.4 8.5 3,6 4.0

8 50 7.9 7.8 4,9 2 .5
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and 1—0 time used . A job will spend longer in a control point if

CPU time is larger because the job loses the CPU everytime its time

quantum expires. A job also loses the CPU everytirne it ask for an

1—0 operation . Thus high 1-0 and/or high CPU time will mean a longer

time in the control point. Examination of Table XIII versus XIX shows

a high correlation between the med ian control-point time and CPU/I— O

t ime . As an example , cluster 5 jobs use a high amount of both CPU

and 1—0 time resulting in the greatest control point time . Cluster 2

uses very low amounts , thus , its jobs spent the shortest time in a

control point . All other clusters support the contention that control—

point time is re lated to the resource usage (CPU , i—c) job class , This

is expected , because once a job is in a control point , sched uling o n —

teria and priority (since this data was predominately batch) have no

effect on control point time . However, the control point time is a

small portion of the total turnaround time . This leaves the mean de—

scrl.ptor for all combined job ~lasses as the best measure of system

turnaround . Another way to view Cyber performance is the service

• received by the individ ual users .

Organization Workload

Table XX contains overall job percentages by organization with

• AFFDL, AFA L, AFIT , and A.~RL consuming the largest share of Cyber re-

sot ””~es, Remember that the CPU is the ASD computer center ’s resource

control, it can be seen tha t AF IT processed twice as many jobs as AFA L,

but consumed only 2% more CRUs . Thi8 suggests that ind ivid ual jobs

processed for AFA L consume more CM , I—C , and CPU than AFIT jobs . To
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TABLE XX

User Workload Statistics For 4669 Jobs (28 Aug- 1 Sep)

USER JOB % PERCENT OF ALL RESOURCES USED
ONGANIZATION JOBS INTERACTIVE BA1~ H CPU 1—0 CM CRUs DISK

AFFDL * 33 60 11.0 36 33 31 35 11.0

AFA L * 12 54 46 13 18 13 16 14

AFIT * 27 11.8 52 20 19 26 18 16

AMRL * 13 30 70 ii 8 15 9 10

AFHR L * 0 - - - - - - -

ASD 7 48 52 9 13 7 12 12

ASD/~N 3 80 20 4. 3 2 3 2

ASD/XR 2 79 21 lI. 2 2 3 2

AFML 1 57 43 1 1 2 1. 1

AFAPL 1 70 30 1. 2 1. 2 2

APWAL .5 .5 .5 .5 .5 .5 .5 .5

CONTRAC TOR .5 .5 .5 .5 .5 .5 .5 .5

* Primary Cyber User
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determine the type of jobs executed for each organization , the percen t

of previous ly derived cluster types are shown in Table XXI . The larger

percentage of cluster 2 jobs (small resources used ) by AFIT and the

greater share of cluster type 9 jobs ( larger resource used ) by AFA L

supports the above contention . The information in Tables XX and XXI

is of interest to each user, but to limit the discussion, the remainder

of this section will focus on AFIT workload and perf ormance , The

analysis used will also apply to the other user results. Of further

interest is how the workload changed when the Cyber was converted to a

“Batch Only” processing mode.

Because the interactive processing for each organization was trans-

ferred to the CDC 6600 , the workload results of Tables XXII and XXIII

are limited to each organization ’s batch workload , Comparing Tables XX

and XXII revealed that the precent of jobs executed did not change as

m uch as might be expected . As an example , AFIT’s job percen tage only

dropped 3% indicating that AFIT was getting more batch jobs executed

durl.ng the 0800-1700 shift as a result of the reconfiguration . Also

Table XXIII points out the large number of small resource usage batch

job executed by AFIT . Remaining to be determ ined is wha t performance

was received by each organization and whether workload was the primary

criteria in determining this performance.

• Organization Performance

The following discussion will require the use of workload Tables XX

and XXI in support of the performance results of Table XXIV • An exam-

ination of the turnaround results in Table XXIV show a wide disparity

- -~~~ -~~~~~~~— -  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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• TABLE XXI

User Cluster Percentage (28 Aug- 1. Sep)

CLUSTER NUMBER

_ I ~~. ~~ . Z 2

AFFDL 34. 16 5 Ii. 7 7 12 8 6

AFAL 27 16 7 Li. 6 7 9 9 16

AFIT 28 29 6 5 7 7 11 3 5

AMRL 19 4.0 5 3 6 11 7 5 3

AFHRL - - - - — - - - -

ASD 27 30 5 3 4 5 8 7 11

ASD/~N 311. 7 3 6 10 4 14 16 6

ASD/XR 30 6 1 2 9 1 14 30 7

AFML 33 15 5 2 5 13 7 8 13

AFAPL 23 ii 9 6 8 2 11 8 23

• AFWA L 25 38 6 o 0 0 0 6 25

CONTRACTOR 35 0 6 0 0 53 0 6 0
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TABLE XXII

User Workload Statistics For 11.501 Jobs (11-15 Sep)

USER JOB~~ PERCENT OF ALL RESOURCES USED
ORGANIZATION JOBS INTERACTIVE BATCH CPU I-C CM CRUs 

- 

DISK

AFFDL 22 7 93 211. 22 19 22 23

AFAL 7 0 100 8 7 6 8 5

AFIT 24 8 92 16 9 22 11 10

AMRL 10 0 100 6 6 11 6 6

AFHR L — - - - — — - —

ASD 10 0 100 1.5 22 11 19 26

ASD/~N 9 0 100 11 lLa. 12 114. 11

ASD/XR 3 7 93 3 5 3 Li. 3

AFML 6 0 100 6 3 7 4. 4.

AFAPL 8 1 99 1 1 8  9 9 8

AFWAL — — — — — — —

CONTRACTOR

Notes No longer are there Primary Cyber Users
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TABLE XXIII

User C luster Percenta:es (11— 15 Sep)

Cluster Number

I a 2 2

AFFDL 26 26 10 8 1.0 8 9 5

AFAL 20 30 8 10 13 Ii. 10 5

AFIT 144 13 13 12 2 12 L~ 0

AMRL 37 11 2Li. 12 L~ 2 3 7

AF}~~L — — — — — —

ASD 34 9 15 9 16 1 11 Ii.

ASDftN 15 10 19 9 17 3 8 18

ASD/XR 27 18 13 6 21 3 8 5

AFML 12 14 41 17 0 11. 5 7

AFAPL 26 17 15 9 7 10 9 7

AFWA L — — — — — a —
CONTRACTOR - — — - — —
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TABLE XX IV

User Performance Means for 4669 Jobs (28 Aug— 1 Sep)

AUTHORIZED BATCH JOBS (M IN) ALL USER JOBS (MIN )
ORGAN IZATIP~i CRUs 

~% TUR NAROUN D INPUT- QUEUE CONTROL-POINT

AFFDL 49 11.8,1 37,1 17, 1

AFAL 21 57,0 44.1 211,7

AFIT 12 70.7 67,5 16,5

AMRL 9 35.11 30,4 13.5

AFHR L 3 — — —

ASD 1 ,5 130,14. 124,0 16.4

ASDftN .5 93.1 88.7 29.6

ASD/XR .5 77.3 66.6 29.6

AFM L 1.5 80.3 67,3 18.8

AFAPL 1.5 33.11. 21,5 22.6

AFWA L .5 20,9 9,9 15.4.

CON TRACTOR .5 Li..5 2 ,2 3.2
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in the turnaround recieved by each user. As an example, AFIT ’s average

machine turnaround time is 15 to 30 minutes greater than AFFDL ’s, AFFA L ’s,

and AM RL ’s time . Becaused AFIT jobs request smaller resource amounts,

they should in fact get out of the batch queue sooner. Since turn-

around is a batch job indicator , all priorities are the same , leaving

the use of the Organizational Scheduler as the prime criteria affecting

performance , As can be seen in Tables XX and XXIV , AF IT consumes more

CRUs than authorized . Therefore , AFIT is penalized in its attempts to

execute batch jobs . An ana lysis of how the reconfiguration affected

performance was don e next .

An analysis for the reconfiguration impact is applicable on ly to

AFFDL, AFA L, AFIT , and AMRL because these organizations processed all

their batch load on the Cyber before as well as after the reconfigura-

tion . Table XXV reflects the new performance averages as well as the

amount of CRUs authorized • This CRU figure is the avarage of the total

CRUs authorized for the 6600 and the Cyb3r. Comparing Table XXV to

XXIV shows an improvement in each organization ’s perf ormance . How-

ever the difference among organization performance remained approxi-

mately the same as before reconfiguration . AFIT still has the sma llest

jobs , as ev idenced by the average time in the control point , yet ex-

perienced the greatest delay. This was due to AFIT still using more

• than its share of CRUs while the other organizations did not, Th€re—

fore, the Organizational Scheduler penalizes AFIT batch jobs by leaving

them in the input queue longer, The reduction in control—point time

shows the effect of eliminating the higher priority interactive job

nix. This concludes the presentation of results for this investigation.
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TABLE XXV

User Performance Means For 4501 Jobs (11—15 Sep)

AUTHORIZED BATCH JOBS (MDI ) ALL USER JOBS (MIN )
ORGANIZATION ~~ Us c TURNAROUND INPUT-QUEUE CONTROL-POINT

AFFDL 25 39,6 34.11. 5,1

AFAL 11 41,1 30.14. 10,8

AFIT 6.5 56.1 54.6 2,4

AMRL 5 21,11. 17.11. 11.1

AFHRL 2 - - -

ASD 18.25 55.6 11.9.1 6,~

ASD/~N 11.25 4.2.1 36.8 5.3

ASD/5~R 6.75 13.33 9.47 5.2

AFML 6.5 21.0 1.7.8 3.3

AFAPL 6.5 4.7,0 11.3.6 3.5

AFWA L .75 — — • —

CONTRACTOR .5 — — —
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V . Conclusions and Recommendations

C onc lus ions

The objectives of this investigation were to characterize the

workload by organization and to determine the system performance for

this workload. The approach taken to accomplish this was composed of

three steps . First CLARA , a source of workload and perf ormance data

f or the Cyber , was analyzed and programmatically processed to pro-

duce a manageable data file, Secondly, the hardware dependent re-

source parameters for each job ~rere used to model the workload , by

the use of descriptive statistics and cluster analysis. Finally, per—

formance va lues were derived for these workload models . The conclus-

ions reached for this workload modeling and resulting performance are

now discussed .

Workload, CLARA data tapes were acceptable sources of informa-

tion; however, the areas of deficiency must be corrected to improve

workload and performance evaluation. Due to initial problems in ob-

taining the valid C LARA PDT’s, the period of investigation was limited

to a week of data before and after Cyber system reconfiguration. A

longer period of time, preferably several months, could have provided

a possible workload trend. Once the CLARA data was reduced , the work-

load was characterized by two methods.

Describing the workload with descriptive statistics left an in-

complete picture . By defining the job classes forming the workload ,

better visibility of the workload was prov ided . The clustering tech—

nique provided a method for accomplishing this; the only d~fficulty
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in the procedure was the trial and error application of the algorithm,

which was need to find an optimal number of clusters (job classes).

Once the system workload was quantified , the investigation objective

of determining individual organization workloads was done. For each

user, their percent resource consumption and job classes were presented.

The dependence of performance on workload was then analyzed.

Performance. Turnaround time statistics were calculated for each

job cluster, For each cluster, the goal was to be able to relate to

each job class a mean or median turnaround time . This would have

provided for current analysis a~d future prediction of performance by

job type . However , analysis revea led that turnaround time was not

related to job size using the selected resource demands. Other criteria,

such as priority, scheduling , and CRU author ization , affected turn-

around to the extent that a simple turnaround versus job class model

was not possible. The CR11 Organizational Scheduler degrades perform-

ance for users underallocated in CRUs such as AFIT. Elimination of

the scheduler should be considered to reduce overhead and provide bet-

ter performance to all jobs requesting minimum resources. This would

also allow easier tuning of the system by simplying turnaround criteria

to a resource demand plus priority equals turnaround function ,

Although it was not possible to determine the specific turnaround

• f or a job class, the average performance measures for total jobs

processed and ind iv idual organizations showed an imWovement when the

Cyber was converted to a “Batch Only” processing mode, This tnvestiga—

tion concluded that batch performance was improved, however, the resulting

impact for interactive processing on the CDC 6600 was not ascertained •
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The final conclusion of this investigation is that performance evalua-

tion efforts are difficult, if not impossible. Further studies are

required to further this investigation.

Recommendations For Futher Study

The first task to be accomplished is to persuade the ASD computer

center to resume production of the CLARA PDT. Because the CLARA pro-

gram is still executed daily, the only increased expense would be the

need for historical tapes. One reel of tape would suffice for a month

of C LARA data f or both the Cyber and 6600. The collection of data for

a year , 12 tape reels , would provide a more complete workload ana lysis

file! To improve the .rorkload data, information on interactive re-

sponse times need to be produced on the C lARA tape or obtained from

the Dayfile if available. In lieu of this approach, a software monitor

could be developed to collect intercom data.

This would allow workload models of the system to be characterized

not only by the resources consumed , but also, by whether the request

for computer service was interactive or batch. This type of model is

defined by Agawala (Ref 1). This would allow the formation of a pro-

babilistic workload, where the type of request is treated as a random

variable and the resources used are treated as random vectors (Ref 1~19).

This to be developed model, or the batch model constructed in this in—

r vestigation, could then be used to drive a simulation model of the Cyber

System. This simulation model would be constructed to produce values

for the perf ormance measures of interest, such as throughput, resource

utilization, or turnaround . Hamm (Ref 17) has used clustering to drive
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simulation models from WWMCCS installations. Hughes (Ref 16) has also

used the same techniques for the Air Force Avionics Laboratory’s DEC-tO

system . The clustering approach produces the probability of a part-

icular job class as well as the means of resource utilization. Re-

sources include 1—0, CPU, disk, and memory which can be employed as

synthetic workloac1 to a simulation program.

Another possible use of the reduced C LARA data would be to apply

multiple regression analysis to the independent variables (1—0, CPU,

disk) to determine their impact on the dependent performance variables,

Certainly, there are a multitude of CPE approaches ; this investigation

offers one approach and some tools for further research.
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Appendix A

Perf ormance Distribution Tables

Appendix A contains frequency distribution tables for each cluster

showing the percentage of jobs that fell into the performance ranges

ind icated. Table XXVI presents the job frequencies for turnar3und time

during the week of 28 Aug — 1 Sep. Table XXVII reflects job input- queue

wait time distributions for 11—15 Sep. Each of these tables is in sup-

port of determining the validity of deriving a performance value for

each cluster (job class).
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TABlE XXV I

Turnaround Time Frequency Distribution By Cluster (28 Aug•- 1 Sep)

Cluster 1

Freq Cum Freq Cum
Minutes Pot Pot Minutes Pct Pct

O 0 0 84 11. 81
7 39 39 91 2 83

1L~ 11 50 98 1 86
21. 5 55 105 1 86
28 3 58 112 0 86
35 14. 63 119 1 87
42 3 65 126 0 87
119 1~. 70 133 1 88
56 2 71 140 1. 89
63 2 711. 147 2 91
70 1 .  74. l 5Li. 0 91
7? 3 78 9211. 9 100

C luster 2

Freq Cum Freq Gum
Minutes Pct Pot Minutes Pet Pot

0 0 0 1.08 1 88
9 14.7 47 117 1. 89

18 11 58 126 0 89
27 7 65 135 1 90
28 4 59 144s 1 92
37 3 72 1.53 1. 93
51s. 3 75 162 1 94.
63 3 78 171 1 95
72 3 81 180 0 95
81 2 83 189 1. 98
90 2 84 198 1. 9?
99 3 87 1116 3 100
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TABlE XXV I (continued )

Cluster 3

Freq Cum Freq Cum
Minutes Pet Pet Minutes Pot Pet

0 0 0 75 3 67
3 12 12 78 1 67
6 10 22 81 1 68
9 6 28 81s 1 69
12 3 31 90 2 71
15 5 37 93 2 72
18 3 39 96 2 75
21 2 lst 99 1 76
24 2 44 108 1 76
27 2 45 111 1 77
30 1 11.7 114. 1 77
33 2 49 117 1 78
36 2 51 120 1 79
39 2 53 123 1 80
4.2 1. 54. 126 1 80
45 2 56 132 1 80
48 1 57 135 1. 81.
51 2 58 138 1 82
54 1 59 14.1 1 83
60 2 61 144 1 83
63 1 62 14.7 1 81s
66 1. 63 153 1 811
69 1 63 156 1 85
72 1 614. 399 15 100

Cluster 4.

Freq, Gum
Minutes Pot Pet

0 0
6 31 31

18 15 45
30 8 5Ls
36 8 62
L~2 8 69
60 8 77
126 8 85
132 8 92
6811. 8 100
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TABLE XXV I (continued )

Cluster 5

Freq Cum Freq Cum
Minutes Pet Pet Minutes Pet Pet

0 0 0 78 1 63
3 6 6 81 Li. 67
9 3 12 93 1 69
12 1. 13 99 1 70
15 3 17 102 2 72
18 7 24 105 3 75
21 1 211. 108 2 78
211. 3 28 114 3 81
27 1 29 117 1 82
30 1 30 126 1 83
33 3 311 132 1 81t.
36 2 35 135 2 8?
39 1 37 lLi.1 1 88
4.2 3 4.0 147 1 89
11.5 8 48 156 1 90
51 3 53 168 2 92
57 1 53 192 1 93
60 2 55 211.9 1 94
69 2 57 273 1 96
72 3 61 321 1 97
75 1 63 327 2 99

3511. 1 100

Cluster 6

Freq Cum Freq Cum
Minutes Pet Pot Minutes Pot Pet

0 0 0 117 1. 79
9 13 35 126 2 80
27 7 1~2 135 2 82
36 10 52 1114 2 85
45 5 57 153 2 86
54 2 60 162 1 87
63 3 63 171 2 89
72 5 68 180 1 90
81 4. 71 189 1 92
90 2 711. 216 1 92
99 2 75 2341. 0 92

...J.Q~ 22.. II2IZQ 
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T&BLE XXVI (continued )

Cluster 7

Freq Gum Freq Cum
Minutes Pet Pet Minutes Pet Pet

0 0 0 Ll.2 3 68
2 13 13 48 3 71
Ii. 18 32 52 3 71l.
6 3 34 51. 5 79
8 5 39 70 5 84
10 5 45 711. 3 87
12 3 47 76 3 89
16 3 55 104 3 92
18 3 58 136 3 95
20 3 61 146 3 97
22 3 63 188 3 100
30 3 66

Cluster 8

Freq Gum Freq Gum
Minutes Pet Pet Minutes Pct Pot

0 15 161
7 5 .5 168 1 76

111. 5 9 175 2 78
21 7 17 182 2 80
28 5 21 189 1 81
35 11 32 203 1 82
4.2 3 35 210 1 83
4.9 3 38 2211. 1 83
56 5 42 252 1 84
63 5 47 259 2 86
70 1 48 280 2 88
77 4 51 294 2 90
84 1 52 301 1 91
91 2 511 343 1 92
98 2. 55 357 1 93

105 3 58 371 1 91.
112 2 60 385 1 94
119 1 61 420 1 95
126 3 63 1448 1 96
133 2 65 4.55 1 97
14.0 2 67 1.69 1 98
14.7 2 29 4.82 1 99
154 L~ 72 875 1 100
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TABlE XXV I (continued )

Cluster 9

Freq Gum Freq Cum
Minutes Pet Pet Minutes Pet Pet

0 0 0 100 1 82
4. 9 9 108 2 81.
8 5 111. 112 1 81.

12 10 24 116 2 85
16 9 33 128 1 87
20 2 35 132 1 88
211. 7 11.2 136 1 88
28 6 11.8 144 1 89
32 11 52 152 1 89
36 1 52 161i. 1 92
40 4 55 168 1 92
144 2 58 18~i. 1 93
4.8 1. 59 200 1 93
52 2 61 212 1 94

65 232 1 914
60 1 66 236 1 85
64 2 69 264 1 96
68 1 70 280 1 96
72 2 71 308 1 97
76 1 73 34.8 1 98
80 2 75 364 1 98
81. 2 76 380 1 99
88 1 77 3811 1. 99
92 1 78 ~i40 1 100
96 2 81
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TABLE XXVII

Input—Queue Time Frequency Distribution By Cluster (11—15 Sep)

Cluster 1

Freq Cum Freq Cum
• Minutes Pet Pot Minutes Pot Pet

0 0 0 65 1
5 39 39 70 1 85

10 13 52 75 1 86
15 9 61 80 0 86
20 6 67 85 0 85
25 Ii. 71 90 0 87
30 2 73 95 1 88
35 3 75 100 1 88
11.0 2 78 105 1 89
Zi.

5 2 89 110 1 90
50 2 81 115 1 90
55 1 82 12C 1 91
60 1 83 655 9 100

Cluster 2

Freq Cunt Freq Gum
Minutes Pet Pet M inutes Pot Pot

0 0 0 65 1 87
5 142 42 70 0 88
10 11. 53 75 0 88
15 8 50 80 1 89
20 6 66 85 0 89
25 Li. 70 90 1 90
30 4 74 95 1 90
35 5 79 100 0 91
40 2 81 105 0 91
4.5 2 83 110 1 92
50 1 811. 115 1 93
55 1. 85 11.05 7 100
60 1 85
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TABLE XXV II (continued )

Cluster 3

Freq Cum Freq Cum
• Minutes Pet Pot Minutes Pet Pet

0 o 0 60 1 85
5 44 44 65 1 86
10 11 55 70 1 87

• 15 7 61 75 1 88
20 5 67 80 1 88
25 5 72 85 0 88
30 3 75 90 1 90

• 35 2 77 95 0 90
1.0 3 80 100 0 90
Li.5 2 82 105 0 91
50 1 83 110 1 91
55 1 811. 440 9 100

Cluster 11.

Freq Gum Freq Cum
M inutes Pot Pot Minutes Pet Pet

0 0 0 60 1 75
5 32 32 65 2 77
10 15 47 70 2 79
15 5 52 75 1 80
20 Zj. 55 80 1 81
25 LI. 59 95 2 83
30 4 63 100 2 86
35 2 66 105 0 86
11.0 2 68 110 0 87
Zi.5 2 70 115 1 87
50 2 52 120 1 88
55 2 74 320 12 100
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TABLE XXVII (continued )

Cluster 5
• Freq Gum Freq Cum

Minutes Pet Pot Minutes Pot Pot

O 0 0 60 2 79
5 30 30 65 2 81.

10 13 44 70 2 83
15 11 51. 75 1 811.
20 3 57 80 1 84
25 7 65 90 1. 85
30 3 68 100 1 85
35 2 72 105 1 86
140 2 72 110 2 88
11.5 2 711. 115 1 89
50 2 75 Zi.90 11 100
55 2 78

Cluster 6

Freq Cum Freq Cuin
• Minutes Pet Pet Minutes Pet Pet

0 0 0 75 0 83
5 27 27 85 0 83

10 15 1.2 90 2 85
15 12 54 95 2 85
20 9 63 100 0 86
25 68 105 0 86
30 11. 72 110 1 87
35 LI. 75 120 1 88
1.0 1 77 130 2 90
11.5 3 80 150 2 92
55 2 81 315 8 100
60 1 82
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TABLE XXVII (continued )

Cluster 7

Freq Cum Freq C u’n
Minutes Pet Pet Minutes Pet Pet

0 0 0 70 1 714
5 26 26 75 2 76

10 9 35 80 3 79
15 9 144 85 0 79
20 5 49 95 1 80
25 5 54 105 0 81
30 5 59 110 0 81

• 35 2 61 115 1 82
40 4 65 120 1 83
45 2 67 125 0 814.
50 3 70 130 1 85
55 2 71 135 2 67
60 1 72 1110 2 89
65 1 7Ll. 435 11 100

Cluster 8

• Freq Cum Freq Cum
Minutes Pet Pot Minutes Pet Pot

• 0 0 0 75 1 80
5 32 32 80 2 82
10 12 144 90 0 82
15 9 54 95 1 814.
20 4. 58 100 2 86
25 Li. 62 110 1 86
30 3 66 1.15 2 89
35 4 69 120 2 89
140 3 72 125 1 90
1.5 1 73 130 1 91
50 3 77 135 2 93
55 1 79 150 0 93
60 1 79 115 1 94

4.90 6 100
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