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Preface

This report presents a prgliminary design for a Neuropsycho-
psysiological Human Engineering Test Battery. The purpose of
this data processing system is to aid research being conducted
at the 6570th Aerospace Medical Research Laboratory iﬁ the area
of human performance evaluation. The Aesigd of this systém was
developed through the use of structured design techniques.
Although these techniques have been developed primarily for
software development, they are sufficiently general that they
can also be applied towards the development of hardware. As
a result, this preliminary design addresses both the hardware
and the software considerations that need to be. examined in the
development of this test batte;y.

For their guidance in this project I would like to express
my thanks to my thesis committee: Dr. Matthew Kabrisky,

Dr. Pete Miller, and Capt Frank Kirschner. I woulq also like
to extend a very special thanks to LtCol Bob O'Dounell for his
sponsorship and support in this project and to his staff at the

6570th Aerospace Medical Research Laboratory for their assistance.

Robert E. Norris
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Abstract

A preliminary design for a.computer based Neuropsychophysfb-
logical Human Engineering Test Battery is developed. This system
provides for the automated administration of a battery of tests
designed to measure human performance as reflected in the electro-
encephalogram, cortically evoked potentials, and other psycho-
physiological measures of performance. This system will be

capable of recording and analyzing up to 100 channels of electro-

physiologigal‘ﬁata.-

/{éQ;tem design is developed through the use of structured
design techniques. The initial stage of the design process, the
requirements definition phase, is developed with the aid of the
Structured Analysis and Design Technique (SADT) developed by
SofTech, Inc. The remainder of the design,'the actual preliminary
design, is developed through the use of general structured design

\'. -
\techniques.

—

The resulting system design is centered around a main computer
which coordinates system activities, stores experimental data,
analyzes experimental data, and generates displays and final
reports. Initial data collection is achieved through the use of
multiple microprocessor based data acquisition units. The subject
station, where stimuli are generated and subject responses take
place, is also under microprocessor control. Provision is also

made for transmitting data from a remote location.
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A PRELIMINARY DESIGN FC A NEUROPSYCHOPHYSIOLOGICAL
HUMAN ENGINEERING TEST BATTERY

I Introduction

Background

The U.S. Air Force is currently conducting research in the
area of Human Engineering in order to better utilize the capa-
bilities of the human operator in an aerospace system. This
effort is in recognition of the fact that the state of aerospace
technology has advanced to the point where it is now possible to
design a system whose capabilities exceed those of the human
being who must interact with that system. For certain tasks,
the human operator is one of the weakest components in some
systems. At the same time he may be the most important component
of that system since there are no systems presently available
that are capable of tétally replacing the judgement of the human
operator. As a result, a considerable amount of attention is
being devoted to creating the proper interface between the human
and the machine.

Solving this human interfacing problem is a primary task at
the Human Engineering Division of the 6570th Aerospace Medical
Research Laboratory located at Wright-Patterson Air Force Base
in Dayton, Ohio. A fundamental hypothesis of the research effort
being conducted in this organization is that in order to properly

interface the human operator to a machine, it is first necessary




to understand the functioning of the various subsystems of the
human being. One level of effort is the investigation of how the
human brain functions in an operational environment. It is
believed that some insight into the functioning of the brain can
be obtained by examining the electrical activity of the brain
that can be detected by electrodes placed on the surface of the
scalp.

There are two basic types of waveforms that are normally
studied in this type of investigation of brain activity: the
general electroencephalogram (EEG) and, a particular class of
electroencephalogram, the evoked potential (EP). The electro-
encephalogram is a measure of the ongoing electrical activity in
the brain and is not related to aﬁy particular stimulus. Evoked
potentials, on the other hand, are the electroencephalographic
activity of the brain that results from presenting a specific
stimulus to the brain through one of the sensory channels. For
example, a letter of the alphabet may be flashed on a screen in
front of a subject thereby stimulating-fhe visual centers of the
brain.

Much of the work done in the area of electroencephalography
has examined the simu1£aneous electrical activity of the brain
at several locations on the scalp. The need for examining these
waveforms at multiple sites of the brain is in recognition of the
fact that information is not processed in one single location of
the brain. Rather, information enters the brain at a fairly
localized area and, through a network of very complex, inter-

connecting pathwavs, is then distributed. throughout the brain in




accordance with information processing ;oquiremcnts. As a result,
the brain processes.information spatially as well as temporally
and the electroencephalographer is interested in measurements
along both of these dimensions.

In the past, the number of electrodes that can be monitored
in such a study has been somewhat limited due to the technology
of available data processing systems. With the advent of the
microprocessor, however, it is possible to expand the total
number of electrode outputs that can be examined at one time.

Such an expanded capability will al%ow researchers the opportunity
to obtain a more complete view of how the brain responds to various
information processing tasks.

At the present time, the Human Engineering Division of the
6570th Aerospace Medical Research Laboratory is .developing the
Neuropsychophysiological Human Engineering Test Battery tc address
some of the problems outlined above. This test battery will con-
sist of a séries of tests designed to evaluate the functioning of
the human brain under a variety of test conditions. In response
to these tests, electrophysiological data from up to one hundred
cbannels will be collected and analyzed. Therefore, in addition to
the test battery itself, it will be necessary to develop a data

processing system to perform data collection and analysis.

Current Rescearch

Electroencephalography. A survey of the literature reveals

a large amount of information in the area of electroencephalography.
Included in this area of the literature is information pertaining

to the theory of EEG signals, electrical characteristics and




specifications of EEG signals, laboratory techniques, laboratory
equipment, data acquisition techniques, waveform pattern recoéni-
tion, and data_analysis techniqueé.. As a result, there already
exists a good foundation upon which the proposed Neuropsycho-
physiological Human Engineering Test Battery may be developed.

Publications by John (Ref 1), Donchin (Ref 2), Perry and
Childers (Ref 3), Yegorova (Ref 4), and Regan (Ref 5) serve as
excellent references, providing introductory material in tke
areas cited in the preceding paragraph. In particular, John's
work in Neurometrics will serve as the primary point of departure
for this paper.

John defines Neurometrics as an analytical approach which
is "... based upon quantitative measurements of salient features
extracted from electrophysiological data which reflect various
aspects of brain function related to sensory, perceptual, and
cognitive processes as well as to the structural and functional
integrity of different neuroanatomical systems." (Ref 1:1).
Traditionally, the evaluation of the EEG has relied upon the
judgement of the electroencephalographer. Because of differ-
ences in experience and the somewhat subjective nature of these
judgements there can be a wide variation in evaluations between
electroencephalographers. In contrast, Neurometrics is an attempt
to quantify what is known about the EEG so that more objective and
reproducible evaluations aboutvbrain function can be made (Ref 1:1-5).

Various analysis techniques have been compiled by John. These
techniques may be classified as either graphical or numerical in

nature. The graphical analysis techniques are useful in providing




a convenient visual form of representing data. On the other hand,
the numerical analysis techniques provide quantitative fgcts not
readily apparent in graphical displays (Ref 1:30-50). A wide
range of numerical analysis techniques are also presented by Perry
and Childers (Ref 3:95-129).

In order to detect evoked responses, John presents a number
of suitable pattern recognition methods. The two basic categories
of pattern recognition that are suggested are template methods and
cluster analysis. The template methods are used to match a sample
waveform with a known prototype waveform. In those instances whea
a prototype is not readily available, cluster analysis is used to
classify waveform samples based upon similarities with other wave-
for.n samples. It appears that both of these techniques will be
useful in implementing a psychophysiological measure of brain
function based on the evoked response (Ref 1:50-61).

In addition to developing the basic notion of Neurometrics
and a corresponding battery of tests, John has also been involved
in the development of a hardware system that will implement these
ideas. This system is called the Digital Electrophysiological
Data Acquisition and Analysis System (DEDAAS). While DEDAAS is
a very impressive system, there are a number of drawbacks to the
system which make it ingppropriate for the Neuropsychophysiological
Human Engineering Test Battery being proposed by the Aerospace
Medical Research Laboratory. These drawbacks are itemized below:

1. The amplifiers used in DEDAAS do not have the bandwidth
required to measure either brain stem evoked response or electro-

myogram.




2. DEDAAS is capable of monitoring no more than 24 channels:
of EEG data whereas the system being-developed in this paper Qill
be required to monitor up to 100 channels of EEG data.

3. The sampling rate of 200 samples/sec/channel is not high
enough to adequately sample either the brain stem evoked response
or the electromyogram.

4. DEDAAS does not presently have the capability for tele-
phone or telemetered interactions.

L DEDAAS is not capable of operating dn a real time basis.
In its current configuration it appears that data is first re-
corded in analog form after which editing and analog-to-digital
conversion takes place. These techniques will have to be exam-
ined and probably modified to provide a quicker response from the
data processing system (Ref 1574-85).

While John's work is primarily directed\towards ciinical
applications, his principles are equally applicable to the opera-
tional environment. Research along these lines is reflected in
the work of Donchin. In this work, Donchin is developing tech-
niques to extract evoked potentials from a single sample. The
technique is referred to as a single trial signcl extraction
(STSE) technique and is baséd upon stepwise discriminant anal-
ysis (SWDA). As this technique is developed it is hoped that it
may one day be incorporated into the man-machine environment of
an operational system so that plant dynamics can be selectively
modified to enhance overall system performance. It is desired
that the system that will implement the Neuropsychophysiological

Human Engineering Test Battery will be sufficiently general to
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examine some of these concepts as well as work load assessment
and other psychophysiological measures that are useful in describ-
ing cognitive processes in the operational environment (Ref 2).

Structured Design. Structured design is a concept currently

being advocated in the software industry. It is an approach to
design in which a system is defined in successively finer levels
of detail. The term "top-down design" is normally associated with
this design methodology.

One of the initial phases of system development is the anal-
ysis of the problem. A structured approach to analysis, called
the Structured Analysis and Design Technique (SADT), has been
developed by SofTech, Inc. (Ref 7, 8). While SADT is a technique
primarily intended for software development, it is, because of its
generality, equally effective in the development of systems re-
quiring both hardware and software. The utility of this tech-
nique in the Aevelopment of hardware/software systems is exempli-
fiéd in the work of Maneely (Ref 9).

Following the analysis phase of system development is design.
Structured design techniques developed by Constantine and Yourdon
bhave proven to be useful in defining the overall system software

structure of a design (Ref 6).

Statement of the Problem

The purpose of this paper is to develop a preliminary design
for the data processing system that will implément the above
Neuropsychophysiolcgical Human Engineering Test Battery. As-
stated previously, this system will be required to collect and

analyze electrophysiological data from up to one hundred channels. °




In addition, this system will also be required to control the
generation of test battery stimuli.

It is intended that this data processing system be as fully
automated as possible. Yet, it is realized that there will be
some level of user interaction required. User needs will dictate
design decisions in this area. Along these lines, it is desired
that this test battery operate in real-time or near real-time,
i.e., test results should be available during the time interval
between the conclusion.of the current test and the beginning of
the following test. This requirement for real-time operation will
allow the user to modify test sequencing in response to the demands
of the experimental environment.

The proposed data processing system will need to be flexible
enough to adapt to a Neuropsychophysiological Human Engineering
Test Battery that will be undergoing an almost constant evolu-
tionary process. Initially, though, this system will be required
to support the following tests: transient auditory evoked re-
sponse, transient visual evoked respcnse, steady state visual
evoked response, epoch analysis of EEG, brain stem evoked re-~
sponse, and, of low priority, galvanic skin response, electro-

myogram, and electrocardiogram.

Scope of Effort

Due to the extensive nature of this problem, the scope of
the research effort proposed in this paper will be limited to a
preliminary design of the overall system hardware and software.

With this constraint in mind, the following areas will be addressed:




1. Preliminary design of the hardware system }equired to
process up to one hundred channels of electrophysiological data.

2. Discussion of storage medium required.

3. Discussion of signal processing techniques that will be
useful in extracting quantitative features from recorded electro-
physiological activity.

4. Discussion of analytical procedures required.

5. Discussion of display methods.

General Approach

A top-down design approach will be used to arrive at the
system design for the proposed Neuropsychophysiological Human
Engineering Test Battery. In this approach the overall system
objectives or "top" is defined first. This "top" is then further
broken down into successively finer levels of detail. The re-
sulting hierarchial design structure can then serve as a basis
for dividing the system design up into smaller more manageable
work units from which system development may proceed. At the
same time, this §tructured approach to design will insure that
these smaller work units, once completed, will be properly inte-~
grated into the overall system since the relationships between
these various system sub-units are defined right from the start
of the design process. Because of the demonstrated appropriate-
ness of the technique, many of the principles of SADT have been
used in the problem analysis of the Neuropsychophysiological
Human Engineering Test Battery. Following this problem anal&sis
will be a preliminary design of the test battery developed with
the structured design techniques advocated by Constantine and

Yourdon.




II Neuropsychophysiological
Human Engineering
Test Battery

Before proceeding into the analysis and design phases of this
project it would be best to discuss the various tests that will be
included in the test battery and the different kinds of electro-
physiological signals that will be measured during this test bat-
tery. Such a discussion will serve to define the problem environ-
ment. Accordingly, the following psychophysiological tests will
be examined: epoch analysis of EEG, transient auditory evoked
response, transient visual evoked response, steady state visual
evoked response, brain stem evoked response, electromyogram, elec-

trocardiogram, and galvanic skin response.

Epoch Analysis of EEG

The electroencephalogram represents the aggregate electrical
activity of the cerebral cortex of the brain. The voltage measured
in an EEG may range as high as 200 microvolts peak-to-peak. Addi-
tionally, the EEG may be characterized by rhythmic repetitions
which have caused researchers to divide the overall electroenceph-
alogram into several natural frequency bands: low delta (0.5-

1.5 Hz), high delta (1.5-3.5 Hz), theta (3.5-7 Hz), alpha (7-

13 Hz), low beta (13-19 Hz), high beta (19-25 Hz), and gamma
(25-40 Hz) rhythms. While there are several competing and un-
verified theories as to what causes the electroencephalogram and

what causes the various rhythms within the electroencephalogram,
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it is generally recognized that the EEG reflects the functional
condition of the cerebral cortex (Ref 4:1-11).

Physicians and researchers normally examine EEG's manually
by paging throuéh the EEG record and identifying those portions
of the record that deviate from normal. Any abnormal sections of
the record are then examined further to arrive at a diagnosis. In
computerized epoch analysis a thirty second segment of the EEG
record is arbitrarily selected and a spectral analysis of that
segment is performed. The resulting spectrum gives an indica-
tion of the frequency coﬁtent of the EEG record from which diag-
noses or experimental conclusions may be drawn. There has been
much work done in the area of feature extraction from electro-
encephalograms. Through this work it is hoped that computerized
epoch analysis of EEG will approach more closely the selective
process used by physicians and researchers to analyze EEG (Ref

10:642-643).

Transient Evoked Potentials

Transient evoked potentials are that part of the EEG wave-
form that are induced by a stimulus delivered to the brain through
one of the sensory channels. These evoked potentials (EPs) occupy
roughly the same frequency band as normal EEG and are approximately
10% of the overall amplitude of the normal EEG. Consequently, the
signal of interest, the EP, is buried in the overall EEG so that
it is usually very difficult to identify the evoked potential from
a single waveform. The analysis technique most commonly used is

an averaging or summation processes in which many evoked potentials

11




are summed together. The evoked potential, which is keyed by the
stimulus will then "grow" out of the noise during this summation
process while the larger EEG, which is essentially random, '"fades"
away since it iﬁcreases only by fﬁl where N is the number of
samples taken. The resulting average evoked potential then

serves as an indication of the functional condition of the spe-
cific sensory channel being examined (Ref 11).

Generally, the first 250 msec of the transient evcked poten-
tial is believed to represent the encoding process that the brain
uses before analyzing the stimulus information. The remainder of
the EP (roughly 1 sec) is thought to be related to the cognitive
processes that take place within the brain after reception of the
stimulus and to a rythmic after-discharge in which the brain re-
covers from this evoked activity (Ref 3:7).

Within the time interval of the evoked potential there are
several peaks (also referred to as components of the waveform)
which mark specific events of the information processing activity
that takes place. These components are usually identifiea by
a <(characterd <(number)> designation where the {character) indi-
cates the polarity of the component and the {number)> refers to
the latency (in time) of the component with respect to stimulus
presentation. While the amplitude of the various peaks may vary
between subjects or even between trials for the same subject,
peak latency is a very reliable measure of the electroencephalo-
graphic activity that is evoked by the stimulus presentation. As
a result, peak latency is usually examined more critically than
peak amplitude. Some of the more notable components of the tran-

sient evoked potential are:

12
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N100. This component results from the presentation qf
moderate and high intensity stimuli. It is believed that the
amplitude of the N10O component offers some indication of the
degree to which the subject is attending selectively to the
modality in which the stimuli are presented.

N190. The N190 component occurs whenever a rare, or un-
expected event takes place.

P300. The P300 component of the transient evoked potential
occurs in response to task-relevant, rare stimuli and seems to be
related to the cognitive processing of information contained in
these stimuli (Ref 2:1-3).

Both the a2uditory and visual transient evoked responses will
be used in the Neuropsychophysiological Human Engineering Test
Battery. It is desired that there be a capability to ideuntify
all major peaks in these waveforms with the P300 component being
of prime interest. The transient auditory evoked response will
be utilized as a secondary test for assessing workload and oper-
ator stress while the transient visual evoked response will be
used in the study of problems in visual information processing

and display design.

Steady State Visual Evoked Response

In the steady st:- : [“sual evoked response, the visual system
is stimulated at a fixed frequency. The stimulus used can take
many forms but is usually simple in nature, e.g., a flashing on-off
checkerboard pattern. The resulting waveform is then averaged in

the same manner that the transient evoked response is averaged.

13




This averaged waveform is then notch filtered at the same fre-
quency as the stimulus frequency and a reading is made on the
amplitude and phase of the resulting sinusoidal component. Addi-
tionally it may be desired to examine the steady visual evoked
response at different stimulation frequencies and possibly the
harmonics of these stimulation frequencies. The resulting ampli-
tude-frequency and phase-frequency plots then describe some
aspect of the dynamic nature of the brain as it responds to
visually presented stimuli. This test has its application in
assessing such visual sensory functions as visual acuity, color

sensitivity, contrast, and visual system integrity (Ref 11).

Brain Stem Evoked Response

The brain stem evoked response (BSR) is induced by a series
of audible '"clicks" presented to the subject at the rate of 10/sec.
The resulting electroencephalographic activity is then filtered
-below 80 Hz and above 3000 Hz. By establishing a low frequency
cut~off of 80 Hz for the BSR it is possible to filter out vir-
tually all of the normal EEG which can be several thousand times
the amplitude of the brain stem activity. As a result, eliminat-
ing the normal EEG from the signal makes signal extraction much
easier. The upper frequency limit of 3000 Hz is used because it
is believed that brain stem activity does not have any significant
frequency components above this limit. After this filtering

process the remaining signal is then averaged to further reduce

the effects of noise. This averaged waveform is the brain stem

14




"
evoked response and is characterized by a series of seven peaks
that appear during the first 10 msec following each click 5
stimulus (Ref 12).

The brain stem evoked response is an objective measure of
the functional state of thevbrain stem. Peak amplitude measure-
ments are of secondary importance in this response due to the
high variability of this measure. A more stable measure is the
latencies of the individual peaks. Consequently, peak latency
is normally used in evaluating brain stem function. Typical
values for both peak latency and amplitude have been tabulated
in Starr and Achor (Ref 13:763) for a 65 dB sensation level
stimulus. If should be noted, though, that these values change
with the sensation level of the stimulus. As a result, trend
information resulting from varying sensation levels is also a

useful measure of brain stem activity.

Other Psychophysiological Indices

Other psychophysiological measures of potential interest are:
electrocardiogram, electromyogram, and galvanic skin response.
Due to their general failure in providing a great deal of opera-
tionally useful information in the past, these techniques are

considered to be of low priority.

Psychophysiological Electrical Characteristics

Before beginning a design of a system to analyze electro-
physiologicai data it is first necessary to understand the general
nature of these signals. For without this kind of information it
would be impossible to address such issues as amplifier gain,

bandwidth, sampling rate and other design considerations. The
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electrophysiological signals being-considered in this study are
affected by many variables so that it is difficult to describe a
typical waveform for each of the responses. For this reason
researchers usually report only rough guidelines concerning wave-
form electrical characteristics. Nevertheless, some design cri-
teria need to be established; the following Tabie I has been
compiled (Ref 3:25, Ref 5:74-83, Ref 11, Ref 12:30, Ref 14:653,

Ref 15:717, Ref 16:1397, Ref 17:7).
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Table I

Electrical Specifications
for
Electrophysiological Signals

Signal Type Signal Range Frequency Range

(Peak-to-Peak)
Electroencep;)alogram 200 yv 0.5-40 Hz
Trans. Vis. Evoked Resp. 20 yv 0-50 Hz
Trans. Aud. Evoked Resp. 20 yv 0-50 Hz
Steady State Vis. 20 yv 0-60 Hz

Evoked Response

Brain Stem Evoked Resp. 0.50 uv 80-3000 Hz
Electrocardiogram 1 mv 0-100 Hz
Electromyogram 400 yv 0~1000 Hz
Galvanic Skin Response (1kn =500 kn) 0-1 Hz

(Ref 3:25, Ref 5:74-83, Ref 11,
Ref 12:30, Ref 14:653, Ref 15:717,
Ref 16:1394, Ref 17:7)
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ITI System Analysis 2

The requirements definition or analysis phase makes up one of
the early stages in a system's life cycle. This phase is intended
to serve as a transition phase between the initial system concept
and the actual design. The purpose of the requirements definition
phase is to desc;ibe precisely "what" the system is supposed to do.
At this stage of the system life cycle there is very little atten-
tion devoted to "how" the system is to be implemented. "How" the
system is to be implemented is more properly reserved for the
design phase of the system life cycle.

The major objective of the requirements definition phase is
to develop a model of the proposed system., One method of model
development is Structured Analysis (SA) which is characterized
by the top-down approach referred to earlier in this paper. Most
of the SA languages developed in recent years are computer based.
One SA language, the Structured Analysis and Design Technique
(SADT) developed by SofTech, Inc., is a manual nethod of perform-
ing the function of system analysis. It has the advantages of
convenience and economy over the computer based languages and is
still a very effective way of representing the model of a system.
Because of these advantages, many of the principles of SADT are
used in this paper.

The conventions of SADT are described in several publica-
tions by SofTech (Ref 7;8). In addition, a brief summary of some
of the major conventions of SADI have been included in Appendix B

of this paper.
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There will be one major departure from the SADT technique
as it is applied in this paper. Experience at the Air Force Insti-
tute of Technology has shown that the SADT data model provides
little useful information over the information already contained
in the SADT activity model. Consequently, only the activity model

is presented in this paper (Ref 9).

SADT Activity Model

The remainder of this chapter is devoted to the SADT activity
model of the Neuropsychophysiological Human Engineering Test
Battery. The model was based on the user's manual included in
Appendix A of this paper. The model is divided into three basic
modes of operation: define experiment mode, execute experiment
mode, and analysis mode. This development is similar to the
approach taken by Liebach in his model for a Multi-Mode Matrix
Display (Ref 18).

During system operation errxors are handled in a number of
ways., User inputs (commands and associated parameters) are
validated by the system software. In the event of an error in
user input, the input will be rejected, an error message will be
printed out, and the user will be required to re-enter the input.
Errors occurring due to equipment malfunction will be detected by
the system software and an error message will be printed out on the
expgriment display. The experimenter must then decide whether to
intervene or allow the experiment to proceed in its degraded
condition.

In the test definition mode of operation, individual tests

are defined and combined into a sequence of tests. This sequence
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of tests then serves to control the execution of the experiment
and the analysis after the experiment. In order to maintain
system flexibility there is provision for updating the test se~
quence during experiment execution by interposing additiomnal
tests into the test sequence. This updated test sequence then
serves as a record of the actual sequence of tests performed
during an experiment., In addition, there is provision for pro-
grammed intervention such as artifact rejection.

The SADT activity model of this system follows:

Node Title
A-0O Adninister Neuropsychophysiological Human
Engineering Test Battery
AO Administer Neuropsychophysiological Human
Engineering Test Battery
Al Define Experiment
Ail Get Valid Command
Al2 Get Valid Experiment Definition Parameters
Al13 Perform Library Function
Al4d Display Experiment Definitioun Interactions
A2 Execute Experiment
A21 Generate Experiment Sequence
A22 Generate Experimental Data
A222 Subject Responds to Test
A23 Process Experimental Data
A231 Collect Data
A232 Perform Computational Signal Processing
A233 Analyze Data
A234 Display Results
A3 Perform Analysis Function
A31 Perform Computational Signal Processing
A32 Perform Analysis
A33 Produce Reports

Figure 1, Activity Diagram Node Index
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Administer Neurcbsychophysiological Human Engincering Test
Battery (A-0)

Node A-0, Figure 2 establishes the context of the Neuropsy-
chophysiological Human Engineering Test Battery. The purpose of
this model is to define the overall system requirements. While
the model has been developed from the point of view of the systenm
designer, it has also taken into account user considerations as
set forth in Appendix A of this paper.

The purpose of this system is to collect and analyze electro-
physiological data from human subjects. Towards this end the
controlling commands, experiment definition commands (Cl), ex-
periment commands (C2), and analysis commands (C3), are used to .
govern the overall operation of the system. Associated with
these commands are the input parameters, experiment definition
parameters (I1) and experiment parameters (I2), which are used
to further define operations indicated by the cod?}olling com-
mands. In response to the above commands and their associated
input parameters there will be outputs produced at various stages
of the experimental procedure. These outputs are: experiment
definition results (C1l), intermediate results (02), and final

results (03).
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Administer Neuropsychophysiological Human Engineering Test
Battery (AO)

Node AO, Figure 3, shows the decomposition of the A-0O node‘
into three basi? modes of operation: define experiment (1),
execute experiment (2), and perform analysis function (3).

In the define experiment mode (1), the experiment definition
commands (1C1l) and the experiment definition parameters (1I1) com-
bine tc define the required tests and their sequencing. The out-
put, experiment definition results (10l1), represents test sequenc-
ing information that is developed during the define experiment
mode (1).

The execute experiment mode (2) accepts the test sequencing
information (2Cl) and experiment commands (2C2) and processes the
experiment parameters (2I1) to produce the electrophysiological
results (205), behavioral responses (204), calibration results
(203), updated test sequence (202), and intermediate results (201).
The intermediate results (201) are used to monitor experiment
progress and have an impact on the course of the experiment (2C3)
by introducing changes to the test sequence (2Cl) that controls the
experiment.b

The pexform analysis function mode (3) accepts the calibra-
tion results (3I1), electrophysiological data (3I12), and behav-
joral responses (3I3) produced in the execute experiment mode and
performs a complete analysis on those inputs. Analysis is con-
strained by the analysis commands (3Cl) which represent the
anAlysis requireménts of the experiment and the updated test se-.

quence (3Cl) which represents the test sequence and modifications
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to the test sequence. The final results (301) are printed out in

the form of a report and also stored in permanent memory.
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Define Experiment (Al)

Node Al is indicated in Figure 4. The function of this
module is to define the tests to be administered and the sequenc-
ing of those tésts. Experiment definition commands (1Cl) are
examined for validity., Valid commands (102) are generated by
the get valid command module (1) and are used to enable the
following experiment definition modules. If the initial experi-
ment definition commands are found to be invalid, an error message
(101) will be generated instead., This condition will be displayed
to the user and will require the command to be re-entered.

The get valid experiment definition parameters module (2)
is used to validate experiment definition parameters (2I1) under
the control of the valid command (2C1l) under consideration. If
the experiment definition parameters (2I1) are acceptable the
validated experiment definition parameters (202) will be displayed
and, at the same time, operated on by the library module (3). In=-
valid experiment definition parameters cause an error message (201)
to be disp;ayed and the experiment definition parameters must be
re-entered.

The perform library function module (3) is used to maintain
the test library and the test sequence library. Interactions with
these libraries take place by entering valid commands (3Cl) and
valid experiment definition parameters (3I1). Experiment defini-
tion results (301) are displayed to the user to indicate the
nature of the library transaction that has occurred. Experiment
definition results (301) are also passed on to later stages of the

model when required. Should a library transaction not be completed

27




for some‘reason an error message (302) will be generated to
indicate the nature of the error.

The display experiment definition interactions module (4),
as alluded to i; the above paragraphs, displays the results of
interactions with preceding modules. Command (4C4), parameter
(4C2), and library (4Cl) errors are used to indicate invalid
transactions so that the user may take corrective action by re-
initiating the transaction. Valid experiment definition parame-
ters (4I2) and experiment definition results (4I1) are displayed
subject to the constraints imposed by valid commands (4C3). The
display (404) is used tc indicate the presentation of the above

information to the user. Since this display (401) has no direct

input on the following modes of operation it is not carried through

in higher level modules as is indicated by the parentheses around

the arrow head.
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Get Valid Command (Al1l)

Get valid command, node A1l is shown in Figure 5. The com-

mands involved in this module are the Test Library, Test Sequence

Library and End Experiment Definition commands and associated sub-

commands. For a further explanation of these commands see
Appendix A,

In the get command module (1), commands (10l) are obtained
from the user (1Cl) and passed on to a validating module (2).
This module (2) then examines the commands (2Cl) to determine
their validity. If the commands (2Cl) are acceptable, a vali-
dated command is generated (202), If the command (2Cl) is found
to be in error, the command is rejected and an error message

(201) is generated instead.
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Get Valid Experiment Definition Parameters (Al2)

The validation of experiment definition parameters in node
Al2 is presented in Figure 6. Associated with the various com-
mands that were validated in node All are the experiment defini-
tion parameters that comprise the information being processed
under that particular command. For example, in defining a specific
test, the user may wish to define the stimuli to be presented to
the subject. In order to accomplish this task, the user would
enter the Stimuli command. This command would then be followed
by the various characteristics (i.e., parameters) of the stimuli
involved such as: stimulus name, type, intensity, contrast, focus,
frequency, etc. A more detailed explanation of the interaction
between commands and parameters is presented in Appendix A.

In the get parameters module (1), experiment definition
parameters (10l) are obtained from the user (1Cl) and passed on
to the validating module (2). This module (2) then examines the
parameters (2Cl) under the additional constraint of previously
validated commands (2C2). If these parameters (ZCl) are allow-
able under the particular command (2C2), validated parameters are
then generated (202)., If the parameters (2Cl) are found to be in
error, the parameters are rejected and an error'message is gen-

erated instead.
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Perform Library Function (Al3)

The library interactions of node Al3 are shown in Figure 7.

Once commands have been validated (1Cl) they will be examined
(1) to determine command type (101), i.e., what type of library
transaction is being requested. Command type (2Cl) will then be
used to constrain the processing of experiment definition param-
eters (2). Under this constraint (2Cl) validated experiment
definition parameters are formated in accordance with the re-
quested operation and the final library transaction (201) is
generated. Interactions with the library (3) occur when a com-
mand type (3Cl) and its associated library transaction (3I1) are
received, If for some reason the requested operation is not per-~
formed an error message (302) will be generated indicating that
the transaction was not successful, Otherwise, the results of

the transaction will be output to a display module (Al4) or

transferred to the execute experiment mode (AZ2).
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Display Experiment Definition Interactions (Al4)

Figure 8 shows the procedure required to perform the display
experiment definition interactions of node Al4.

Error messages (1Cl), (1C2), and (1C4) are formated (101).
In addition experiment definition results (2I1) and validated
experiment definition parameters (2I2) are formated (201) in
accordance with the requirements imposed by validated commands
(2C1). These formated results (3I1) and (3I2) are then displayed
(301) according to the constraints of either error messages re-
ceived (3Cl), (3C2), (3C4) or the validated commands (3C3) re-
ceived. Once the display has been generated (4I1) a command
(4C1l) to print out a hard copy (401) of the display may be
given. The parentheses around the hard copy output indicate
that this output does not appear in higher levels of the model.
The reason for invoking this SADT convention is that the hard
copy output is localized in this node and has no direct bearing

on the rest of the model.
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Execute Experiment (A2)

The execute experiment mode is shown in node A2, Figure 9.
Generally speaking, the execute experiment function is concerned
with all operations required during an experimental session. In-
cluded in these operations is the application of electrodes to the
subject and initial calibration procedures as well as experi-
mental data collection and follow-up calibrations.

Controls for the experiment (1) are generated in response to
experiment commands (1Cl) and associated experiment parameters
(112). Operation in this mode (A2) begins with the fetching of
a test sequence (1I1). Further interaction with this module (1)
through the commands (1Cl) and associated parameters (1I2) pro-
duces manually initiated experiment controls (103) and the updated
test sequence (102) which reflects changes in the test sequence
during the course of the actual experiment, Whereas the manually
initiated controls (103) represent direct user interventions, the
updated test sequence (102) represents computer initiated controls.
It should also be noted that the updated test sequence (102) is
only altered for the particular experiment being run - it remains
unchanged in its permanent library location. This measure is re-
quired so that analysis will be able to address the tests that are
actually administered. It is assumed that such changes in the test
sequence are only temporary. Any permanent changes to the library
must be made in the define experiment mode (Al). These temporary
changes occur in response to the intermediate results generated
(301). These intermediate results (301) represent the progress

of the experiment as observed by the experimenter or detected by




the computer system. The intermediate results (301) can then
serve as a basis for initiating user or computer driven changes
to the updated test sequence (102) or the manual experiment
controls (103);

In the generate experimental data module (2) the manual
experiment controls (2Cl), updated test sequence (2C2), and the
intermediate results (2C3) constrain the performance of the experi-
ment. As a result of performing the experiment calibration re-
sults (201), electrophysiological data (202) and behavioral re-
sponses (203) are generated.

The calibration results (3I1), electrophysiological results
(312), and behavioral responses (313) are processed (3) under the
constraints of the manually initiated controls (3Cl) and the up-
dated test sequence (3C2) to produce the intermediate results
(301). As mentioned previously, these intermediate results (301)
are used to provide feedback Lo the experimenter concerning the
progress of the experiment and to initiate changés in the no;mal
course of the experiment. During this processing (3) the input
data are stored in permanent memory. The data are made available
to later modules by referencing the updated test sequence (3C2).
This information is represented by calibration results (302),

electrophysiological data (303), and behavioral responses (304).
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Generate Experiment Sequence (A21)

The decomposition of the generate experiment sequence node,
A21, is shown in Figure 10.

Experiment commands (1Cl) are submitted by the user. These
commands are then validated (1) and the resulting validated
commands (101) are used to constrain the remainder of the con-
trol experiment module (A21).

Under the constraint of the above validated commands (2Cl1),
experiment parameters (2I1) are obtained and validated (2). In
response to these commands (2Cl) and parameters (2I1) a manual
experiment control (201) is then used to perform its assigned
operation and to update the test sequence to reflect that opera-
tion.

The test sequence (3I2) for the experiment under considera-
tion is obtained by the update test sequence module (3). Through-
out the remainder of the execute experiment mode (A2) valid ex-
periment commands (3Cl), intermediate results (3C2), and manual
experiment controls (3I1) combine to update the original test se-
quence (3I2). The results of these changes are represented by

the updated test sequence output (301).
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Generate Experimental Data (A22)

Figure 11 illustrates the functions of the generate experi-
mental data module, node A22,

The manua1~experiment controls (1C1l) and the updated test
sequence (1C2) are used to generate (1) the individual tests (101)
and their associated stimuli. In response to the various stimuli
(211) the subject responds (2) according to the constraints im-
posed by the particular test being administered. These subject
responses are in the form of electrophysiological data (201)
(e.g., electroencephalographic waveforms, etc.) and behavioral
responses (202) (e.g., outputs from a response key, etc.).

In addition to the above data, there are data (301) gen-
erated from the calibration (3) of the system equipment at
various stages of the experiment. These calibration measure-
ments may be initiated manually (3Cl), at specific points speci-
fied by the updated test séquence (3C2), or when the intermediate
results (3C3) suggest re~calibration. The calibration measure-
ments (301) are taken relative to reference signals (3I1) of known
value and calibration standards (3I2) that specify acceptable
ranges for the calibration measurements (301). Should calibra-
tion measurements (301) fall outside of acceptable ranges the
experimenter will have to make a decision to either suspend the
experiment while equipment is adjusted or to proceed with the

experiment under the degraded conditions.
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Subject Responds to Test (A222)

Figure 12 is used to illustrate the subject responds to test
module, node A222, The purpose of this module is to model the
behavior of the.subject during the experiment. The specific test
being administered (Cl) constrains all functions performed by the
subject. In addition, the subject mechanism arrows (1M1), (2M1),
and (3M1) are shown to emphasize the fact that the human subject
is the operator in this module (A222),

The subject receives (1) the test stimuli (1I1) through his
sensory channels. These stimuli (1I1) are then encoded (101)
into a form that is recognizable to the subject. As the subject
processes these encoded stimuli (2I1), (3I1) he will produce (2)
the appropriate electrophysiological data (201), e.g., electro-
encephalogram, etc. Additionally, he may also produce (3) a

behavioral response, e.g., depress a response key.
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Process Experimental Data (A23)

The procedure for processing experimental data is shown in
node A23, Figure 13. All modules in this procedure are under the
control of the manual experiment controls (Cl) and the updated
test sequence (C2).

Experimental data (1I1), (1I2), and (1I3) are collected (1)
and made available to succeeding stages of the system (101),
(102), and (103)., Additional signal conditioning (2) on this
data takes place., A preliminary analysis (3) of the data is
performed, The results of this analysis (301) are displayed (4)
so that the experimenter may monitor the progress of the experi-
ment. These intermediate results (301) are also used to initiate
automatic interventions in the test sequence such as artifact re-

jection, etc.
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Collect Data (A231)

The functions comprising the collect data module, node A231
are shown in Figure 14.

The enhance subject response module (1) performs such signal
enhancements as initial filtering, amplification, etc. Calibra-
tion results (1I1), electrophysiological data (1I2), and behav-
ioral responses (113) are the data of interest during this process.
These data are then transmitted (é). At the main site of the test
battery facility, the data are received (3) and converted into its
final form before being stored (4). The updated test sequence (C2)
is the primary control for the first three modules. 1In addition
to the updated test sequence (4Cl), the store data module (4) may
be accessed through the manual experimental controls (4C2). These
manual references (4C2) represent requests for signal processing
not directly associated with the updated test sequence (4Cl),

The transmit (2) and receive (3) functions may be very
trivial functions in instances where experiments are conducted at
the test battery facility. And they may be very-complex when they
are removed from the main facility, e.g., from a ground based re-
mote terminal or fromn an aircraft. Both of these situations must

be addressed in the final system,
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Perform Computational Signal Processing (A232)

The procedure for performing computational signal prccessing
is indicated in node A232, Figure 15.

Manual controls (Cl) and the updated test sequence (C2) con-
trol the modules in this mode. Selected function (202) is derived
from these controls so that they (C1l)(C2) indirectly control the
various signal conditioning routines.

Calibration results (1I1), electrophysiological data (1I2),
and behavioral responses (1I3) are recalled (1) from memory.
Signal conditioning functions are selected (2) (there may be more
than one of these functions operating on the selected signal), the
functions are performed (3 thru 7), and the results of these oper-
ations are stored (8) for further processing in the form of cali-
bration results (80l1), electrophysiological data (802), or behav-
ioral responses (803). The situation may occur where no signal
conditioning is desired, e.g., behavioral responses from a re-
sponse key. In this case data is passed on to storage (8) with-

out any signal conditioning.
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Analyze Data (A233)

The analysis functions performed on the data during the ex-
periment mode are indicated in node A233, Figure 16.

Under the constraint of both manual experiment controls (C1l)
and the updated test sequence (C2) the experimental data, calibra-
tion results (I1), electrophysiological data (I2), and behavioral
responses (I3), are analyzed. The functions performed are vali-
date signals (1), e.g., artifact rejection, feature extraction (2),
e.g., identification of response components, and waveform recon-
struction. The outputs of these functions are then displayed to

provide information on experiment progress.
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Display Results (A234)

The procedure for display results are shown in node A234,
Figure 17. The intermediate results produced in the analysis
module (A233), signal validation results (1I1), feature param-
eters (1I2), and waveform parameters (1I3),are formated (1) and
then displayed (2) to the experimenter. These functions operate
under constraints imposed by manual experiment controls (C1l) and

the updated test sequence (C2).
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