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Preface

Since the early 1960's, science has made great strides in the
development of high powered laser systems and in the theory of optimal
estimation and control. This report attempts to combine these areas
of technology by presenting an extended Kalman filter that can be
used, together with the outputs of a forward lookipg infrared sensor,
in an open-loop tracking problem. This subject wa; chosen because of
the great significance of the high energy laser as a potential weapon
system and because of the need for research in this highly technical
area. Hopefully, the topic presented here will benefit the personnel
at the Air Force Weapons Laboratory and aid them in designing a better
weapons system.

My thanks go out to all those people whose assistance and guidance
was given to me and without whose help this would have been impossible.
Mr. Peter Maybeck was exceptionally helpful as my advisor. His many
comments were beneficial and his door was always open for advice.
Additional gratitude must be expressed to Captains Stan Robinson, Gary
Reid, and William Wiesel for their interest and support in completing
this thesis. A sincere thanks also goes to Captains Stan Lewantowicz
and Felix Morgan at the Air Force wéapcns Laboratory for their helpful
suggestions and for the time they spent digging up letters and reports
pertenent to this study.

The final debt of thanks I owe is to my wife Diane for her in-
credible understanding, her enormous love, her gentle prodding, and

for the many hours she spent alone during this period. Wwe were in this

together,

Daniel E. Mercier
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Abstract

An extended Kalman filter algorithm, using outputs from a for-
ward looking infrared {yLIP) sensor as measurements, is used to track
a point source target in an open loop tracking problem. The filter
estimates the translational position changes of the target in the FLIR
field of view due to two effects: actual target motion, and apparent
motion caused by atmospheric turbulence. Sixteen cases are examined
to determine the performance of the filter as a function of signal-to-
noise ratio, Gaussian beam size, the ratio of RMS target motion to
RMS atmospheric jitter, target correlation times, and mismatches
between the true shape and the shape assumed by the filter. The per-
formance of the extended Kalman filter is compared to the performance
of an existing correlation tracker under identical initial conditions.
A one sigma tracking error of .2 and .8 picture elements is obtained
with signal-to-noise ratios of 20 and 1 respectively. No degradation
in performance is observed when the beam size is decreased or when the
target correlation time is increased over a limited range, when filter
parameters are adjusted to reflect this knowledge. Sensitivity analysis
shows that the filter is robust to minor changes in target intensity

size.
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AN EXTENDED KALMAN FILTER FOR
USE IN A SHARED APERTURE

MEDIUM RANGE TRACKER

I. Introduction

Background

Since the early 1960's, there has been an impressive growth in
laser technolcgy throughout the world. Now, only fifteen years later,
the laser beam has become a prime candidate as a potential weapon system
and is currently being tested against airborne targets. As with all
new systems, however, many problems must be resolved before the high

energy laser can be used as an effective weapon.

Problem

One of thése problems is the precision pointing of the laser at a
given target. The Air Force Weapons Laboratory is currently examining
several methods of tracking a target for the purpose of depositing high
power laser energy on the target in the presence of several disturbances.
These disturbances include any effect that can cause relative motion
between the beam and the target, such as target moﬁion, mirror vibration,
and atmospheric jitter.

One tracking method currently being used employs a forward looking
infrared sensor (FLIR) together with a correlation algorithm to provide
relative target position information to the laser pointing system. The

algorithm provides this information by first storing a complete set of




target intensity data from the outputs of the FLIR, and then correlating
that data with new information at a later time. Through the use of

cross correlation techniquesz the algorithm can estimate the relative
position offset from one set of data to the next. Using this relative
position information, commands can then be sent to the gimbals controlling
the line of sight of the infrared system to keep it centered on the target.
This centering of the FLIR on the target also physically points the laser
towards the target since the high energy laser is servoed to the FLIR
system. This type of tracker needs no prior information about the type

of target to perform the tracking function, and thefefore, it is well
suited to many general applications.

In many practical tracking problems, however, the type of target
being tracked will be known, if even in a very general sense., This im-
plies that certain target parameters such as shape, size, and accelera-
tion characteristics, will either be known or could be estimated. Also,
the statistical effects of atmospheric distortion on radiated wavefronts
are known and could supply information to a tracker that would aid in
separating the true target relative motion from the apparent motion due
to the amospheric disturbance. This separation is important since the
wavefront of the high energy laser will not undergo the same distortion
in the atmosphere as the infrared wavefronts emanating from the target.
This readily available information, not used by the correlation tracker,
could be used, together with the ocutputs of the FLIR system, in an
algorithm which would optimally estimate relative target position infor-
mation. One way to do this would be to use an extended Kalman filter

in the tracking loop in place of the present correlation algorithm.
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Research Goals

This report presents the use of an extended Kalman filter in an
open loop tracking problem for the eventual use in the precision pointing
of a laser beam at a target. The study was performed by simulating the
filter algorithm and the FLIR outputs on a CDC-6600 computer. A variety
of simulations were performed, examining scenarios with varying signal-
to-noise ratios (S/N), target intensity pattern sizes, and ratios of
target dynamics to atmospheric jitter.

As a basis for comparison, a correlation tracking algorithm, de-
vised by the Aeronutronic Ford Corporation, using single-degree-of-free-
dom correlation techniques in two independent directions, was also sim-
ulated., Both algorithms were run with identical inputs and with iden-
tical information from the FLIR. The extended Kalman filtering algorithm,
however, made use of some apriori knowledge of the size, shape, and
typical dynamics of the target along with some knowledge of the jitter
characteristics of the atmosphere. Outéuts for the two algorithms were
then compared to evaluate the performance of each unéer varying condi-
tions. Several simulations were also made to investigate the sensitivity
of the extended Kalman filter algorithm to incorrectly made assumptions.
In order to limit the problem to one which could be accomplished in a
specified allotment of time, only the open loop tracking problem was
addressed. In this way, controller design could be lexr’ as a follow-on

study.

Assumptions
Target. Most applications for which the laser system is being con-

sidered require the acquisitionand tracking of targets at long ranges.




Because of these distances, even very large targets appear as point
sources of infrared radiation and can be accurately modelled as such.
This was the only type of target considered since a variation in target
shape would require a major rewrite of those subroutines simulating
the FLIR outputs.

FLIR Sensor. The outputs of a typical forward looking infrared
sensor are continuous time averages of an array of infrared detectors
as they are mechanically scanned through a limited field of view (FOV).
As the detectors are scanned in both the horizontal and vertical direc-
tions, they emit electrical current proportional to the number of photons
entering the face of the detectors. 1In order to get an accurate repre-
sentation of the average number of photons present at a specific point
in space, the currents from each detector as it passes that point are
combined, electronically averaged, and converted to digital signals for
processing. This electronic averaging is performed in real time by
processing the output of each detector tﬁrough a delay line and into a
summing junction. This summation is then divided by the number of de-
tectors in the airay to obtain the final averaged output. This averaging
technique, as shown in Figure 1, compensates for the time difference
that each detector is scanned across a specific point in space. The out-
put of the averaging process can then either be stored or displayed on
a cathode ray tube (CRT) in real time. Each output will correspond to
one picture element on the CRT, usually termed pixel. The horizontal
and vertical scanning of the detectors through the FLIR field of view
will result in an array of pixels called a frame of data. Normal frame
rates are on the order of 30 Hz. For the purposes of this study, one

frame of data will be considered as one measurement array. The scan
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Figure 1. Electronic Averaging of Detector Outputs

time, therefore, predetermines the upper bound on the measurement rate.
The measurement array can be as large as the FLIR field of view, but
because of the fast measurement rates, the target will generally not
move more than a few pixels between measurements. This permits looking
at a small pixel array for tracking purposes. 1In this study, an 8 by 8
array of picture elements was used as the tracking window, resulting in
a tolerable amount of computer storage area.

Glint. As mentioned above, the target is assumed to be a point
source with a time invariant radiation intensity pattern, normally termed
glint. Due to the physics of wave propagation, this glint has a Gaussian
distribution. This distribution is the function of two Euler angles
which describe the orientation of the boresight of the FLIR with respect
to the path of maximum glint emanating from the target. The Euler
angles are the actual pointing errors in the horizontal and vertical
directions. These pointing errors translate, in general, to two linear
pointing errors in the FLIR field of view as shown in Figure 2,

The glint reflected from the target can now be modelled as a bi-
variate Gaussian function with a two-dimensional pointing error argu-

ment, The intensity anywhere in the neasurement plane can be described
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Xpeak = apparent horizontal pointing error

Ypeak = apparent vertical pointing error

Figure 2. Linear Pointing Errors in the FLIR Field of View

I(x,y)

Figure 3. Glint Model for a Point Source Target
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16,Y) = Inayexe(-1/207 [(expe g0 ? + -Ypear)? ]} + blx,y) (D)
where
: S = the maximum target glint
Og = the dispersion of the Gaussian function
X,¥ = the coordinates any point in the measurement
(x,y) th dinates of int in th
array

(xpeaklypeak) = the coordinates of the center of the Gaussian
intensity function

b(x,y) = background noise as a function of position in
the measurement plane

Figure 3 shows this two-dimensional glint model without the background
noise term. Points of constant intensity for this ideal function appear
as circles in the FLIR field of view as shown in Figure 2.

Algorithm. Because this is an open loop trackin§ problem, the real
task becomes creating an algorithm which will accurately estimate the
position of the point of maximum intensity with respect to the center
of the 8 by 8 array of pixels. The intensity function is, of course,
moving around in the field of view due to the dynamics of the target and
also due to the atmospheric jitter which is introduced as the radiated
waves propagate through the atmosphere. The center of the intensity

function or the FLIR image plane is, therefore, described by:

xpeak(t) xD(t) ot xA(t)
- (2)

Ypeak () ¥p(t) + y, (t)




-

where xp and Yp are due to target dynamics and x, and y, are

due to atmospheric jitter. An ideal tracking algorithm woula accurately

estimatc xp and yp in order to eliminate the effects of the jitter.
Vibrations of the FLIR system could also cause relative pointing

errors, but in this study, the FLIR system was assumed to be on the sur-

face of the earth or some other stable platform so that the vibration

effects were neglected.

Ooverview

The following three chapters will describe, in detail, the mathe-
matical models used in the computer simulation. Chapters II, III, and
IV will present the truth model, filter model, and correlation algorithm
respectively. Chapter V will describe the computer simulation and the
error analysis techniques. Chapter VI will show the results of all
the test cases. Chapter VII will present the conclﬁsions and recommen-

dations.
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II. Truth Model

Introduction

The problem, as stated in Chapter I, concerns the tracking of a
moving target from a stabilized platform, using the outputs of a FLIR
sensor as measurements of target radiation. The imaging tracking con-
trol loop for the high energy laser has a bandwidth on the order of 2
Hz. This control loop will, therefore, compensate for tracking error
only in this range of interest. Higher order aberrations are controlled
separately and will not be considered here. The two processes causing
movement of the intensity function in the 1low frequency range are target
dynamics and atmospheric jitter, caused by the constantly changing atmo-

spheric conditions.

I Target Dynamics

The purpose of any tracking algorithm is to predict, as accurately
as possible, the movement of the target with respect to the center of
the field of view of the sensor. Ideally, when the control loop is
closed, the target should remain centered. Imperfections and noise
terms, however, will combine to produce errors to this perfect tracker.
In many cases, these errors can be well-described as outputs of first
order shaping filters driven by zero mean, white, Gaussian noise. This
type of model takes into account the time-correlated properties of the
error and has been used successfully in the past to describe this type
of error, Although there may be better models to describe the errors
of specific targets, this model is generally applicable and simple to
implement while still yielding some of the basic characteristics of

( trajectories. The outputs of the first order filters can be expressed
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mathematically as

xp(t) = =1/T x (£) + x; (t) (3)
;D(t) = =1/Typ(E) + wy(t) (4)
where
Elw;(t)} = E{w,(t)} = o (5)
E{wl(t)wl(s)} = E{w,(t)wy(s)} = 203/TT6(t-S) (6)
E{W, (B)W,(s)} = ©
and

Tp = correlation time

wy (t) ,wy(t) = independent, white, Gaussian noise processes

odz = the desired variance on the ouiputs Xp and yp

Atmospheric Jitter Model

The process used to model the translational position changes of
the intensity distribution due to disturbances in the atmosphere, was
based on a study by the Analytic Sciences Corporation (TASC) (Ref 1:29,
30). As part of this study, TASC generated a powef spectral density
representation <£or the effects of atmospheric turbulence using a pro-
gram supplied by the Air Force Weapons Laboratory (Ref 2). This func-
tion was then approximated by a third order shaping filter driven by

white, Gaussian noise to arrive at a simple, yet adequate, model.

10
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Figure 4 presents both the power spectral density and the approxima-
tion as presented in the TASC report. Using this same approximation,
the target intensity jitter in each independent direction, is modeled
as the output of the filter shown in Figure 5. The white noise process

driving the filter, was given the following characteristics:

E{w(t) } 0 (7)

E{w(t)w(s)} 1 §(t-s) (8)

The value of gain, K, can now be adjusted to obtain a desired root mean
squared (RMS) jitter characteristic on the output. This allows studying
the effects of differing amounts of jitter corresponding to a wide
range of atmospheric conditions. A detailed description of how the

actual value of gain, K, is determined is shown in Appendix C.

State Space Model

Transferring these models into state space notation yields a time-

invariant vector differential equation of the form

Xp(t) = Fo x,(t) + Gp w,(t) | (9)
where
ET = the truth model plant matrix
Xp(t) = the truth moc.. state vector
Gp = the truth model input matrix
wp(t) = a vector of white Gaussian noise inputs
and

Ei!m(t)} = 0 (10)

11
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AFWL spectrum

Figure 4. Atmospheric Turbulence Spectral Representation

w K ab? MR
; (s+a) (s+b) ¢ >
Aty

a = 14,14 rad/sec b = 659.5 rad/sec

Figure 5. Third Order Shaping Filter
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T
E[wg(t)wp ()] = Qpé(t-s) (11)
- 202
d 0 0 0
Tp
1 0 0
= (12)
On = 2
=T 0 0 2c;d
ki 7
L 0 0 or 2]

At first attempt, a standard phase variable form of the equation was
used. This form, however, was found to be numerically imprecise in the
calculation of certain desired quantities and the Jordon canonical form
was used instead. Detailed information concerning the numerical problems
encountered can be found in Appendix A,

Using the Jordan canonical form, as developed in Appendix B for the

atmospheric turbulence model, equation (9) becomes

. by - -
e 0L 0. 0.0 0 B 0 1 0 0 O
T
0O-a 0 0 0 0 0 O 0 G0 0
0 0-b 1 0 0 0 O 0 G,0 0
0O 00~ 0 0 0 O 0 G3 o 0
im(t) = §T(t) + W ()
-1
0 0 0 O = 0 0 O 0 ¢ 1 0
T
0 0 00O 0O-a 0 O 0 0 O G1
0 0 0 0 0 0=b 1 0 0 O G,
0O 0 0 0 0 0 O0=b N 0 0 O G, (13)

13
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where
G, = Kab?/(a-b)?
G, = =Gy
Gy = Kab®’/(a-b)
and
X, = x(1)
Xy, = x(2) + x(3)
Yp = x(5)
b x(6) + x(7)

The output matrix is then

Yp(t) =] Xe k(1) i1 11 0606 009 @
(0 |~ X (el

¥ 6 6. 0.6 ¥ 14ad e (14)

peak

It is apparent in this assumed formulation, that the horizontal and

vertical channels are independent with identical process characteristics.

Propagation Equations

The solution to equation (9) is

t
xp(t) = O (t,t))xp(ty) + SO, (¢, T)Gp (T Wy (T) dtT (15)

i
where gm(t,ti) is the state transition matrix and satisfies the matrix

differential equation
g(titi) = F—Tg)m(t'ti) (16)

and where ®(tj,t;) = I (the identity matrix).
Since the truth model plant matrix is a constant, the state transition
matrix is a function of (t-t;), and therefore, is also constant for a

fixed sampling time. Because of the independent channels, the state

14
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transition matrix is block diagonal with both 4 by 4 blocks equal to

[ &% 0 g
~alt
3 ?T (t; t;) = O (¢ t;) = : ; i ; (17)
x\Cit+lsti =1y Hi4lHE 5 o EbAt £abAt
| o 0 "o ghie

where At = (t;.q - £ .

The integral term shown in equation (15) is a stochastic integral.
This requires the probabilistic characterization of the integral in
order to describe the characteristics of the process §T(t) . Knowing
that the integral has a zero mean Gaussian dis .ribution, and letting

t.

1
(6) = 7o (80,0600 W (D) at (18)

d ty

W,
—7

it can be determined that (Ref 4:174,181)

E[v_zmd(ti)] = 0 (19)
T i ' T T, T
E[yq,d(ti)de(ti)]= { Qq,(ti+l,r)gT(T) gT(T)ES_T(T)QT(ti,‘_l,'T)dT (20)
1
and
“J

glv. v 3] = 0 (t.#t.) (21)
[er i —Td j ] - : S

An equivalent discrete time model to portray the evolution of the

L Em(t) process can now be given as
x(t) = Spxp(ty) + W (k) (22)
where
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E[!d(ti)] = 0 (23)
= - 5
E[yd(ti)\_vd(tj)] = o, O, (24)

(note that gmd =

e

(ti) for all ty because of stationary inputs and
d

a time invariant system) and
tivl P T
&, = i2‘1,(ti_‘_l,T)ET(T)QT(T)ET(T)ET(ti_'_l,T) at (25)
5

Another way of writing this equation is

Xpltip1) = Opltyg.t5)xq (k) +c\/§Td W (t5) (26)

where i/é&d is a lower triangular matrix known as the Cholesky square

root of gTa and satisfies the equation

&
Ver, Ve, = & (27)
D
and
L
E{u, (e)W (e )} = I 64 (28)

Equation (26) has the same properties as equation (22) since

T T Cp= T
E{_Vle(ti)E_Td(tj)} = E‘c\/Q_:rd Hy ()W, (£5) \/QTd

c T X B
= ‘/gTd Ev_v‘.l(ti)v_vn(tj)l‘{/’ngd - C{/Q_:rGE\/.QTd = gy

Equation (26) propagates the truth model states in time and accounts

for the stochastic nature of the problem.

Measurements

The truth model measurements, by definition, are the best

16




representations possible for the outputs of the FLIR sensor. These out-
puts, as discussed earlier, are a measure of the average intensity of
target radiation over the detector surfaces as they are swept across the
image plane. Sweep rates are on the order to 30 Hz which means that
measurements are available at discrete time points every 1/30 seconds.
The input radiation consists of apparent target radiation and
FLIR generated noise term to account for noisy electronics, thermal
radiation, and dark current noises internal to the detector array.
Given all this, the output of the i-j-th pixel at any time t , can be
described as

1 1 (t)y2
Z::(t) = = [J 1__ exp{-=—2 [(x-— ()2 + (y-y ) ]}dxdy
ij Bg i—j-@ﬁx 20g Xpeak peak

pixel

+ 0 (6) + £;5(0) (30)

where

zij(t) = output of i-j-th pixel at time t

area of pixel under consideration

o

(x,y) = coordinates of any point in the pixel

Ypeak(t)) = coordinates of the center of the intensity
distribution with respect to the center of the
FLIR field of view at time t (see Egq. (2))

Thax = maximum target intensity

Og = dispersion of the Gaussian intensity function
nij(t) = background noise term for the i-j-th pixel
fij(t) = FLIR noise term for the i-j-th pixel

The two noise terms, nij(t) and fij(t) , are, in general, independent

, wide band noises that can be accurately modeled, according to the Air
17
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Force Weapons Laboratory, as zero mean white, Gaussian noise terms with

the following statistics:

E nkl(ti)] = E[fiy(t))| =0 for all i k,1 (31)
Elnyy (t5)ngy (£5) | = 03655 for all i,k,l (32)
E|fx1(ts) £y (£5) | = 0g8; for all i,j,k,1  (33)
Blmg (e)ng (e | = Blaq e tep | = 0 tammm) e

> T Ny and f;,, are assumed to be spatially uncorrelated as well.

Since one complete scan is a measurement array, there are effectively

64 measurements available at each sample time.

18
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III. Extended Kalman Filter Model

Introduction

The approach used in the design of the Kalman filter was to keep
the models for target motion and atmospheric jitter as simple as pos-
sible while still accounting for a time correlation in the dynamics and
a bandwidth characteristic of the jitter., This led to using first order
Gauss-Markov processes along each independent axis direction, to describe
both the target dynamics and the atmospheric turbulence. This choice
results in a four étate filter model which, with the proper choice of
noise strengths and correlation times, will be descriptive of a wide

range of targets.

State Space Model

The general form of a stationary, first order, Gauss-Markov process

can be expressed as

x(t) = -1/7 x(t) + w(t) (35)
with
Elw(t)l =0 (36)
20
T E‘W(t)w(s)] = 2 8(t-s) (37)
where
T = correlation time
w(t) = white noise process
0 = RMS value of the output x
(‘ Expressing the four filter states '(xD, Xar Ypo yA) in this manner and

putting them into the general form of
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where

EF(t)

gF(t)

gives the following equation:

'l/rD 0
=1/
. 0 B
EF(t) = A
0 0
| o 0
where
By 0] = 2
7
. and

T
E[BF(t)yF(s)] = gFG(t—s) =

State Propagation

R(

Rt
4

EF(t) = EFEF(t) + !F(t)

20

F,, = the filter plant matrix

the filter state vector

between measurement times. These equations are

+
) = gi‘(ti'i'l'ti)g(ti)

the input white noise vector

§F(t) + !p(t)

S (t-s)

(38)

(39)

(40)

(41)

The filter state equations shown above are linear, therefore, stan-

dard propagation equations can be used to propagate the filter states

(42)




2 p + T

T
IQF(ti+l,T)gF(T)QF(ti+l,T) art (43)

where the state transition matrix QF(t ,ti) satisfies the following

differential equation
QF(t ,ti) = EFQF(t,ti) (44)
with the boundary condition
gF(ti,ti) =1 (the identity matrix) (45)

The - and + signs refer to before and after a measurement is taken
respectively.

In this case, the plantmatrix Fp is a time-invariant matrix,
therefore, the gF(t,ti) matrix also becomes a ponstant for a given

sampling period.

- -(t-t
b 0 0 0 _
b (t-ty) ’
_(t,t;) Eieaty) ; : -Tg 3 (46)
v = e~ = - -
-F i o 0 (t :J)
D A
o 1
0 0 0 e(——-i
=3 TA )

The QF matrix is also a constant matrix for all time, and in order to

get the proper RMS values on the corresponding processes (Ref 4:193),

it becomes i
[20
Tp
2
0 20a° 0 0
g = Ta . g (47)
0 0 oD 0
D 2°A2
[ o 0 b
s 4
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where

0- = variance on the output of the target

dynamics model

02 = wvariance on the output of the
jitter model

The integral term in equation (43) now becomes

p -2At
o2 (1-e kE ) 0 0
D D
0 o2 (1-e~24/1p) 0
-2At
2

0 ) o2 (1-e /TD)
0 0 0

L

e =3B
o2 (1-e / T,

atmoshperic

(48)

which is also a constant matrix for a given sampling time At . Substi-

tuting equations (46) and (48) into equations (42) and (43) gives the

following
& Bk ™ 0 0 0 .
X 0 e'At/TA 0 0
£(t1,) = e £t (49)
0 0 e /TD 0
-At
L. O 0 0 e« e,
22
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e” /1, ° 1
=-At
e /TA +
-P—(ti‘i-l) e-At/iD E(tl)
2 e-At/TA
Peai™ 0 1
e-At/TA ‘
e-At/TD
e oAt/
-2At
o2(1~e e /TD) 0 ]
D
=2At
oi(l-e 4 /TA)
+ ~2A
os(l—e * t/TD)
Y.V
] 0 02 (1-e"2"%/1a) | (s0)
o

These are the equations which will propagate the filter states between

measurements,

Measurements

The measurement hisfory used by the filter to help predict the
pointing directions, will be the outputs from the forward looking infrared
sensor (FLIR). These outputs, as described in the first chapter, are
average intensity values as shown in Figure 1. The output of the k-1l-th

pixel can be described mathematically as
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| -1 (t;)2 (t;) 2]
zkl(ti) = 'A—P' [ Imaxexp{-KTg— [(x—xpeaﬁ) * (y-ypeaﬁ ) }dxdy + Vkl(ti) (51)
F
where
zp, (t;) - the actual output of the k-1-th pixel at time t;
AP = the area of one pixel
Imax = the maximum intensity received from the target
0; = +he dispersion of the Gaussian intensity function
¥ as assumed by the filter
(x,y) = coordinates of any point in the pixel (variables
of integration)
(xpeak(ti)
Ypeak(ti)) = the center of the intensity pattern with respect

to the center of the FLIR field of view at time ti

vkl(ti) = additive noise term

The additive noise term is assumed to be a spatiall§ and temporarily

white Gaussian noise with the following statistics:

E [vkl (t;) ] = 0 (52)

|
o

E[?kl(ti)vkl(tj)] = £ (for ti=tj)

0 (for ti#tj)

(53)
E[vm(ti)vkl(tj)] = 0 (for all ty,t;) (54)
(mn) # (k1)

It is used to account for any uncertainties in the system, such as back-
ground noise, FLIR noises, and integration approximations.

In general state space form, equation (51) is of the form
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where hkl(fjti),ti) is a nonlinear function of the states at time
ti . Because of the 8 by 8 tracking array, there will be 64 indepen-
dent measurements available at each discrete measurement time. These

measurements can be grouped into a 64-dimensional vector of the form

E-(ti) = t‘_()_(_(tl) 'ti) ¥ !(ti) (56)
where
ﬁ[!ﬁti)] =0 (57)
T
B[ v(e;)v tp] = mL  (for £4=tp
0 (for ti#tj) (58)

Not all of these measurements need to be used in the estimation for the
peak intensity. In fact, a smaller number of measurements could signifi-
cantly reduce computer time while still maintaining good tracking ac-
curacy. The number of measurements used would depend on two factors.
First, it wou;d depend on the dispersion of the Gaussian intensity func-
tion OgF . For a small dispersiqn, on the order of one pixel, most of
the useful information is contained in an area of about 5 pixels square.
A smaller dispersion would require fewer pixels to get the same amount
of information. The second factor is the tracking accuracy needed.

For most laser applications, high accuracy tracking is desired. The
best accuracy would be obtained when all the available information is
used in the prediction process. The smaller the amount of information,
the less accurate the prediction, even with very low signal-to-noise
ratios. A third factor that may be considered, is the trade-off be-

tween estimation performance and computer time and storage.
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Measurement Update Equations

In order to handle the nonlinearities in the measurement equation,
a special form of the Kalman filter, called the extended Kalman filter,
was used, This form of the Kalman filter accounts for the nonlineari-
ties by linearizing the measurement equation about the most recent esti-
mate of the states. This linearization process is reaccomplished prior
to every update, thereby maintaining a current set of equations for
updating the states.

The usual form of the measurement update equations for the ex-
tended Kalman filter (Ref 2:233) are

-1

k(e = (DT (e [mepRedET () + REy) (59)
+ A itk L i

g(ti) - i(ti) + _lS(ti) {-]-:‘-(tl) = p_(i(tl) 'ti)} (60)
+ - -

P(t;) = E(tj) - K(t)H(t;)P(E;) (61)

where
H(t,) = on(x®)
—_ 1l ESm—— - -
X x=x(t;) (62)

and TI'(tj) is the 64 dimensional vector of actual measurements.
‘..No.tice, however, that calculating the Kalman filter gains,

E(ti) , requires the inversion of a 64 by 64 matrix every update time,

This would require a large amount of computer time, and would probably

be unfeasible for most on-line applications. Another form of the up-

date equations, known as the inverse covarience form (Ref 3:257),

eliminates this problem. Using this form, the equations become

P = B e +_§fr(ti)5“(ti)§(ti) (63)
26
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plep) = [27heeD] ™ (64)
2 +yyT =

K(tg) = PEDHE (£)R () (65)

RED = x(E]) + K(e) L) -h(R(E]) ;) ) (66)

where the H(tj) matrix and the TI(t;) vector are defined the same as
above. Using this new set of update equations, only two 4 by 4 inverses
are needed, the PE(t;) matrix, and the g’l(tI) matrix. Normally,
this form of the update equation would also involve the offline inver-
sion of the Bjti) matrix, but in this case, the pixel noises were

assumed independent which means that

R(t;) = Rpl (67)
and therefore,

R = (/RyI (68)

Now this inversion can be computed once offline and the gfl(ti)
matrix will remain constant for all time,

The partial derivative matrix shown in equation {62) can be easily
computed knowing the fact that the integral is a linear operator. For

this reason,

oh o4 T 2 2

- e max -1 [(&- ) “+(p-y ) 2] Yacap

Ox | x=% (£3) ’Jgt” explagot = Poak pee ‘ x=R(])
= (69)

I 9
& max =
I/ . = exp{20 7 [ (E%peax) 24 (P-Ypeak) 2]} dza,

- . ET . o0
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where the partial derivative of the double integral term is equal to
the double integral of the partial. Expanding this into matrix form

and evaluating at x = gﬁt;) results in a 64 by 4 matrix, whose ith

row is

S (TR o) *Cpf AZAP |
JT [(T-%pe qk) *Cpldazap

SF (08 e ax) *Cplazdp

ST [(p=F pe i) *Crplazap | ‘ (71)

®s e Nl
for gf(xD, Xa0 Ypo yA) r Fpeak=XptR, , and Ypeak=Ip*¥n and where

I - 1
S A;%:—? exp{zo—g%— [(Erpear)® + (o¥pear) ] e
F F

Summary of Filter Equations

The following sets of equations represent the extended Kalman
filter algorithm used for this study.

Propagation Equations.

A o s = e
S0 = G AN (73)
P(t] ) = O_(t, .4, )Pt o ( £,) £.) (74)
Bleiaa) = Bty HIRGG 008, /8) + gptty
where
abt/ty 0 0 1
0 /Ty, 4 0
T L
0 0 EAt/TD 0
' | o ’ 0 0 At/ Ty (75)
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and

~2At
- o2(1-e 8% o 0 0 “
-2A
0 02 (1-e TR 0
QD(ti) =
0 0 og(l-e'zAt/To) 0
—24A
! 0 0 0 oa(l-e 20ty
(76)
Update Equations.
A -1,,- T -1
iD= PTMED + H ()R Mt (L) ‘ (77)
G o o
Beeg) = [2e)] (78)
4+, %
K(t;) = P(t;)H ()R 1 (t;) (79)
(D = KD+ KEI{TE) ~ h(RED ;) (80)

where the gfl(ti) and E}ti) matrices are defined as in equations
(68) and (69) respectively.

Now that the truth model and extended Kalman filter model have
been described, the next chapter will outline the correlation algorithm

to be used for comparison purposes.
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IV. Correlation Algorithm

Introduction

In order to judge the effectiveness of the extended Kalman filter
algorithm in tracking a target, its performance was compared to that
of a correlation algorithm presently being tested. Although two types
of correlation algorithms are currently being examined for use in
operational software (Refs 4 and 5), one algorithm was readily avail-
able in FORTRAN source code (Ref 6), and has been tested against Hawk
missile test flight data. This algorithm, therefore, was selected as
the benchmark for comparison.

This chapter focuses on the method used by the selected algorithm
to calculate the position errors needed for tracking. A more detailed

analysis can be found in Reference 4.

Purpose

The purpose of any tracking algorithm is to provide eétimates cf
the position of the target with respect to a reference point, usually,
the line of sight of the sensor tracking the target. Knowing this in-
formation, the sensor can then keep the target centered in its field
of view by appropriate c0mmahds to a positioning controller. The cor-
relation tracker estimates these relative position offsets by using
correlation coefficients derived from the cross-correlation of a target
data set {Tj}, and a reference data set {Rj}. This correlation co-

efficient is defined as

n
I TiRi
i=1
C= n n (81)

R '.l‘iz > Riz
i=1 i=1
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where n is the number of sampled data points in each of the data
sets. This correlation coefficient is a magnitude-independent measure
of the degree of resemblance between the data sets. This means that
the correlation coefficient is a function of the shape of the two data
sets and is independent of their actual magnitudes.

The correlation technigue does not exploit any knowledge of target
dynamics, nor does it use any knowledge of disturbances that would
cause apparent offsets of the target, so that these effects could be

filtered out,

One-Dimensional Correlation

The following discussion will be a brief overview of correlation
in one dimension as presented in an Aeronutronic Ford Corporation re~
port (Ref 4). Let {Ri} be a set of wmiformly spaced samples of a con-
tinuous time radiation intensity function, received from-a one-dimen~
sional scan of a FLIR sensor across a point target. Let {Ti} be a
new sample set taken a short time later, where the intensity data is
assumed to have the same s£ape, but may have been translated relative
to the first data set because of target motion in the dimension of

interest. The'{Ri} and {T;} data sets can be expressed as

{rj} = sampled [s(x)] (82)

{13} = sampled [S(x + Ax)] (83)

where S(x) is the continuous time intensity function and Ax is the
intensity offset on the FLIR image plane, Expanding S(x + Ax) in

a taylor series gives

S(x + Ax) = S(x) + 3s(x) A x + H.O.T. ' (84)
ox

31




| —

Now by dropping the higher order terms, {Ti} can be approximated as

3s (x)
ox

Ax

{r;} sampled { s(x) +

]
g
;
|
g

Letting

. 9S:
() = {54 ax}

(85)

(86)

(87)

and recognizing that equation (8l) can be rearranged, assuming ortho-

gonality of {R;} and {U;} (Ref 4:6), so that

2 - 2
C e 1 - Z Ui
i=1
» 2
5 S
=] iy

Equation (87) and (88) can be combined to give

n S 2
¢*al=X (3_&4 Ax?
i=1 X
n

T (sy)?
i=1

This equation can be futher simplified by letting
n
p o= T Ayt
j=1 9%
n
z.(s;)?
i=1 1

Now,

c?2 = 1 - p2Ax?
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This equation represents one equation in three unknowns (P, Ax, sign
of Ax). Two more equations can be established by shifting one of the
sampled data sets left and right by one sample. This results in the

following three equations:

c22 = 1 - p2Ax? | (92)
cl2 = 1 -p2(1 - Ax)? (93)
c32 = 1-P%2(1 + Ax)?2 (94)

where C, represents the correlation coefficient produced when the

two data sets are aligned to the closest sample. C; and C3 repre-
sent the correlation coefficients obtained when the data set is shifted
left and right by one sample respectively. Solving these three equations
simultaneously gives

Ax = C32 bt C12
(95)

2 2 2

‘This equation represents the offset, to a fraction of a sample, between

the data sets, and is a direct measure of the positional change of the
target over the sampling time.

The actual equation for Ax used for this study was

1 1 2
2(__3 + =7 = == )
2
C1 C3 C2 (96)

This equation was developed at the Air Force Weapons Laboratory after

the equations leading up to equation (95) were rederived, eliminating
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the simplifying assumption

2 a2 2.2
1 1 + PAx® = POAX® .~ 1 . p2Ax?

1 + P°Ax2 1 + P?Ax? (97)

The derivation of equation (96) can be found in a memo from the Air
Force Weapons Laboratory to the Ford Corporation (Ref 7).

In order to present a clearer representation of what is taking
place, let Figure 6 represent a one-dimensional Gaussian intensity
profile of a point source target moving horizontally to the right.

At time t; , the target is centered in the field of view of eight
horizontal pixels, and at time t; , the target has moved some dis-
tance r . Assuming ideal conditions (no change of shape and perfect
measurement data), the intensity profile will also move to the right
some distance d . Figures (7a) and (7b) represent the discretized
value of the intensity profile at time t; and t, . ‘Each discretized
value represents the averaged sampled output of the detectors as they
are scanned across the target. These discrete values become the ref-
erence and target data sets (Rj} and {Ty} respectiveiy. The center of
the intensity function, to the nearest pixel in each data set, is esti-
mated by the simple mean approximﬁtion.
8
LI Ij(t)edi
i=1
J(t) = INT 8
: I 1;(¢) (98)
i=1
where
J{t) = an integer from one to eight representing the pixel,

from left to right, closest to the center of the
intensity function
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Pixels

Figure 6. One-Dimensional Gaussian Intensity Profile
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a. Discrete Representation at t; b. Discrete Representation at t,

Figure 7. Discrete Representations of Intensity Profile
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I;(t) the intensity value in the ith pixel at time ¢t ;

INT(*) = a function which rounds the argument to the nearest
integer.

The offset of the intensity profile to the nearest pixel can now be esti-
mated as the quantity J(t;) - J(t;) . The reference array {Ri} , which
is the array of values at time t; , is now shifted by J(t, - J(t;)
pixels. Those valués that are shifted out of the array are dropped, and
the values at the opposite end of the array are replaced by zeros. An
example of this chifting process is shown in Figure 8. The three corre-
lation coefficients (C; , C, , and C3 ., can now be computed for the
shifted reference array {R;}g and the target array {Tj}. Equation (96)

is then used to estimate the remaining offset to a fraction of one pixel.

The total offset, d , is then estimated by the eguation

d = J(tz) = J(tl) + Ax (99)

Two-Dimensional Correlation

For a two-dimensional intensity function, the ébove process is
performed for every row and then every column in the 8 x 8 arrays.
This will result in eight, generally different, horizontal offsets, and
eight vertical offsets. Because of this struéture, the image positioa
offsets in the horizontal and vertical directions are arrived at inde-
pendently. The row correlation determines the horizontal offset, while
the column correlation determines the vertical offset. If the maximum
correlation coefficient C, for each row or column is less than some

preset value, that row or column is considered as containing poor

36

2

\




- -y

{rRgj} = |1|2|4a|6|4a]|2|1|2 {Ri}s=00124642

a. Reference Array Before Shift b. Reference Array After Shifting
Two Pixels Right

Figure 8. Example of an Array Shift

information, and the computed offset is discarded. The remaining row
and column offset values are then averaged separately. The average
of the offset values for the rows is the overall estimate of target
position offset in the horizontal direction, and the average of the
offset values for the columns is the estimated target position offset
in the vertical direction.

This simple averaging technique is a simplification of the method
used by the Rod Corporation in their report (Ref 8). The following
discussion explains the reason for this simplification. The Aero-
nutronic Ford Corporation algorithm used a least squareé line fit of
the values in each direction. One line was fit to the individual row
offsets, and one to the column offsets. The total image offset in
each direction was then computed in a way unspecified in the available
sources., One method would be to determine the intersection of each
line with the appropriate x or y axis. Another might be to deter-
mine the intersection of the two regression lines, The slope of these
lines is then a measure of the target rotation over that sample period.

In this study, however, the Gaussian intensity function is not
directly affected by target rotation. For this reason, the slope

will contain no useful information and would, in fact, be either zero
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or ninety degrees under ideal conditions,where the offsets in each
direction will all be equal. This entire method was, therefore,
simplified to simply finding the center of mass of the offset points
in each direction, defined as the average point since all points are

equally weighted,

Summary

The correlation algorithm described above, is only one of several
algorithms that could be used in a correlation tracker. This algorithm
was readily available, and was suggested for use by the Air Force Weapons
Laboratory. No attempt was made to determine if it was the most effi-
cient or optimal in any sense. Care was taken only to make certain
that both this algorithm, and the extended Kalman filter algorithm re-
ceived the same information from the FLIR sensor model. In this way,
the filter algorithm could be compared for accuracy, in a statistical

sense, against an algorithm already in use, to examine the utility of

an extended Kalman filter in the tracking loop.
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V. Computer Simulation

i
i

Introduction

The computer used to simulate the models of the previous three
chapters was the CDC-6600., As with any computer simulation, the time
and memory requirements vary directly with the complexity of the
problem. The key, of course, is to minimize these requirements and
still achieve an algorithm that will perform well in a real world
environment. This chapter will discuss the methods used to arrive

at this balance,

Program Modularity and Efficiency

An attempt was made to keep the program as modular as possible
by using subroutines for major calculations. The purpose of the study
was not, however, to create a generalized program to work under all
possible variations of filter design. For this reason, changing any
of the models discussed previously would probably necessitate at least
some modification to the program modules. The FORTRAN source code of
the program used, is listeg in Appendix D.

The large word size and relative speed of the CDC-6600, compared
to a machine used for on-line implementation, also compensates for
many inefficiencies in programming techniques., Although the algorithms
developed earlier are meant to be implemented on-line eventually, the
program used would have to be restructured to make it as 2fficient and

numerically precise as possible.

Approximations

One of the most important aspects of the computer simulation was
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determining a method for evaluating the outputs of the FLIR sensor. 4
Mathematically, this would involve evaluating the expression
LR e el R )2+ (y - )Yldxay  (100)
[ ] Tpax e == *peak Y - Ypeak) Pdxdy
Ap i-j-th 20g
pixel
as described in equation (30) for the truth model. Similar expressions
would have to be evaluated for the filter model to arrive at the fil-

ter's estimate of the measurements, equation (51), and to evaluate the

partial matrix found in equation (71).
Equation (100) represents the average value of the two-dimensional

Gaussian intensity function

exp{séér [(x - ¥peak)? + (¥ = Ypear) ?| } (101) ;

within the pixel of interest. A reasonable approximation, for on-line
usage, to equation (100) would be simply to evaluate the intensity
function at the midpoint of the pixel of interest. A better approxi- ]
mation would be to subdivide the pixel into smaller areas, perform the
same midpoint evaluations for each of these smaller areas, and to
average the result. Obviously, the more subdividions that are made,
the better the approximation.

Because the truth model is designed to be a good representation
of the real world, an accurate evaluation of the integral is needed.
To meet this requirement, each pixel was split into sixteen equal sub-
divisions, The filter, on the other hand, used the intensity level

at a single midpoint to approximate the integral.

white Noise Terms

Throughout the simulation, there was a need to produce discrete
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values of a Gaussian distributed, white sequence with a given variance,
In order to create these values, the RAND function of the FORTRAN
library was used. This function is a random number generator with a
uniform probability density function between O and 1. Twelve inde-

pendent random samples from this function were processed with the

algorithm
39
vik) = o,{ % uli2(k -1) +1i] - 6} (102)
i=1
for k=1, 2, 3, ...
where
v(k) = a discrete realization of the white, Gaussian
sequence;
0, = the standard deviation of the desired white noise;
u(k) = random number from the RAND function;

to generate a single sample of the desired white, Gaussian sequence,
The above algorithm produces a sequence orf numbers that is very nearly
Gaussian distributed with zero mean and the desired variance. This is
true because of the concepts set forth in the Central Limit Theorem

(Ref 3:103).

Monte Carlo Analysis

Determining how any computer algorithm will perform in a real
world environment is a difficult process. Unlike the carefully con-
trolled computer simulation, the actual environment is constantly
changing. No two experiments are ever the same, and to test all pos-
gible cases would be an impossible task, For this reason, a Mnte
Carlo analysis is used to accomplish a performance evaluation. This

method actually constructs a sample-by-sample simulation using random
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number generators to produce the outputs of random noise sources in
the simulation. The noisy system measurements are then processed

by the extended Xalman filter, or the correlator algorithm, to gen-
erate state estimates. Many of these simulations are performed and
the sample statistics of the error between the state estimates and

the states of the truth model are then computed. The trend of these
error statistics shows how the estimation algorithm performs in a
general sense, Ideally, a larger number of simulations should be per-
formed to make sure that the error sample statistics are indeed accu-
rate representations of the true statistical characteristics., Real-
istically, however, computer time requirements dictate a smaller
number. One means to estimate the number of runs needed is to plot
the standard deviation of the error at a number of chosen times versus
the mumber of simulations. As the number of simulations increase, the
standard deviation should converge to a steady value. This convergence
shows that the error statistics are being adequately described. &2an
example of this convergence is shown in Figure 9. It shows the vari-
ance characteristics of a representative error at four different times.
It alsoshows that 20 simulations were adequate for this case. These
typﬁs of plots were produced for every case studied to make sure the
statistics converged. Twenty simulations were found to be adequate

in all cases,

Tuning the Extended Kalman Filter

Tuning the filter is an off-line process to determine the proper
noise strengths and correlation times so the filter will perform well

in any situation. This is necessary because the filter is purposely
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designed to be a reduced order, simplified model of the real world,
and must overcome the effects of non-whiteness, non-Gaussian moises,
nonlinearities, and approximations to a true environment.

The tuning process is done by varying the values of the strengths
of the white noise terms in both the differential state equation and
the filter measurement equation. In this study, this corresponds to
altering the values of the Qp matrix given in equation (47) and the
value of Rp in equation (58). Changing these values, along with the
initial conditions, will cause the statistics of the error committed
by the filter in estimating the states to vary. The objective of
tuning is to vary these strengths in order to minimize the estimation
error in some appropriate manner. Here, the object is to minimize
the error on all filter states simultaneously. This minimization is
totally problem dependent, however, and other problems may call for
minimizing only a given number of states, using a weighted average,
or using some type of cost function to measure the minimum.

One method used, in many cases, to aid the tuning process, is
to compare the filter's estimate of the variance of the error with
the actual error variance for each state. When these values match
well over the time interval examined, then the actual error committed
by the filter should be minimized. If the filter is underestimating
or overestimating the true variance, the filter gains will not be
optimal, and will result in a larger true error. It is important,
therefore, that the truth model be as accurate as possible. The fil-
ter will work well on-line only if the truth model is an accuraté

representation of the real world.
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VI. Results

Introduction

This chapter presents the results of several computer simulations
designed to evaluate the performance of the extended Kalman filter
algorithm in the open-loop tracking problem. As requested by the Air
Force Weapons Laboratory, the performance of the extended Kalman filter
was compared to the performance of the correlation tracker in five
specific areas:

-~ performance as a function of signal-to-noise ratio where

Imax - mean background noise

RMS value of background noise

2
N

- performance as a function of intensity pattern size
(beam width) ;

- performance as a function of the ratio of RMS target
motion to RMS atmospheric jitter;

- performance as a function of target correlation time;

- performance as a function of mismatches between the true
intensity pattern and that assumed by the filter.

Due to the limitations, all of the above areas were covered with the

first three areas receiving the most detailed analysis.

Correlation Algorithm

The correlation tracking algorithm (Ref 6) was modified slightly
after several problems were discovered during the study. The first
problem occurred in the LOCATE subroutine (Appendix D) when a line of
reference data was shifted by more than 8 pixels, resulting in an entire
line of zeros and an indefinite correlation coefficient. To solve this
problem, a check was put into the subroutine to assure that each row

or column was limited to a.shift of less than 8 pixels when trying to
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align the target and reference data sets. If the target and reference
rows or columns were not aligned after 7 pixel shifts in the same
direction, then the data from that row or column was considered "poor"
and was discarded.

The second modification involved a control in the DRIVER program
designed to reject low quality offset data by checking the maximum
correlation coefficient for each row and column against a preset cut-
off value. In the routine obtained from the Weapons Laboratory, the
row correlation logp eliminated offset data with a maximum correlation
coefficient less than 0.95, while the column loop used 0.90 as the
cutoff value. There was no documented reason for this difference, nor
was there any justification for these seemingly arbitrary cutoff values.
It was discovered, however, that changing this cutoff value led to
drastic differences in the performance of the correlation algorithm.
These differences are documented and discussed later in this chapter.
For these reasons, this study used 0.95 as the cutoff for both row and
column correlation. Similar cortrols in the LOCATE subroutine were

eliminated since they were redundant.

Cases Studied

In order to investigate the five specified areas in the time avail-
able, the sixteen scenarios listed in Table I were simulated. As in-
structed by the Air Force Weapons Laboratory, the specific values used
in each simulation were combinations of the following:

- signal-to-noise (S/N) ratios of 20, 10, 1
- RMS target/atmospheric motion ratios (GD/OA) oF Oy 1, o

- Gaussian beam dispersions (ogT) of 3, 1 pixels
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Table I

List of Cases Studied

Case Tp S/N Op Op Op/Op ogT ogF
1 1 20. 1.0 0.2 5.0 3 3.
2 3 20. 1.0 1.0 1.0 3. 3.
3 1 20. 0.2 1.0 0.2 3 3.
4 1 20, 1.0 0.2 5.0 1. ) B
5 [ 10. 1.0 0.2 5.0 Gl 3
6 ¥, 10. 1.0 10 1.0 3 3
7 1. 10. 0.2 1.0 0.2 i 8 3
8 x. 160 1.0 0.2 5.0 1. 7 [
9 ) 1% 1. 1.9 0.2 5.0 3. 3.

10 1. 3 1 1.0 1.0 1.0 3 3
11 1s 3 0.2 1.0 0.2 3. 3.
12 1 1 1 1 1.0 0.2 5.0 % Es Ls
13 Se 20. 2.0 0.4 5.0 3. 3.
14 b 19 20. 2.0 0.4 5.0 x i
15 1. 20. 1.0 0.2 " 5% 3 1.
16 1. 20. 3.0 0.6 5.0 b % h
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- Target correlation times (TT) of 1, 5 seconds
The value specified by OgF in the table is the value for the Gaussian
dispersion assumed by the filter.

The sixteen cases shown in Table I were chosen to allow a general
framework in which direct comparisons could be made. Cases 1 through
12 compare four basic scenarios using the three signal-to-noise ratios
and the two values of beam dispersion shown above. These four basic
scenarios allow direct comparison of the performance of the Kalman
filter under various atmospheric conditions. The remaining four cases
were used to show the effects of using a large value for target correla-
tion time, determining the effects of filter mismatch, and determining
the effects of using a large RMS target motion combined~with a small
target pattern size. The results of the simulations performed are pre-
sented in Appendix E as mean *10 error plots for the'éorrelator, the
filter estimate of target dynamics, and the filter estimate of atmo-
spheric jitter. The mean and sigma values are sample statistics gen-
erated from a Monte Carlo simulation using 20 runs. Because of the
similarity between the horizontal (x) and vertical (y) channels, only

the mean *10 error plots for the horizontal channel are presented.

Tuning

Because of the similarity of the truth and filter models used in
this study, tuning of the extended 'Kalman filter was relatively easy.
The only difference between the models was the set of equations used
to simulate atmospheric disturbance. whereas the truth model used a
third order Markov process to simulate the atmospheric jitter, the

extended Kalman filter used a first order process with a break frequency
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set equal to the lower break frequency of the higher order model.
Similarly, the variance for the white noise process used in the filter
measurement equation (53) was set equal to the sum of the variances

of the processes simulating the FLIR and background noises in equa-
tions (32) and (33). This is appropriate since all of the above pro-
cesses are simulated as independent, zero mean, and Gaussian. Since
the value of Rp is now fixed, adequate tuning results when the strengths
of the white noise terms and the correlation times for both the truth
and filter models for dynamics are set equal, and when the RMS values
for atmospheric jitter for both models are set equal. For the third
order atmospheric model, this means that the correct value of the gain,
K, must be calculated to achieve the desired RMS value on the output
process.

Figures 10, 11, and 12 show plots of the actual versus the filter-
computed value of the RMS error committed in estimating target motion
in the horizontal direction for cases 2, 6, and 10 after the above
tuning was performed. Figures 13, 14, and 15 show the same type of
plots for the atmospheric jitter. The smoother curve represents the
filter estimate of the RMS error. The plots show typical results for
signal-to-noise ratios of 20, 10, and 1 respectively. As shown in
Figures 12 and 15, the filter begins to underestimate the RMS error
as the signal-to-noise ratio gets low., This is due to the effects of
the small mismatch between the truth model and the filter finally
becoming apparent. Because of the way the Q matrix and the value
for RF‘are chosen in the above tuning process, the tuning was independent
of the signal-to-noise ratio and the Gaussian beam dispersion. This

allows comparison of the outputs of identically tuned filters for
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different signal-to-noise ratios and different beam dispersions.
These comparisons will show how the performance of the filter will

change as the tracking environment changes.

Discussion

In comparing the performance of the extended Kalman filter to
the correlation algorithm, the five specific areas mentioned earlier
were examined. The extended Kalman filter algorithm performed ex-~
tremely well as the signal-to-noise ratio was lowered, with no notice-
able change between the ratios of 20 and 10, and only a slight degra-
dation in performance shown at a signal-~to-noise ratio of 1. Tables
II and III present a compariscn of the performance of the two algorithms
in mean and 1 sigma tracking error for the three signal-to-noise ratios
examined. The numbers in the tables are values that were estimated
from the applicable plots and are only good to 1 or 2 significant
figures. Table II represents the average of the estimated values for
cases 1 through 12 where the beam dispersion was set to 3 pixels,
while Table III represents the estimated values when the beam disper-_
sion was set to 1 pixel. The tables also represent values estimated
at the end of the 5 second run time since this is where the maximum
errors occurred in most cases. As shown by the plots for cases 1
through 12, both algorithms started out with low errors due to the
chosen initial conditions of zero position error. The correlation
algorithm quickly diverged in almost all cases, resulting in signifi-
cant errors after only a few sec nds. The extended Kalman filter, on
the other hand, had mean errors of close to zero for all signal-to-

noise ratios, and although the 1 sigma error value rose from .2 to .8
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Table II E

Mean Error and 1o Error Comparisons for the Correlation 1
Tracker and the Extended Kalman Filter with Og=3 Pixels

'S Correlation Tracker Extended Kalman Filter 1
N mean error 10 erxror mean error 10 error
(pixels) (pixels) (pixels) (pixels)
20 0.5 15 0.0 0.2
10 3.0 3.0 4 0.0 0.2
X 15.0 30.0 0.0 0.8 i
1
4
1
b
Table III
Mean Error and 1o Error Comparisons for the Correlation
Tracker and the Extended Kalman Filter with Og=l Pixel
S Correlation Tracker Extended Kalman Filter 4
N mean error 10 error mean erxor 10 error A
(pixels) (pixels) (pixels) (pixels)
20 7.0 8.0 0.0 0.2
10 8.0 10.0 0.0 0.2
1 15.0 30.0 0.0 0.8
}
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pixels as the signal-to-noise ratio decreased, this difference is not
significant. When the dispersion of the Gaussian intensity function
was decreased to 1 pixel, the performance of the correlation tracker
was significantly degraded with errors ranging from 7 to 10 pixels.
This same change had essentially no effect on the performance of the
extended Kalman filter algorithm. This difference in performance was
probably due to the a priori knowledge of beam width and target motion
assumed by the Kalman filter. As the size of the beam width is de-
creased, the useful tracking information is spread over a smaller
number of pixels. This knowledge can be exploited by the filter to
give better performance, especially at the lower signal-to-noise
ratios. This suggests that using data from a smaller region about

the projected target location may be more efficient thén using the
entire 8 by 8 array. Even the filter performance, however, is ;lightly
degraded at a low signal-to-noise ratio since the approximations used
in calculating the H matrix and in performing the integration are not
as accurate,

When the ratio of RMS target motion to RMS atmospheric jitter was
decreased from S to 1, the filter showed a corresponding increase in
actual error with a mean still close to zero. Comparing cases 1 and
2 shows that the 1 sigma value on the error jumps from about .2 pixels
to about .5 pixels. This trend, however, is reversed as the ratio is
decreased further as shown by the output of case 4, where the ratio
was equal to .2. Here, the 1 sigma value for the error goes back down
to about .2 pixels again. This seems to imply that the filter can

distinguish between the true and apparent motion easier when there is
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a large difference between the two. This type of trend was harder to
distinguish in the outputs of the correlation algorithm due to the
divergent characteristics of the statistics. A comparison of the same
cases, however, seem to present no apparent difference in accuracy due
to a change in ratio. In all three cases, the correlation algorithm
had a 1 sigma error value of around 1. pixel. Even in the worst case,
therefore, the extended Kalman filter algorithm performed better.
Increasing the correlation time for the target in both the truth
model and the filter from 1 to 5 seconds had no discernable effect on
the performance of either the extended Kalman filter algorithm or the
correlation algorithm. A comparison of the output for cases 13 and 14

show almost no change in the statistics. This is probably due to the

small difference in correlation times used. If the correlation time
were changed to a large value, on the order of 1 minute or more, the
tracking accuracy should improve since t high frequency jitter term

could be filtered more easily from the overall motion apparent in the
target plane. A much shorter correlation time, on the other hand,
would make the actual target motion appear more like a white noise
term and could introduce a larger error.

Case 15 examined the effects of mismatching the shape of the in-
tensity function between the truth model and the filter. The filter
assumed a dispersion on the Gaussian intensity function of 1 pixel
and the truth model value was set at 3 pixels. This scenario was
designed to test the sensitivity of the filter to poor assumptions in
target shape. 1In this case the filter appeared to be rather robust,

resulting in a mean error of about zero with a 1 sigma value cf only
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.3 pixels. When compared to case 1, where the filter assumed the
correct value of 3 pixels for the dispersion, there was only a slight
degradation in performance. Case 1 resulted in a mean error of about
0. with a 1 sigma value of .2 pixels, Although results based on one
case are inconclusive, this shows that the filter could be relatively
insensitive to poor assumptions and further testing, such as mis-
matches in target shape, target motion, or signal-to-noise ratios,
would be warranted.

The worst performance of the extended Kalman filter resulted
when the value of RMS target motion was very high, as in case 16 where
it was set to 3 pixels. This resulted in RMS tracking errors of 2
to 3 pixels after 5 seconds of run time. This is not surprising, how-
ever, since this magnitude of target motion forced tﬁe'target entirely
out of the field of view of the FLIR on many passes. This, of course,
resulted in extremely poor measurement data which would tend to drive
the tracking errors up, and suggests a larger field of view for update.

'bne interesting result is the divergence characteristic of the
correlation tracker. This divergence was noted in almost all cases,
even with high signal-to-noise ratios. It was discovered, however,
that in many cases this divergence could be reduced or even eliminated
by increasing the cutoff control values which reject the offset data
from poorly correlated rows and columns. This reduction is distinctly
shown in Figures 16 and 17 corresponding to case 14, and using cutoff
values of .90 and .95 respectively, and again in Figures 18 and 19
corresponding to case 5, and using cutoff values of .95 and .975
respectively. This implies that the tracking accuracy increases with

a higher cutoff control value, for the environment simulated here, and
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that even correlation coefficients as high as .95 do not guarantee
accuracy. The direct effect of raising the cutoff control value is

to reject the data in more rows and columns specifically, those rows

or columns that did not currelate sufficiently high. Hopefully, this
results in a more careful selection of "good" data, and will result

in better tracking accuracy. Since the choice of a good cutoff value
is very problem dependent, with noisy data leading to lower correlation
coefficients, this value would have to be changed on-line for the best

results,
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VII. Conclusions and Recommendations

Conclusions

It is apparent in all the cases studied that the extended Kalman
filter outperforms the correlation tracker under the same set of input
conditions. As shown in Tables II and 1II, the performance difference
is shown most dramatically when the signal-to-noise ratio is low, and
again when the Gaussian beam dispersion is small compared to the pixel
size. This result was expected, however, since when the signal-to-
noise ratio is low, there is little definition to the target intensity
pattern and the tracking algorithm is receiving mostly noisy data.
Similarly, when the beam diépersion is small, all of the useful infor-
mation is concentrated in the area of a few pixels and is easily masked
by noise. This masking is especially strong at low signal-to-noise
ratios. Since the correlation algorithm is given no a priori informa-
tion about either the motion of the target or what the intensity
pattern looks like, it does a poor job of picking out’ the targef.
Nevertheless, this type of tracker could be effectively used in an
environment where the signal was strong, or where the shape of the
object being tracked is completely unknown or constantly changing.
These advantages could, in fact, lead to a design that is even more
robust than the extended Kalman filter.

The extended Kalman filter performed well in all cases, even with
a very low signal-to-noise ratio. Prior knowledge of the size, shape,
and motion of the target was used to track the target effectively
under a variety of conditions. The filter algorithm also appeared

to be relatively insensitive to small changes in the size of the
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assumed Gaussian intensity function. This implies that the filter
design may be rather robust and, therefore, could be used in an en-
vironment where parameters are constantly varying or are not well
known a priori, It is apparent, however, that an extremely poor
assumption, such as assuming an entirely false shape, could signifi-
cantly degrade the performance of this algorithm. This implies that
this type of filter could be used effectively only when at least one

aspect of the target were known with some degree of certainty.

Recommendations

Further research is recommended to assess the robustness of the
basic design of the filter presented here. These tests should in-
clude cases where there are errors in the assumed model of atmospheric
turbulence as well as poor assumptions of the size, shape, and motion
of the target. If warranted, this analysis could lead into the study
or design of an adaptive filter model that cculd estimate parameters
that are critical to the filter's performance and robustness, such
as target pattern size or shape, on-line. It could even be used to
describe the motion of the target or the atmospheric jitter in order
to adapt to changing conditons or targets.

Another area of suggested research is to attempt tracking under
a wide variety of background conditions. In this way, performance of
the filter could be examined as a function of background clutter as
would be found in a "look down" mode.

In order to improve the computational feasibility of the filter
for on-line applications, research should be performed on ways to

improve the speed and memory requirements of this type of algorithm.
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One way to improve the speed would be to incorporate measurements
using only a small number of pixels. This would involve determing
which pixels contain the most information so ouly these would be
exploited, One way to do this would be to use gjtz) as the bhest
guess of the position of the target at the measurement time and use
only those pixels that lie in some locus centered around X. Other
methods, such as square root filtering techniques or U-D implementa-
tion would reduce the computer wordlength requirements but would re-
sult in increased memory and time requirements, These techniques
would probably be cf little benefit here since the extended Kalman
filter only has four stateg. Wwith an adaptive filter, however,
these techniqueé may be helpful since several more parameters would
have to be estimated.

A last possibility would be to explore how an extended Kalman
filter of this type would operate when there is more than one target
in the FLIR field of view. The goal here would be to see if the
filter could adequately distinguish and track targets in a combat

environment with a short time constraint.
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Appendix A

Numerical Precision Problems

In the early stages of this study, a great deal of time was spent

searching for a reasonable way to evaluate the truth model Qp matrix,
d
defined in equation (25), and repeated here as
gTd = i QT(ti+l'T)§T(T)gT(T) QT(T)QT(ti+l,T)dT (a-1)
1

Initially, the truth model state equations were put into phase vari-
able form, since it could be done from inspection of the system transfer
functions.

Because the truth model is a time-invariant system, the integral in
equation (A-1l) can be solved exactly, and will be a constant for all
sampling periods. This means that it need be calculated only once
off-line. Solving equation (a-1) exactly, however, would require a
significant amount of manual calculation, even after reducing the
problem because of the two-channel symmetry. In order to save both
time and effort, approximation techniques were examined.

The simplest approximation would be to let

T
& ® |ngT§_T]At (a-2)
d

This results in a good approximation when the sampling period is small
compared to the response time of the system (Ref 9:Ch 6). 1In this case,

however, using the phase variable form of the state equations, where
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91‘ = (A-3)
0 0 0 0 1 0 0 0
Lo 0 0 0 0 0 0 Kab?
and
[ 202 i
=B 0 0 0
T
0 1 0 0
Q = : (a-4)
0 0 207 0
b
| o 0 0 3

this approximation results.in a diagonal matrix. This would effectively
eliminate the effects that would normally be present due to any cross
correlation terms in the fully evaluated gmd, and the approximation
was, therefore, judged inadequate.

The second approximation, was a trapezoidal integration of equation

(A-1) yielding

At T
2. " g [0 (Eis1 ts)Sr@rGr + SrrGalr(tiyy ots)] (A-5)
This approximation to Qn appeared to be adequate until the matrix was
: d
passed through the Cholesky square root algorithm, as described in
Chapter II, where it was found to contain a negative eigenvalue. Knowing
that the matrix should always be positive semi-definate (Ref 9), this

was also found to be an inadequate approximation.

O the next attempt, the equation

b T

€, = Zafrg * Lo Fp * Sp@pCp (a-6)




where Qn is defined in (A-4),.was integrated using an Euler integration
with ten steps per time period. This again resulted in a matrix with

a negative eigenvalue when passed through the Cholesky square root
algorithm. Trying to gain accuracy by using twenty steps gave almost
identical results and this method was also abandoned.

At this point, the phase variable form for the state equations
was reexamined to check the validity, and then transformed into the
Jordan canonical form to see if better results could be obtained.

The approximations in equations (A-5) and (A-6) were again tried
with the canonical form, shown in equation (13). Once again the results
were similar.

As a last effort, the.exact integration of equation (a-1l) was
attempted, using the canonical form because of the ease in calculating
the QT(ti+l,ti) matrix. This effort was successful, and the results
are listed in the program listing found in Appendix D.

There is no apparent reason why the approximations of equation
(A~-3) and (A-4) resulted in matrices that were not positive semi-
definate. The 60 bit word size of the CDC-6600 computer system would
normally be large enocugh to compensate for any round-off errors that
would occur. This probably means that this particular system is ill-

conditioned, and extremely sensitive to minor errors.
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Appendix B

Transforming the Atmospheric Model from Phase
Variable to Jordan Canonical Form

The third order atmoshperic disturbance model as shown in Figure

5 has a transfer function described as

G(s) = Kab?
(s +a)(s + b)? (B~1)
. Kab?
s34+ (2b + a)s? + (b2 + 2ab)s + ab? (B~2)

Transferring this into a vectcr differential equation gives

0 L 0 (0]

zlty =] o 0 1 i) + 0 | w(t) (B-3)
-ab? -(b%+2ab) -(2b+a) . Kab?

viety =1 e o] xte (B-4)

Which is the phase variable form of the differential equation. This
equation can be transformed into the Jordan canonical form through the
use of a similarity transformation (Ref 3:13). This is accomplished

by using the following equations

F* = V!

ey EX (B-5)

g = 1's (B-6)

g J0 (8-7)
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where V is a matrix made up of the eigenvectors and generalized
eigenvector corresponding to the eigenvalues of the third order system.

In this case, the eigenvalues are easily definable from the trans-
fer function as =-a, -b, -b . The corresponding eigenvectors oy , 0y
and the generalized eigenvector g can then be determined from the

following equations:

(F+alla, = 0 (B-8)
(F + bI)o, = 0 (B-9)
(F + bI)g = o, (B-10)
Solving these equations for the eigenvalues gives
1 1 0
Yy = o o g = | -a -b 1 (B-11)
a? b? ~2b
and
b? 2b 1
v!is= (a®-2ab) -2b -1 1 (B-12)
(a-b)?
(a’b-ab?) (a®- b?) (a-b)

Preforming the transformation shown in equations (B-5  through (B=7)

gives

-a 0 0
gf = 0 ~b i | (B-13)
0 0 -b
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1 o]

(B-14)

(B-15)

The transformed vector differential equation in Jordan canonical form

is now

il

0

i x(t) +
-b
0] x(t)
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Appendix C

Gain Calculation for Atmospheric Jitter Model

The atmospheric jitter model used in this study was based on a
report written by the Analytic Sciences Corporation (TASC) (Ref 1).
The report showed that the jitter could be adequately described as
the output of a third order filter driven by zero mean, white,

Gaussian noise. This model, as presented in Figure 5, is

w Kab? Y
(s+a) (s+b) 2 (c-1)

where
w = an input white noise process with zero mean and
variance equal to 1;
a,b = break frequencies for the process (a=14.14 rad/sec,
b=659.5 rad/sec;
y = output of the system;
K = system gain.

Since the strength of the white noise term is specified as 1, the gain,
K , must be adjusted to obtain the desired RMS jitter characteristics

on the output. In mathematical form, this means that K is adjusted to

obtain

E [ y?2 (ti)] g2 (c-2)

]
Q

‘'where Op is the desired RMS jitter.

The Jordan canonical form of the system in (C-1) was derived in

Appendix B to be
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" Kab?
-2 0 0] (a-b) 2
. Ka.b2
x(t) = 0 -b 1 x(t) +|- ?———-z w(t) (c-3)
X = a-b)
5 0 0 =B Kab?
= . | (@b
v = |1 1 o] x(t) (c-4)

Using this form of the equation, the desired RMS jitter can now be

expressed as

0,2 = E [y2(t)] (c-5)
= B[ @®) + xe0?2] (c-6)
= e[ + 2x (xy(8) + x2(0)] (c-7)
3. 1 2 2
- 2 2 '
= E xl\t)] + 2E xl(t)x_,_(t)] + B [ (0] (c-8)

The variance of the desired jitter characteristics is equal to the sum
of the variances of the first two states in equation (C-3) plus twice
the covariance between the states, all at time t .

The continuous time model for the covariance matrix can be written

as
P{t) = EB(t) + B(L)E" + GOG" (c-9)

for this case where

! P(t) = the covariance matrix
F = the system plant matrix
{ G = the system input matrix
Q = the variance of the white noise procéss driving
the system
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When the system has reached steady state, the P(t) matrix will equal

zero, and equation (C-9) can be written as
T T
o = FPp(t) + P(t)F" + GQG (c-10)

Substituting the appropriate F , G , and Q into equation (C-10)

yields the equation

—-2aPll+c "Plz (a+b) +P13"C -P13(a+b) +E
o = —P2l(a+b)+Pl3~c =2bP,,+P3,+P,3tC -2bP,3+P43-E (c-11)
i -P,q (atb)+E " -2bP 4 +P45-E ~2bP 4 4+D )
where
e = K2a2b"/(a-b)“
E = K2%a%"“/(a-b)?
D = K2%a%b"“/(a-b)?

Making use of the fact that the covariance matrix is always symmetric,
equation (C-11) can be solved to give the steady state values of the

covariance matrix. Solving for the values of interest yields

2 14
E [xl (t)] = Pll = K_a_b__.T
2 (a-b) (c-12)
x’a’p" 3 1 1 (c-13)

E L) 17 = P
[x (0, (8] 12 (atb) (a-b) | (a+b)  (a-b)

3
K%a’  k%a’p’ % x%a’p

B 6= p = (Cc-14)
[xz( ] 22 4(a—b)2 2(a-b) ° 2(a-b)“

These values can now be substituted into equation (C-8) along with the

true values of a and b to give

78

-




K = 382109544 b (c-15)

This equation will result in the correct value for gain given a desired

RMS jitter in units of pixels,
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Appendix D

Program Listing

This appendix contains the FORTRAN source code for the computer
program used in this study. The program was written for implementation

on a CDC-6600 computer system which has a 60 bit wordlength.
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Appendix E

Plotted Outputs of Cases Studied

This appendix contains the plotted outputs for the sixteen cases
studied. There are three plots for each case:
- mean error *1 sigma for the correlator

- mean error *l sigma for the filter estimate of target
dynamics

- mean error *1 sigma for the filter estimate of atmospheric
jitter

Because of the similarity in results between the horizontal (x) and
vertical (y) channels, only the mean error plots for the horizontal

channel are presented.
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