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Preface

This report presents the preliminary design of a micro-
processor based universal network interface device. 1In
developing this preliminary design, many decisions were
made without recommendations from the possible users of
such a device. It is hoped that the universal network
interface device project will continue and the users become
more involved in the continued design of such a device.

In this manner, the =nd product should provide a cost-
effective interface for application throughout the Depart-
ment of Defense.

This thesis would not have been possible without the
assistance of several people and their help is gratefully
acknowledged. Dr. Lamont was an understanding and encour-
aging thesis advisor. Phyllis Reynolds' skillful typing
improved the looks of this paper immeasurably. Most of
all, I would like to thank my wife, Belinda, for her

encouragement and understanding.
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Abstract

N

A preliminary design was developed for a special

microprocessor based interface called the universal net-
work interface device. The universal network interface
device accepts peripheral inputs, formats these inputs

into a message structure established by the link control
protocol, and transmits the messages over the communication
network. Conversely, it accepts messages from the network,

determines if the message is for a local subscriber and

transmits the message to the subscriber or back on the
network. The design of the universal network interface
device was modularized to allow the device to be configured
based upon the user local network requirements.g;

A digital system life cycle was used to serve as a
framework for the design project. Within the life cycle,
requirements definition, system design, hardware selection/
design and software design was completed. A technique
patterned after Structured Analysis was used to construct

a requirements definition model. The requirement model

was converted to a system design model by segregating hard-
ware and software functions. A 2ilog Z80A-MCB was selected
to perform the software functions and MSI circuits were

used to perform the hardware functions. Circuit design

of all the modular cards was developed. The software needed
for the dual processor board configuration was written

and assembled.

xi
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PRELIMINARY DESIGN OF A
UNIVERSAL NETWORK INTERFACE DEVICE

I. Inctroduction

The purpose of this investigation was to designr and
develop a small special-purpose digital device which could
be used for interfacing general peripheral devices to a
communications network. The device was called a universal
network interface since the device must be flexible in
order to provide interfacing for a majority of peripherals
into a majority of contemporary networks. The need for a
universal network interface device was first proposed by
the 1842 Electronic Engineering Group (EEG) of the Air Force
Communication Service (AFCS) in an 1842 EEC/EEIC report,

TR 78-5, entitled An Engineering Assessment Towards Econo-

mic, Feasible and Responsive Base-Level Communications

Through the 1980's (Ref 1). The idea was expanded and

tasked to Rome Air Development Center (RADC) for incorpora-

tion into a postdoctoral study program. This investigation
represented the first phase of the study effort towards an
actual universal network interface device.

The following sections of this chapter provide back-

T ———

’ ground information for understanding the need for such a
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device, the objectives of this investigation, the general
design approach that was employed, and an overview of the

topics covered in this thesis.

Background

In the past, telecommunication requirements on a typi-
cal Air Force base were satisfied in a rather simple manner
by providing voice communication through telephone facili-
ties plus a few low-speed teletypewriter and data circuits
over the base cable system (Ref 1:2). However, with the
recent tendency toward use of digital processors to accom-
plish base-level functions, the base-level telecommunica-
tion facilities needed to be -reevaluated to insure they
could support the increased data communications needs
(Ref 1:2). This reevaluatiop was accomplished in the 1842
EEG/EEIC technical report TR 78-~5 mentioned previously.

One facet of the TR 78-5 technical report involved the
method of accomplishing the base-level message and data
switching and distribution functions. At the base level,
distribution of data and other traffic is a most important
consideration since it encompasses user terminals and the
communication paths connecting them into the local area
network. There are more user terminals than anything else
in the network and thus costs associated wizh them are
multiplied by a large factor. To satisfy to base-level

message and data switching and distribution functions, the

report postulated the need to connect any of the base
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processors to any terminal on the base and also the need

to connect any base terminal to another terminal. To
accomplish this interconnection, the report first proposed
use of a star communication network with a centralized
digital switch. Each of the base's data devices would be
connected to the centralized switch through dedicated com-
munication lines. The centralized switch could then estab-
lish the necessary interconnectivity plus accomplish any
code, speed, and format conversion necessary between non-
compatible devices. The report noted this approach had dis-
advantages in that it was costly in terms of network flexi-
bility, switch implementation, and in the transmission
costs involved in connecting every terminal to a central
switch. An attempt was then made to develop alternative
schemes through the use of direct multiplexing (FDM or TDM)
or an ALOHA (Ref 2:362-387) technique for connecting the
devices to the centralized switch. Again, each of these
techniques, while reducing interconnection costs, injected
their own disadvantages into the central switch approach
(Ref 1:162-163).

The next approach the report considered was based
upon the concepts used in the Advanced Research Project
Agency (ARPA) network. In this network, each processor
or terminal is connected to the network by means of an
Interface Message Processor (IMP) or a Terminal Interface
Message Processor (TIP) respectively. The processors and

stand-alone terminals can operate in any format, code,

3
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protocol, or bit rate convenient to the subscribers. The
IMP or TIP has two interfaces--one to their subscribers

and one to the network. The network side is standard with
all others in the network; the subscriber's side is custom-
ized as required to convert the subscriber's traffic to and
from the network standard. The subscriber's side is
asynchronous (it accepts traffic from the subscriber on a
bit-by-bit basis at any rate, in any format, with any proto-
col). On the network side, all traffic is in the form of
fixed bit-size packets which are transmitted at high trans-
mission rate (Ref 1:164).

The last network concept the report considered was that
of the loop or ring network. In this concept, all proces-
sors and terminals are connected to a common communication
path which is configured into a closed ring. A terminal
desiring to transmit a message does so by transmitting the
message onto the ring. The message continues around the
ring and is repeated by each terminal until the addressee
recognizes its address, whereupon the message is removed
from the ring. Here again, there is no central switch;
however, an IMP/TIP concept must be used at each processor
and terminal to accomplish any necessary conversion (Ref 1:
164).

The configuration the report finally recommended for
the base-level data distribution network was a modification
to the ring concept called a multi-ring network. This net-

work consisted of a number of ring networks with a mode

e —————— e~ e N S T




providing interconnectivity between the rings. Each ring

was composed of a processor and terminals associated with a
given functional area. For example, a logistic terminal
was connected to the ring composed by a base processor
housing its data and programs and with other logistics
terminals. Figure 1-1, which was extracted from the tech-
nical report, illustrates the concepts of such a group of
interconnected rings on a typical base. This multi-ring
concept had many advantages for a base-level network. From
the Automated Data Processing (ADP) side, communication
control was simplified in that a communication front end

was no longer required for the processors. The processors

e

communicated to all terminals via a simple high~-speed multi- }
plex port. Since there was no central-control switch/pro-
cessors, the network costs were only incurred as the network
was expanded on an incremental basis (Ref 1:165). Trans- i
mission costs were minimized since subscribers on a given
ring utilize the same transmission cable.

The implementation of such a network was dependent upon
the availability of the different interface devices speci-
fied in Figure 1-1. In this case, five different interface
devices were necessary to realize the network selected.
These devices would accomplish most of the functions such {
as buffering, packeting and a rate change function normally
accomplished by the IMP or TIP in the ARPA network. Since

each of the interface devices accomplished a basic set of

functions, it seemed conceivable that one device could be
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built which would satisfy all of the different interfacing
applications. Thus, the need for different interface
devices generated the concept of a universal n¢ :work inter-
face device which would accomplish all of the interfacing

functions in the proposed base~level network environment.

Objective of this Investigation

The thesis topic as proposed by RADC enumerated the
need for a small economical interface/switching device to
perform the functions normally accomplished by the IMP in
the ARPA network. The purpose of this investigation was to
develop a flexible microcomputer~based interfacing device
which would, as a minimum, accomplish the IMP functions.
However, the device design was not restricted to the pro-
posed base-level network environment. Instead, an attempt
was made to expand the applicability to any network environ-
ment. In this manner, the flexibility and universality of

the device would be extended.

Approach

The investigation involved four major tasks. The
first task was to define the functional requirements of the
universal network interface device. Next, these functional
requirement specifications were translated into a system
design (hardware/software). The third task was to design
the universal network interface device's hardware. The

last task was to develop the computer programs necessary




to verify the proper operation of tne universal network

interface device.

Design Procedurec

One way to view the process of system design and
development was suggested by the phases of the software
life cycle (Ref 3:5). These phases are corception, require-
ment definition, design, coding and checkout, testing,
integration and operation. The progression of phases
demonstrates a top-down design approach which is considered
by many software designers to be the most efficient develop-
ment cycle (Ref 4:12-24). The software life cycle is
usually applied to the development of software but can be
generalizad and applied to most design efforts. Because of
its top-down structure and its generality, this development
cycle was selected for use in the design of the universal
network interface device.

One of the phases involved in the chosen design
approach was the requirements definition phase. 1In this
phase, the conceptual ideas about a new system are trans-
lated into specific functional requirements. These func-
tional requirements are then verified by the ultimate user
of the system to insure they accomplish alli functions that
were envisioned for the system. This phase thus involves
the system's designer conveying to the user the designer's

ideas on what functions the system should perform. Because

this is such an important phase and because any form of




English expression involves some ambiguity, a more definite

language can be used to support this phase of the design
effort. In this investigation, the methodology and docu-
mentation chosen to define requirements were patterned after
a Structured Analysis (SA) activity model. This Structured
Analysis Design Technique (SADT) was developed by the
SofTech Corporation as a precise, graphic method for identi-
fying functions and showing their interrelationship in a
system. Structured Analysis conventions are described in
several publications produced by SofTech (Refs 5; 6) and

Appendix A gives a short review of the major conventions.

Overview of the Thesis

This investigation involved the complete documenta-
tion of requirements definition using SADT, the translation
of the requirement definition into a system design, and the
implementation in hardware and software of the system
design. Circuit designs for all hardware are provided in
Appendix B. Assembled versions of the operating system
are included in Appendix C. However, in certain instances,
the action of the operating system was dependent upon the
network link control protocol in use. Since this would be
network-dependent, a dummy network link control protocol
was used to allow the program to be assembled. Sample

interrvpt service routines have also been developed to

facilitate easier user development of actual routines.




The thesis is arranged into chapters which correlate
to the design life cycle. This chapter serves as an intro-
duction with the background portion of the introduction cor-
relating to the conceptual phase of the design process.
Chapter II develops the functional requirements of the
universal network interface device while Chapter III
develops the system design. Chapter IV discusses hardware
selection and circuit design while Chapter V details soft-
ware design. The thesis concludes with results and recom-

mendations in Chapter VI.

10
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II. Requirements Definition

The second phase of the design process involved the
definition of the functional requirements for the universal 'E
network interface device. To accomplish this phase, the

Structured Analysis Design Technique (SADT) was used to

build a requirements definition model. SADT was selected
after a review of a previous work (Ref 7) which utilized
this technique. This previous work demonstrated the modu- 4

lar simplicity which results from the application of the

SADT.

This chapter is divided into two major sections. The
first section develops the specific functions which the
universal network interface device must perform. The latter

section translates these functional tasks into a SADT model. l

Universal Network Interface Device

What is a universal network interface device? A review
of Figure 1-1 suggested certain functions which must be
accomplished by such a device. Nodes #1 and #2 were envi-
sioned as performing basically as concentrators for the sub-
scriber terminals connected to the nodes. Martin (Ref 8:
314) listed the following functions for a hold-and-forward
concentrator:

Buffering messages from the low-speed terminal

subscriber lines for transmission in modified form on
the high-speed line (or lines) and vice versa.

11
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Allocation of storage and control of queues.

Receipt and transmission of messages on the low-
speed lines, using the line control procedure appropri-
ate for the terminal.

Receipt and transmission of messages on the higher-
speed network lines, using the line control procedure
appropriate for the computer.

Polling the low-speed lines if they are multi-
dropped or controlled by a loop configuration.

Converting the code if necessary from that used by
the terminal to that used on the line to the computer.

Conversion of start-stop transmission on the low-
speed line to synchronous transmission on the high-
speed line.

Error detection and retransmission.

There was, however, one basic difference between the nodes
and the concentrator described above. The nodes must be
concerned with the routing information in the message. If
this additional function was added to the above list, then
the list became a good functional breakdown for nodes #1
and #z.

Nodes #3, #4, and #5 in the worst case situation would
accomplish a concentrator function identical to those
described above. In addition, each must accomplish a very
specialized function. For nodes #3 and #5, this specialized
function involved interfacing a computer or telephone sys-
tem (with their own input/output (I/0) port requirements)
into the network. So, the nodes required either a flexible
I/0 port of their own which could be adapted to most unique
interfacing situations or the nodes could be configured
with a standard I/0 port and the external device required
to adapt its I/O ports to the nodes similar to what was
done in the ARPA network (Ref 9:4-1). Node #4 must inter-

face an external communication network into the local

12




communication network. To do this, it must have the capa-

bility to deal with the different link control protocols ;
; utilized on the different networks and also to resolve any

information compatibility problems between the two networks.

This compatibility involved such factors as information

message structure and network code used.

From the above, three basic ideas evolved about the

universal network interface device. First, the device
should function similar to a store-and-forward concentrator
with a message routing function. Secondly, the universal
interface device might require a specialized I/O port to
handle unique interfacing requirements; and lestly, it
should possess the capability to handle two network link
control protocols. Given these attributes, the universal
network interface would satisfy the different interfacing

applications of the network diagrammed in Figure 1l-1.

Structured Analysis Activity Model

The previous paragraphs described some general con-
cepts about the universal network interface device. The
purpose of the SA activity model was to translate these con-

cepts into requirements for the universal network inter-

face device. An index to the model is provided in Figure

2-1 and can be used as an overview to the functions the

system must perform.
A SA activity model consists of a series of diagrams

which present in progressively more detail the activities
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Node Title

A-0 Universal Network Interface Device

A0 Universal Network Interface

Al Process Local Information

All Receive Local to-be-Transmitted Information
All3 Store Information

Al2 Process to-be-Transmitted Information

Al3 Transmit Informatcion to Network

A2 Process Network Information

A2l Receive Information from Network

A22 Process Information from Network

A23 Retransmit Network Information on Network
A24 Retransmit Network Information to Local Receiver
A243 Process Control Information

A244 Transmit Information to Local Subscriber

Fig. 2-1. SA Activity Model Index

necessary to perform some function. The SADT activity
model begins with node A-0. This node serves as a cover
sheet for the model; the node is simply a box showing inputs,
outputs, controls, and mechanisms for the function which the
model is to describe. The text describing node A-0 begins
on page 15. From that point on in this chapter, the text
for each node is on a separate page which faces the figure
showing the node.

In addition to an activity model, the SADT requires a
data model be developed. This model describes how the
data is changed after being acted upon by a given function.
During the design of the universal network interface device,
a data model was prepared. Because of the limited data
being acted upon, the data model did not reveal further
insight into the requirements of the universal network

interface device. Thus, it is not included in this paper.
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Fig. 2-2. Universal Network Interface Device




Universal Network Interface (A-0). Node A-0, (Figure

2-2), is the cover node for the SA model for the universal
network interface. The purpose of the model is to define
the functional requirements for the universal network inter-
face device. The device receives data information bits
either from local subscribers (i.e., peripherals) or from
the network of which the interface is a component part.
These information data bits are then processed by the net-
work interface to determine the network addressee for the
information data bits and the response required to satisfy
the network's link control protocol or the peripheral's
link control protocol. The information data bits are then
transmitted either to a local subscriber or back onto the

network along with any protocol-demanded response.
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Universal Network Interface (AO). Node A0 in Figure

2-3 segregates the operation of the network interface into
two functional processes: the local information process (1)
and the network information process (2). Again, in both
cases, data bits classified as local information or net-
work information are acted upon by their respective pro-
cesses and are then transmitted to the network and/or local
subscriber. In the local information process, the local
information is transmitted to the network and a response
dictated by the peripheral link control protocol sent back
to the peripheral. 1In the network information process, the
destination of the information is determined. The informa-
tion is then sent to a local subscriber or back to the net-
work as a result of its destination address. Network link
control protocol and peripheral link control protocol must

also be transmitted.
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Process Local Information (Al). Process Local Informa-

tion, Node Al, is presented in Figure 2-4. The function

e vy

described in the diagram is the conversion of the local

f information bit stream into the format specified for the
network message bit stream. To insure this conversion is
transparent to the local subscriber, the local information
is temporarily stored (1) within the network interface.

The local information is then acted upon by the to-be-
transmitted information process which formats the local
information according to the network message format and | 4

the network link coiitrol message format. The local

information is then transmitted on the network (3). ' i
The function, receiver local to-be-transmitted informa- |
tion, also has a secondary usage of providing local storage
for consolidation of character bits into information mes-
sages. In certain cases, the peripherals connected to the

interface will not have enough local peripheral storage

to develop a complete information message prior to sending
the message to the network interface. The network inter-
face through the receive local to-be-transmitted function

should allocate storage space to the local peripheral to

accomplish this consolidation.
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Receive Local to-be~Transmitted Information (All).

The function of receiving local to-be-transmitted informa-
tion is presented in Figure 2-5. The local peripheral com-
munication line is monitored to ascertain the beginning of
information. Once the beginning of information is detected,
the characters within the bit stream must be converted to
the standard network character set and then stored within
the interface. The conversion is necessary to insure
address information within the information bit stream can
be interpreted by the other network devices. In addition,
this conversion simplifies the interchange of information
between two noncharacter compatible peripherals since only
a local conversion between the network character set and
peripheral character set is required. Incorporated into
the store-information function is the need to break up

the information bit stream into a number of subsets whose
bit count is compatible with the storage medium size.
Storage and conversion continues upon the local bit stream
interrupted only by end-of-information characters. These
end-of -information characters are established by the
peripheral protocol to signal the interface to temporarily
stop storing the information bits being received from the
peripheral. This stopping and starting of information
storage is finally terminated by an end-of-message charac-
ter. The end-of-message should be a special character
established by the peripheral protocol which signifies the

message can now ke transmitted on the network. Once the

18




storage of the message has been completed, the memory
storage address and message length is provided to the
identify-as-ready~to-be-processed (4) function. This func-
tion manages a list of the message memory addresses and
message length of all local messages requiring processing.
Messages are added to the list by the store-information

function and removed from the list by the identify-as-ready-

to-be-transmitted function.
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Store Information (All3). Figure 2~6 shows the func-

tions necessary to store information. The determine-
location~for-start~-of~storage (2) function determines what
memory is available. A memory block is reserved for this
use and the start address of the memory block is used to
initialize the storage mechanism. The store-word function
accomplishes the actual storage of the information word.
This storage will not take place unless a start of informa-
tion has been detected and the storage mechanism has been
properly initialized. As the local information data bits
are stored, an increment counter response is also accom-
plished to accumulate the total storage length. This
storage and increment process continues interrupted only
by end-of-information characters until an end-of-message
character is detected. At this time, the storage address
and storage length are provided to the identify-as-ready-to-
be-processed function. The store-information function is
then reinitialized in anticipation of the next start

storage character.

20
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Process to-be-Transmitted Information (Al2). The func-

tions of the process to-be-transmitted information are dia-
grammed in Figure 2-7. The local information data words
are checked for special characters signifying deletion and
correction of previously provided data bits. These changes
are made by the function and the corrected information sent
to the format-message-according~to-network-protocol (2)
function. This function then formats the information
according to the network message structure in use, adds any
network link control protocol-specified data bits to the
local information and then identifies this total information
block as a ready-to-be-transmitted network message. The
memory address and memory length is then stored by the
identify-as~-ready-to~be-transmitted (3) function. This
function provides a central storage point for all messages
ready to be transmitted. Messages are added to the storage
point by the format-information-according-to-network-

protocol function and are removed from the list by the

transmit~-information-to-network function.
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Transmit Information to Network (Al3). Node Al3,

shown in Figure 2-8, accomplishes the actual transmission

of a network message. The transmit-information-to-network
function first provides the local memory storage address of
the next ready-to-be-transmitted message. The destination
address of the message is then used by the determine-routing
function (1) to ascertain which network link the message
must be transmitted over. The transmission device for that
link is then initialized with the memory address of the mes-
sage and the message length and the properly formatted mes-
sage transmitted. Unspecified but possibly necessary is

the need to calculate and then transmit at the end of the
message an error cdntrol word as specified by the link con-
trol protocol in usé. Once the message has been completely
transmitted, it is identified as such by the identify-
information-as-sent (4) function and is saved to await any
acknowledgement process. The function then requests the
next message address and message length from the identify-
as-ready-to-be-transmitted function. In addition, a timer
is set to insure an acknowledgement is received in a speci-
fied time period. If not, the message must be retransmitted

on the network.

22
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Process Network Information (A2). Process Network

————— e

Information, Node A2, is presented in Figure 2-9. This

node is the highest level in the second functional processes
as defined by node A0. The functions described in the dia-
gram include the reception of a network message and the
resultant retransmission of the network message either to a
local subscriber or back onto the network. The network
information bit stream is first detected and stored by the
receive~information-from-network (1) function. The received
information bit stream is then processed by the process-
information-from-network (2) function to ascertain the
addressee of the .message and whether the addressee corres- |
ponds to a local subscriber. The message is then sent to |
the retransmit network information on network (3) or retrans-

mit network information to local receiver (4) depending upon

the result of the addressee check.
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Receive Information from Network (A2l1). The function

of receive information from network is presented in Figure
2-10. Any valid network information bit stream is detected
by the recognize-start-of-information (1) function. This
recognition process is controlled by the link control
protocol. This protocol would stipulate the characters
which would delimit the start and end of the message. Upon
recognition of this special character, the change-serial-
information-to-parallel-information (3) function accom=
plishes serial-to-parallel conversion to facilitate more
efficient network interface storage of the network bit
stream. Storage and conversion of the bit streams continues
until an end of message is detected. This end of message
would be a special character dictated by the network's link
control protocol. This special character is detected by
the recognize-end-of-network-information (2) function which
in turn deactivates the conversion and storage functions.
The store-information (4) function is identical in opera-
tion to the previous store-information function (All3) and
will not be diagrammed at a lower level. The only differ-
ence between the two would be the information provided by
the store function. In the latter case, a network storage
address and network storage length are the outputs of

the store function. Once the message has been completely
received and stored, the message error word is checked by
the determine~if-error-free (5) function to determine if

the message was received correctly. If so, the network

24
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storage address and length is sent to node A22 for further
network interface processing. If not, the deallocate-
storage-space (6) function is activated and the message

deleted from the network's interface memory.
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Process Information From Network (A22). The functions

of the process-information-from-network function are dia-
grammed in Figure 2-11. The identify-as-ready-to-be-
processed-network-information (1) function acts as a
centralized storage point for all correctly received net-
work messages. Messages are added tc the storage area if
they are received error-free. Messages are deleted from
the storage point by the retransmit-network-information-
on-network function. Upon deletion, the memory address of
a network message and its storage length are provided to
the determine-if-message-for-this-location (2) function.
This function determines if the message corresponds to the
network address of any of the local subscribers. If so,
the address and length is provided to node A24. If not,
the same information is provided to node A23.

In addition, an acknowledgement message is generated
to signify the correct reception of the message. The for-
mat for this acknowledgement would be dictated by the link

control protocol being used.
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Retransmit Network Information on Network (A23). Node

A23, which is shown in Figure 2-12, accomplishes the actual
transmission of a network message. The identify-as-ready-
to-be-transmitted (1) function acts as a central storage
point for error-free network-received messages which must
be retransmitted on the network. The address and length
of those messages are stored under control of the not-~for-
this~location (A22) function. An address and length of a
message is deleted from this central storage point by the
transmit-information (4) function. Once the network
address TX and the network length TX are sent by the
identify-as-ready-to-be-transmitted function to the
determine-routing (3) function, the operation on the
address and length data is identical to that accomplished

in node Al3.
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Retransmit Information to Local Receiver (A24). ,
Figure 2-13 shows the function retransmit information to [
local receiver. The identify-type-of-message (1) function

receives the storage address of an error-free local mes-

sage. It ascertains the type of message received. This

type of classification then determines if the message

address and length is sent to the process-control-information

function or to the remove-network-protocol (2) function or

both. 1In the control function, the control portion of the

message is interrupted by the network interface and appro-
priate responses accomplished. The number and types of
responses required would be dependent upon the link con-
trol protncol in use. In the remove-network-protocol-
information (2) functions, the different bits added to the
information stream to provide successful transmissions are
3 removed and the address and length provided to the transmit-
information-to-local-receiver (4) functicn. This function
transmits the information message to the local subscriber.
Upon completion of both the process-control-information

function and the local transmission function, a new message

i is requested from the identify-as-ready-to-be~processed-

network-information function.
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Process Control Information (A243). Figure 2-14

further breaks down the process control information function.
The message address is used by the determine-if-information-
acknowledgement function (1) and the network link control
protocol message structure to determine if the message con-
tained a message acknowledgement. If so, the address is
sent to the determine-what-information-being-acknowledged
(3) function. Here, the particular message being acknowl-
edged is identified along with its storage address and
storage length. This latter information is used by the
deallocate-message-storage-space (5) function to return for
use by other messages the previous message's storage space.
If the received network message contained only an acknowl-
edgement, the message address 1is provided to the deallocate-
information-acknowledgement-storage-space (4) function which
deallocates the message acknowledgement storage space. If
the message did not contain an information acknowledgement,
the message address is provided the process-other-control-
information (2) function. This function determines the con-
trol information being sent and generates the appropriate

interface response. 1If the message contained only control

information, it is sent to the deallocate-other-control-

information-storage-space (6) function which deallocates

i
b |
1
{

e —

the storage space.
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Transmit Information to Local Receiver (A244). Node

A244, Transmit Information to Local Receiver, which is
shown in Figure 2-15, is the last node of the universal
network interface. The identify-as-ready-to-~transmit-
local (1) function acts as a central storage point for all
messages to be transmitted to local subscribers. It accepts
message address and length information and provides a
ready address and reacdy length to the determine-if-local-
terminal-busy (2) function. This function determines if
the local subscriber terminal is busy. If so, the ready
address and length are returned to the central pool. If
not, the initialize~transmitter (3) function is activated.
This function sets up the transmitter for local message
transmission. The message is transmitted by the transmit-
information-resolving-any-compatibility-problems (5) func-
tion. This latter function is tasked to resolve any com-
patibility problems between the transmitted message peri-
pheral and the received message peripheral. After the
message has been transmitted to the local terminal, the
message storage space is deallocated by the reallocate-

message-storage-space (4) function.
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Requirements Definition Summary

This concluded the requirements definition phase for
the universal network interface device. This phase began
with a concept of operation (Figure 1-1) for such a device.
This concept was translated into generalized tasks the
device must perform to satisfy the operational concept.
Structure Analysis Design Techniques were then used to
develop from the general tasks detailed functions for the
device. The next step was to translate the individual

functions into a design that would accomplish those functions.
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III. System Design

The next phase of the design process involved the sys-
tem design. In this phase, the functions identified in
the requirements definition phase were allocated to hard-
ware or software. However, before this allocation was
accomplished, there were design uncertainties which had
to be resolved. These design uncertainties are discussed
in the first part of the chapter. Given these uncertain-

ties, a method was devised to minimize the impact of the

uncertainties on.the design. The method used and the appli-
cation of the method to certain requirement definition func-
tions are then discussed. The last sections of the chapter
discuss the hardware/software allocation and the processor

requirements.

Design Dilemma

At this point in the design, the universality of the
network interface device must be considered. 1In the normal
design process utilizing SADT, the requirements phase would
have consisted of specifying exactly what functions a sys-
tem must perform and what timing restrictions it must meet.
At this level of design, the specifications that are of
interest are system inputs, the processing of the inputs
and the system outputs. These would have, in turn, identi-

fied whether a given function's timing requirements or speed
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of operation could have been satisfied in hardware, soft-

ware or a hardware/software combination. It would then ’
% be up to the system designer to make the appropriate choice

‘ for the given function and then proceed with the design

of the function. This, however, was not the case for the

universal network interface's SA diagrams. Although the

SA diagrams provided a general idea of the functions which

the universal network interface must accomplish, they lacked

the detailed specifications needed to proceed with the

design. In a normal design, these specifications would

be provided by the ultimate users of the completed device. ]
In the universal network interface device case, the only

specifications provided were the facts that the device

should be universal and the general concepts of one possible
network application in which the universal network inter- ﬁ
face device could be used. There was not enough information
to proceed with the design. What was needed was system
input/output information about:

1. Number of peripheral connected to the universal
network interface device.

2. The speed of operation, the type of operation and

the frequency of operation for the peripherals.

3. The number of network lines connected to the uni-
versal network inferface devices.

!
i 4. The speed of operation, the type of operation and
|
|

the link control protocol in use on the network lines.




However, at this point, a conflict arose. As the specifica-
i tions for the universal network interface device became

more specific, the universality of the device decreased

since the device became tailored to those specifications.

If the requirements of the device were not defined more
specifically, the design process could not continue. What
was needed to resolve this, was some bounds on the require-
ments of the system I/O functions. This bounding would
allow the device some universality since it would operate
over a range and the bounds would provide the needed informa-

tion to proceed with the design.

System Bounds

The need for system bounds was based upon the need
for system input/output information and I/O requirements.
This needed information was generally specified on the SA
diagrams as the local information input/output and the net-
work information input/output. The network information
had been further classified by node A21 as being a serial
bit stream. This represented a logical bound if the cost
of the additional communication channels necessary for
reception of parallel data and the problems involved in
;1 synchronization of parallel transmissions are considered.
It also seemed reasonable to assume that the network
information was of a synchronous type. This would allow

L: more information to be transferred over a fixed capacity

communication channel since the start/stop bits associated
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with asynchronous communications would be eliminated. The

other important characteristic associated with network
information I/0 was the transmission bit rate. This would
be dependent upon the modem and the communication channel
being used. The network shown in Figure 1-1 is to be imple-~
mented using the base cable system as the communication
channel with a projected transmission rate of 1.5 mb/s

(Ref 1:165). Other limited distance (ten miles) private
wire lease lines have bit rates of approximation 1 mb/s

(Ref 10:25). Most of the commercial networks are imple-
mented over a switched (dial-up) or leased (dedicated) com-
munication channel using the facilities of the common cari-
riers. These carriers normally can provide voice channels
capable of operating at up to 9.6 kb/s, half groups or full
groups at 19.2 kb/s and 50 kb/s respectively, or even super
groups at 230.4 kb/s (Ref 10:25). The transmission rates
which could possibly be encountered in a network application
range from approximately 1.2 kb/s to 1.5 mb/s with the 1.5
mb/s establishing the upper bound. The design bounds for
the network information then became a synchronous, serial

data stream of 1.5 mb/s.

Local Signal Characteristics. The local information

characteristics were not further bounded by the SA diagrams.
To develop these signal characteristics, the peripherals
which were the source/recipient of the signals were

examined. Datapro (Ref 11:222-239) categorized the data
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communication peripherals into six major categories:

(1) CRT terminals, (2) teleprinter terminals, (3) batch
terminals, (4) cluster terminals, (5) intelligent terminals,
and (6) special terminals, i.e., optical character readers.
A review using Datapro of the different characteristics

of these terminals revealed that approximately 90 percent
incorporated an RS-232C data terminal interface into the
terminal.

The RS-232C specification (Ref 12) establishes the
interface requirements between data terminal equipment (DTE)
and data communication equipment (DCE). This standard
encompasses data -interchange and control circuits, electri-
cal voltage levels, impedance, transmission speed, slew:
rate and distance between the DTE and the DCE. As such,
the RS-232C provides a good bound on the signal character-
istics of the local information.

There was, however, one technical drawback to using
the RS-232C interface in the universal network interface
device. Any device utilized within a military system must
meet the applicable military standards which, in this case,
were MIL-STD-188-114 (Ref 14). These standards required
a slightly modified RS-422 or RS-423 interface be employed
between DTE and DCE. In a very strict sense, these
standards should be utilized for the universal network
interface device. However, given the fact that the major-

ity of terminals utilized an RS-232C interface, it seemed

more efficient to utilize this specification for the




interface. As the RS-422/RS-423 specifications begin to
be employed in the design of new terminals, the universal
network interface can be modified to incorporate these
standards or the RS-XYZ interface (Ref 15) can be used to
allow an RS-422/RS-423 terminal to be interfaced into the
universal network interface device.

One additional aspect must be considered for the local
information bounds. Many of the terminals in use today
in the military environment employ a current loop configura-
tion for transmission/reception of information. A 20 ma
current loop interface would be a useful capability to
include in the universal network inferface device. This
would allow easy interfacing of those terminals which employ
a current loop arrangement. For this reason a 20 ma current

capability was established as a secondary bound.

I/0 Port Requirements. The previous paragraphs estab-

lished certain bounds on the I/0O signals for the universal
network interface device. Once the characteristics of these
signals had been developed, the next aspect which was con-
sidered was the I/O requirements. The I/O requirements
should specify the number of I/O ports the universal net-
work interface device must accommodate. The SA diagram
reflected a single local information input/output and a
single network information input/output. While these two
inputs/outputs were all that were required to develop the

functional aspects of the device, these two inputs/outputs
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would in most cases not meet the interfacing requirements
of a given network. The two I/0 requirements must be
expanded and bounded to provide some universality and to

also provide design requirements.

Network I/O Port Requirements. The first area con-

sidered was the network I/0 requirements. The different
topologies of a data network can be classified into three
types--centralized, decentralized and distributed (Ref 16).
The centralized network, (Figure 3-1), essentially a star
configuration (links radiating from a single node), is the
simplest arrangement. If the universal network device was
employed at the end of a dedicated link to accomplish the
concentrator functions, then the network I/O port require-
ment would be one full duplex port. A decentralized net-
work, (Figure 3-2), is an expanded centralized network
where the switching function, unlike the star arrangement,
may occur at more than one location. In this arrangement,
the universal network interface device would be employed
between the switching function and the peripherals, thus
again requiring one network I/O port. The distributed net-
work consists of a set of mesh subnetworks in which each
node of the subnetwork is connected to at least two other
nodes. The individual rings in Figure 1l-1 represent the
simplest case. If one universal network interface device
was employed as a concentrator for a subnet, the I/0 port

requirements would be dependent upon the number of subnets
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and the interconnection desired between subnets. Figure |
3-3 shows a simple distributed network where three I/0 ports
are required. One could continue to expand this arrange-

4 ment generating more and more subnets and thus more I/0

port requirements. Thus, there was no upper bound on the
network I/Q port requirement. The obvious thing to do at
this point was to pick an arbitrary number and utilize this
number in the design. However, the previous network evalu-
ation suggested an alternative approach. From the previous
information, the number of I/O ports varied; in one case

one I/0 port was required, in another case three ports were
required and in a third situation an unknown number were

:, required. This suggested the I/O port components of the

universal network interface device be isolated from the

other components. If the network I/O port was constructed

on an individual card segregated from the other components

of the device, the number of I/O ports could be expanded |

2 to meet the network topology requirements through incorpora-
tion of additional network I/O port cards. Thus, an upper
bound did not have to be established from a physical point |
of view. The upper bound for the design could be estab-

lished at a minimum figure of one network I/O full duplex

port.

Local I/0 Port Requirements. Now that the network

I/0 port requirements had been established, the local I/0

r ports were considered. Schwartz (Ref 17:136) listed two
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Fig. 3-3. Distributed Network

basic methods for entry of information into a concentrator-
type device. Entry may be carried out by a scanning process
(either sequentially or with priority) in which the various
ports are continually scanned following a predetermined
strategy to see if information is waiting to enter the sys-
tem, or an interrupt procedure may be used in which incoming
information notifies the system that it desires entry. In
both of these cases, the local I/C port requirements become
a function of the total amcunt of time dedicated to the
entry function and the amount of time required to input/
output the basic unit of information. For the polling
sequence case, the average input/output time was shown to

be (Ref 17:276) a func..on of the walk time (the time
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required to scan a port), the number of ports to be polled
and the effective traffic intensity. What was important |
about this was the fact that each of the ports have an
associated polling overhead time which increased the total
amount of time needed to input/output the basic unit of
information. Thus for a fixed amount of time, the polling
technique can service a lesser number of ports than the
interrupt technique. Incorporated into this assertion was
the assumption that the interrupt overhead time was less
than the polling time. The upper bound for the 1/0 port
regquirements was thus established by the interrupt entry
technique.

At this point, the number of I/0 ports could be calcu-
lated if the total amount of entry time and the time
required to service an interrupt for a given port were known.
However, a situation was encountered which was similar to
what occurred in the network I/0 case. The upper bound
could not be established since the service time and entry
time necessary to calculate the upper bound had not been
determined.

A complicating factor which affected this calculation
was that the number of ports the universal network inter-
face device can accommodate was a function of the character-~
istics of the terminals connected to the ports. The number
of I/0 ports established a situation which could be viewed
as a classic single server queue (Ref 8:421). At any given

point in time, a number of ports would be requesting
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universal network interface service. All these requests
formed the gueue to the universal network interface device
which acted on these requests one at a time. Thus, associ~-
ated with any port's request for service was a queueing
delay. Suppose one of the terminals was an unbuffered type
and this terminal generated a request for service to input
a character byte of information. If the queueing delay
was long enough, the character byte of information would
be changed prior to the previous character bit service
request reaching the server. This latter situation would
be unacceptable and the universal network interface device
should not be employed in such a situation.

Thus, even though at a certain stage in the design
process, an upper bound may be calculated on the number
of local I/O ports, there is no assurance given the gqueue-
ing delays and the service requirements of the individual
terminals that service could be provided to a percentage
of those terminals. This suggested an approach identical
to the network I/0 port requirements. The local I/O port
functions should be designed on a separate card with a mini-
mum number of ports per card. Since these ports must meet
the RS-232C interface standard, the card should contain
an "optimum" number of RS-232C interfaces. These cards
can then be used to configure the universal network inter-
face device with the number of local I/O ports that can

be provided service.
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Link Control Protocol

Most of the functions specified in the SA diagrams
were now specific enough to proceed with implementation.
There was still one function, format-message-~according-to-
network prototol, which required expansion. A major part
of the usefulness of the universal network interface device
revolved around the device's ability to handle the different
link control protocols in use today. The major commercial
protocols are shown in Table I. These link control proto-
cols are the ones most typically discussed in the newer
communication books (Refs 17:328-338; 18:369~386) and repre-
sented a good lower bound for the link protocol require-
ments for the universal network interface device.

In the military environment, the most logical applica-
tion for the universal network interface device would be
as a terminal subscriber within the Automatic Digital Net-
work (AUTODIN). The particulars of the AUTODIN system can
be found in reference 19. Briefly, the AUTODIN network
link control procedures are a character-oriented control
procedure. These characters are used to frame a basic unit
of information transfer called the line block. The line
block consists of two link control characters, followed
by 80 text characters, followed by a link control character
and then the block parity character. The block parity
character may be either odd or even in parity and is formed
by the binary addition without carry (sum modulo 256) of

all bytes in the line block. Any message greater than 80
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TABLE I

PROTOCOL CHARACTERISTICS (Ref 10:62)
Feature BISYNC SDLC ADCCP HDLC
Full Duplex No Yes Yes Yes
Half Duplex Yes Yes Yes Yes
Serial Yes Yes Yes Yes
Parallel No No No No
Data Character Bit Bit Bit
Transparency Stuffing Stuffing Stuffing Stuffing
Asynchronous
Operation No No No No
Synchronous
Operation Yes Yes Yes Yes
Point-to-Point Yes Yes Yes Yes
Multipoint Yes Yes Yes Yes
Error Detection CRC- CRC- CRC-
(CRC) CRC-16 CCITT CCITT cCI
Retransmit
Error Recovery Yes Yes Yes Yes
Bootstrapping
Capability No No No No
NOTES:

Binary Synchronous Communication (BISYNC)

Synchronous Data Link Control (SDLC)
Advanced Data Communication Control Procedure (ADCCP)
High Level Data Link Control (HDLC)
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characters in length is broken into a number of line blocks
for transmission. There are five different modes of opera-
tion with mode I being the most efficient. Mode I is full
duplex, synchronous operation with automatic error and chan-
nel controls which allow independent and simultaneous two-
way operation. The line control characters utilized within
the AUTODIN system are identical to those of the BISYNC
protocol.

The basic protocol requirements for the universal net-
work interface device should thus include the popular com-
mercial protocols and the AUTODIN protocol. This is not
an exhaustive list of all the different link control proto-
cols in use. However, the universal network interface
device must at least accommodate the protocols identified.
This implied most of the protocol functions would be done
in software. To implement other unspecified link control

protocols would involve only'a software effort.

Function Allocation

The different functions identified in the SA diagrams
had now been expanded and bounded to allow continuation
of the design process. Once the requirements definition
model had been constructed, it was decided some type of
LSI processor was needed. This decision was based upon
the universality aspect of the universal network interface
device. While most of the functions could be implemented

in a specialized hardware design, this design would have to
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be changed as the network environment changed. The LSI

processor approach allowed a more flexible universal net-

work interface device to be designed by allowing changes

to be made in software.

1,
é

Several processor implementations seemed possible;

among them, a single-board computer, a bit-slice micropro-

cessor, a microprocessor with special-purpose hardware or

a multiprocessor configuration. The problem was to deter-

mine which processor implementation would work and which

one was most efficient. 1In addition, since the universal

network interface device would incorporate a processor, ‘i
the different functions identified on the SA diagrams had ]
to be allocated to a hardware or software implementation.

The software/hardware allocation task was completed

first. This involved the assignment of a given function

either to the processor for accomplishment or to the input

card or network card. These later two cards implemented

the expandability concept developed previously. They

incorporated those functions which were associated with

I/0 ports and which must be expanded to meet additional

I/0 port requirements. Tables II, III and IV provide the

different breakouts of the functions. Note that all of

the functions were not specified in one of the three tables. I
This was caused by the fact that if a higher level function

was specified in software. the lower functional breakouts

of the higher level function were not included in the

tables.
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TABLE II

INPUT CARD FUNCTION

Node Title
All Recognize Start of Information
Al2 Recognize End of Information
Alé6 Recognize End of Message
A2443 Transmit Information
TABLE III

NETWORK CARD FUNCTION
Node Title
A211 Recognize Start of Network Information
A212 Recognize End of Network Information
A213 Change Serial Information to Parallel Information
A234 Transmit Information
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TABLE IV

SOFTWARE FUNCTION

Node Title

All3 Store Information

All4 Convert to Network Character Set if Required
AllS5 Identify as Ready to be Processed
Al2 Process to-be-Transmitted Information
Al3l Determine Routing

Al32 Initialize Transmitter

Al34 Identify Information as Sent

A214 Store Information

A215 Determine if Error-Free

A216 Deallocate the Storage Space

A22 Process Information From Network

A231 Identify as Ready to be Transmitted
A232 Determine Routing

A233 Initialize Transmitter

A235 Identify Information as Sent

A241 Identify Type of Message

A242 Remove Network Protocol Information
A243 Process Control Information

A244* Transmit Information to Local Receiver
NOTE:

*All of the Transmit Information to Local Receiver was
not allocated to software. The Transmit Information portion
of A2445 was allocated to the Input Card Function.
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The breakout between the different cards and processor

tended to be fairly easy. Both the input card and the net-

work card were allocated the functions associated with recog-

nizing the serial bit stream, converting this serial stream
into a composite word and then having the processor store
the word. What was envisioned here was for the different
cards to construct a word of the same size as the word used
by the processor and thus the processor would only have

to store this word. To have the processor do any tasks

on the serial bit stream would be inefficient. Likewise,
for the transmit function the cards should accept a computer
word and convert .this into a serial bit stream for trans-
mission. The only other function which might be allocated
to the network card was the determine-if-error-free func-
tion. This function involved an arithmetic computation

on the individual words within the message and the com-
parison of this calculated result to the error word at the
end of the message. From a universality point of view,
this function should be allocated to the processor since
it would be able to accomplish any type of arithmetic com-
putation specified by the error control techniques of the
different link control protocols. However, if the processor
does accomplish this, the effective storage speed per word
will be reduced if this calculation is done as the word

is received.
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Processor Requirements. The functions in the require-

ment definition model which are allocated to software are
shown in Table IV. These functions establish the require-
ments for the type and number of processors required for
the universal network interface device. This section of
the paper determines the number required, while the type
of processor is discussed in the next chapter.

The number of processors required hinges upon the num-
ber of tasks which must be performed and the time limitation
established for the performance of these tasks. One can
again view this as a single server situation. In the uni-
versal network interface case, the peripherals connected
to the interface transmit serial information to the device
which is transformed into a word by the input or network
card. The ports on the cards then request the processor
to store the word. These storage requests plus the internal
tasks form the queue to the server (processor). The server
extracts the task from the queue and executes the given
task. There is, however, a time limitation imposed on the
server in the universal network interface case. The server
must execute the task (store the word) for a given I/0 port
prior to the next request from the same I/0 port. If this
is not done, the word is lost from the network unless there
is a technique in use to detect this condition.

Now that a concept had been developed on how the inter-
face would operate, the interface's ability to meet this

concept was examined. This examination was based upon a
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worst case situation. It was assumed the universal network
interface's I/0 ports had the capability to store one word.
In addition, it was assumed that at a given instant during
the day all network ports and peripheral ports requested
service. This latter assumption only has a very small
probability for occurrence; however, the device must be
able to handle the worst case. Previously, the input I/0
ports were defined to be RS-232C interfaces. Thus, the
maximum transmission rate allowed on any one port would

be 19.2 kb/s (Ref 12:3). Using this figure and the assump-
tion there is 8 bits/word, the time between requests for
storage on any given active port is 416 usec. If the pro-
cessor requires 40 usec to service each port, then ten 19.2
kb/s devices can be connected with a reasonable assurance
all will receive proper service. If the network employed

a 50 kb/s transmission rate, only six 19.2 kb/s devices

as shown in Figure 3-4 can be accommodated. If the network
employed a 200 kb/s transmission rate, no 19.2 kb/s devices
could be serviced during reception or transmission of a
network message. Thus, in this situation, the universal
network device would not meet the RS-232C specification
design goal.

One could continue to calculate using different com-
binations of numbers the different configurations the uni-
versal network interface device could or could not service.
More important was the idea of how the device's universal-

ity could be extended. Given the conditions assumed, there
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was a situation where one processor could not provide the

required service. However, there may or may not be an

actual network with these parameters. Could these calcula-

tions then be the basis for a decision on the need for

another processor? The ultimate decision should be made

by the user of the ﬁniversal network interface device based

upon his required application. A way to accomplish this

and extend the universality of the device was to revert

again to a building block concept with regard to processors.

The basic processing capability would be developed on one =
card and another card designed which would allow other pro-

cessors to be added if required.

System Design Phase Observations

The system design phase started out to be a simple
allocation task. However, the lack of specific functional
requirements dictated these be developed by the system
designer. What resulted was not only the specific require-
ments but a design philosophy. The result of this philoso-~
phy was a modular concept for the universal network inter-
face. This modularity of functions thus allowed the device
the degree of universality which had been hoped for at the

beginning of the design process.
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IV. Hardware Selection and Design

Once the first facet of the system design had been
completed, the next phases involved the design of the hard-
ware and the software. This chapter is concerned with the
hardware aspects of the universal interface device. The
chapter is divided into sections which correspond to the
hardware component selection and design of the different
cards-~processor card, input card, network card, multi-

processor card--needed to implement the modularity concept.

Processor Selection

Two criteria were used to select a processor. The
first was the capability to perform all the functions
listed in Table IV. After functional capabilities, the
next consideration was the simplicity of the processor.
This latter factor becomes important, especially in a mili-
tary environment, because of its direct relationship to
life cycle cost. To minimize life cycle cost, the selec-
tion of the processor and associated hardware had to be
such as to minimize the skill level necessary to perform
hardware and software maintenance and modification. If
the device was not designed to be cost effective over its
life cycle, it would probably not be employgd in a military

environment.
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There were two processing time considerations which

affected processor selection. First, there was the general
processing time of the processor. This impacted on three
critical areas--the storage requirements, the throughput
capability and the input/output design. As the instruction
execution speed of the processor decreased, the service
time to accept a completed message and transmit it increased.
Thus, the throughput of the device decreased causing the
local storage requirements to increase since, on the average,
more messages must be stored locally. From a strictly
throughput point of view, the processor chosen should have
the fastest instruction execution time available. However,
combined with this instruction time, an evaluation of the
instruction sets had to be accomplished to insure the power
of the instruction set did not offset an execution time
advantage.

Previously, it had been established that the entry
of information into the universal network interface device
could be either through a polling technique or an interrupt
technique. Once this serial data entered the interface
by either technique, the input and network cards temporarily
stored the serial bits to allow transformation into a paral-
lel word. After the parallel word was formed, the cards
requested the words to be stored. This request could be
to the processor in the form of an interrupt request or
it could be to a Direct Memory Access (DMA) device which

accomplished storage without processor intervention. The
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first type of request became important in the selection

of a processor. The ability of the processor to handle

an interrupt request with both minimum overhead and maximum
efficiency was an important criterion used for processor
selection.

Now that the criteria had been established, the differ-
ent processors were considered. The criteria were applied
to two processor options: a pbit slice microprocessor and
a conventional microprocessor LSI chip.

The bit slice microprocessor represented the logical
choice if only execution speed was considered. A typical
bit slice microprocessor had microinstruction execution
times of from 100 to 200 nanoseconds (Ref 20:18-1) with
program instruction execution times a multiple of the macro-
instruction execution time. A bit slice microprocessor
system, however, was more complicated than a conventional
microprocessor. A microcontroller unit and a microprogram
read only memory were required to determine the location
of the next microinstruction and the microcode for that
instruction. Since the bit slice processor instruction
set was defined by the microcode which in turn had to be
developed, software development and maintenance cost were
greater than for a conventional microprocessor. This addi-
tional microcode software and added system complexity
increased life cycle cost. The bit slice microprocessor

approach was not selected based upon the life cycle

criterion.




A conventional microprocessor implementation was used

because it resulted in a good balance between execution
speed and life cycle cost. To select the proper micropro-
cessor, a benchmark code segment for the interrupt initiated
word storage process was developed. The following sequence
of instructions was considered the minimum necessary to

accomplish such a task:

Store the working registers of the interrupted program

Determine the storage location for the word to be
stored

Input the word into the processor

Store the word

Restore the working registers

Enable interrupts

Return to the main program

The benchmark was used to develop routines for the more 5

popular microprocessors with general execution speed of

2 usec. The results of this comparison are shown in Table
V. The instructions for the different microprocessors along
with the number of clock cycles per instruction and the

minimum clock cycle time was based upon information in refer-

ence 20.

From this evaluation, the three processors with the
fastest execution time were selected as candidates and 1
evaluated further. The RCA CDP 1802 was immediately elimi-

nated since all interrupts caused the processor to begin

executing instructions addressed by general purpose register

Rl. To differentiate between interrupts would require a

number of branch-on-condition instruction that test the
input flag (Ref 20:11-9), thus slowing interrupt processing.

Of the two remaining, the Z80A was the better choice.
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TABLE V

8 BIT MICROPROCESSORS CONSIDERED FOR THE
UNIVERSAL NETWORK INTERFACE DEVICE

Minimum Number of

Clock Cycle Clock Cycles Total
Microprocessor Time for Benchmark Time
Fairchild F8 500 nsec 44 22.0 usec
Intel 8085 320 nsec 120 38.4 usec
RCA CDP 1802 155 nsec 128 19.8 usec
Motorola 6800 1000 nsec 30 30.0 usec
TMS 9900 333 nsec 108 35.9 usec
Zilog Z80A 250 nsec 81 20.0 usec
Zilog 280 400 nsec 81 32.4 usec

It had a faster execution time and its instruction set was
more extensive than the F8's. As an example, the Z80A pro-
vided a single instruction to test an individual bit in

a word which is stored in the registers or memory. The

need for this bit testing tends to occur in most applica-
tions so a single instruction to test any bit becomes a

very powerful tool. There were also single instructions

to transfer blocks of data between two locations in memory
and also between I/0 ports and memory. This abiliity to
transfer blocks of data seemed very useful for message trans-

mission. The 280A contained two sets of main registers

thus allowing rapid processing of first-level interrupts.

In addition, it was supported by a variety of support chips.

Processor Board. With the Z80A selected as the uni-

versal network interface device processor, the next step

2 , was to identify a 280A microcomputer board which would meet
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the interface requirements. The microcomputer board
approach was selected to minimize the amount of uncertainty
in the design. If the proper board could be identified,
then design problems associated with memory interfacing,
clock interfacing, etc. would be eliminated. The board
selected was a Z80A~-MCB developad by 2ilog, Inc. Unfor-
tunately, the board was still in development and would not
be available until January 1979. However, the company
manufactured a Z80-MCB which the Z80A-MCB was designed to
replace. The Z80-MCB employed a Z80 processor with a clock
of 403 usec. It was decided to utilize the 280-MCB as the
basis for the design. The design of the other cards was,

however, based upon the clock rate of the Z80A.

Z80-MCB. The Zilog Z80-MCB is a single-board micro-
computer card, the heart of which is the Z80 microproces-
sor. Associated logic includes 4K bytes of dynamic random
access memory (RAM), provisions for up to 4K bytes of pro-
grammable read only memory (PROM), read only memory (ROM)
or electronic programmable read only memory (EPROM), a
parallel and a serial I/O port, an I/O port decoder and
a crystal controlled clock. The parallel port is imple-
mented with the 280-PIO (parallel input output) chip. Also
included on the board are four programmable band rate
generators implemented through use of the Z80-CTC (counter
timer circuit) chip. One band rate generator is used for

the serial I/O port which is implemented with an Intel 8251

60




universal synchronous asynchronous receiver transmitter ’
(USART). All address, data and control lines are buffered !
and feed to the 122-pin edge connector (Ref 22). Addi-

tional information on the Z80A/Z80 processors and the

3: 280-MCB is provided in references 20 and 22.

Input Card

Previously, it was determined the input card accom-
plished the functions of message and word recognition,
serial to parallel conversion, and service request genera-

tion to the processor. The input card also met the RS-

232C interface. Given these characteristics, the next step

consisted of a design to meet them.

RS-232C Requirements. The RS-232C standard specified

the signal characteristics between data terminal equipment
and data communication equipment. To provide the universal
network interface device with an RS-232C interface, the
interface had to be classified with regard to these two
categories. Applications were postulated which required

the interface to satisfy both categories. As an example,

: it was conceived the universal network interface device

} could be collocated with a number of peripherals in which

i case the interface must function as a DCE. Correspondingly,

there could be applications where the interface would be
connected to the peripherals through modems and communica-

tion channels. 1In this latter case, the interface must

function as a DTE. With regard to the RS-232C standard,
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the universal network interface device had to be able to

function as both a DTE and a DCE.

Functional Requirements. The most efficient solution

to satisfy the other functional requirements was to utilize
a USART. There was no reason to design special hardware

to perform the recognition and parallelization functions
when a low-cost device was readily available which would
accomplish these functions. The typical USART performed
start~of-message and end-of-message recognition functions
for synchronous data, start-of-information and end-of-
information recognition functions for asynchronous data

and performed the serial-to-parallel conversion (Ref 23:
282~290). Many USARTs were available, most with very
similar capabilities, thus making selection based upon tech-
nical criteria difficult. The USART finally selected was
Signetic's 2651 Programmable Communications Interface. The
2651's functional capabilities included band rate generation,
modem control and programmable operating modes. The USART
supported BISYNC protocol with synchronous and delete
character stripping and a transparent mode of operation.

An asynchronous auto-echo mode may be programmed to
accomplish reception and retransmission (echo back) of a
received message without processor intervention (Ref 10:
65). These latter two characteristics were important in
the selection of the 2651. This is not to say other USARTs

do not have similar capabilities, but the ones evaluated

for this iuvestigation did not.




:

Peripheral I/0 Port Design. Once the USART was deter-

mined, the design of the subscriber side of the USART was
completed. The completed design is shown in Figure 4-1.
The interface consisted of a 25~pin female connector, a
row of jumpers to allow the interface to be configured as
a DTE or DCE, line drivers and receivers to meet the RS-
232C characteristics, and the 2651 USART. The secondary
channel capability of the RS-232C specification was not
developed for each port for the universal network interface
device. To do this would have necessitated use of another
USART at each I/O port dedicated to the secondary channel.
Since the input board contained more than one I/O port and
thus more than one USART, this secondary channel, if used,
could be implemented using two I/O ports.

The design of the local subscriber interface was based
upon the 2651's control signals. The control inputs which
were significant were the DCD input which enabled the 2651's
receiver and the CTS input which enabled the 2651's trans-
mitter. For the case of the interface emulating a DTE,
these inputs were identical to the complement of the RS-
232 signals of the same name, thus all that was required
was a line receiver to convert the DCE signal character-
istics to DTE signal characteristics. The case of the inter-
face emulating a DCE was more complex since the previous
control signals must be outputs from the 2651. These con-
trol signals were developed from the RTS and DTR outputs

of the 2651, applied to line drivers and connected by
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Fig. 4-1. Local Subscriber Interface
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jumpers to the CTS and DCD lines of the RS-232C connector.

The RTS and DTR outputs of the 2651 are software controlled ’

outputs which can be set or reset under software control.
The RTS and DTR lines of the RS-232C signal connector were
then used in conjunction with line receivers to enable the
receiver (DCD input) and transmitter (CTS input) of the
2651 respectively.

Two other capabilities were incorporated into each
port. Jumpers were provided to allow selection of the trans-

mitter and receiver frequency source/sources for the 2651.

The source/sources could be external to the 2651 through
use of the RS-232C frequency lines. The frequency source/
sources could also be provided by one channel of the on-
board Z80A-CTC or by an internal source driven from the
5.0688 MHZ band rate input (BRCLK) to the 2651. These dif-
ferent frequency capabilities were provided in an attempt

to meet the complete frequency range of operation required
of the port. The other jumper capability allowed the selec-
tion of a 20 ma current loop input in lieu of the normal

input.

Input Board Processor Interface. Now that the sub-

scriber port was designed, the next step was to interface
1 the port to the processor card. In this task, it was
assumed the input card consisted of four I/0 ports identi-

cal to the one in Figure 4-1. Given these ports, certain

functions had to be accomplished to interface into the pro-

cessor card. They were:




--The signals to and from the processor had to be
buffered to maximize the number of cards which may use these
signals.

--The processor had to address the individual registers
of the 2651 and had to address the different 2651's.

~-If an interrupt entry scheme was used, the processor
needed to be provided the address of the 2651 service
routine.

~-If more than one interrupt occurred simultaneously,

a device was needed to prioritize the interrupts.

The first part of the task involved the determination
of the additional devices required to complete the func-
tional design of the input card. The use of four 2651s
had already been assumed. Each 2651 required an external
frequency source derived from a channel of a Z80A-CTC. The
Z80A~CTC was selected to achieve a measure of standardiza-
tion of comporents between the processor card and the input
card. This regquirement established the need for two Z80A-~
CTC per input card. The only other device required other

than buffering devices and an address decoder was a device

to handle the interrupt entry technique.

Z80A Processor Interrupt Modes. The Z80A processor

had three diferent modes of interrupt operation which are
selected by execution of one of three interrupt instruc-
tions. In the maskable interrupt mode 0, the interrupting
device is allowed to place one eight-byte instruction on
the data bus for execution by the Z80A-CPU. The byte is
normally a restart instruction which is an efficient one-
byte call to any of eight subroutines located in the first
64 bytes of memory. In the maskable interrupt mode 1, the

CPU does an automatic call to location 0038H and begins
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executing the interrupt service routine at that point. 1In
the maskable interrupt mode 2, the Z80A-~CPU supports an
interrupt vectoring instruction that allows the interrupting
device to identify the starting location of the interrupt
service routine. Mode 2 is the most powerful of the three
maskable interrupt modes allowing an indirect call to any
memory location by a single 8-bit vector supplied from the
interrupting device. In this mode, the interrupting device
places the 8-bit vector on the data bus in response to an
interrupt acknowledge control signal. This vector then
becomes the least significant 8 bits of an indirect pointer
while the I register in the Z80A provides the most signifi-
cant 8 bits. This address in turn points to an address
in a vector table which is the memory starting address of
the interrupt routine. Interrupt processing can thus start
at any arbitrary 16-bit address of memory (Ref 24:7-8).
This latter mode of operation was selected for the
interrupt entry scheme for the universal network interface
device. The selection was based upon the memory flexibil-
ity of the technique and the fact that it allowed unique
identification of service routines for any number of I/O
ports. This technique required that the interrupt handling
device have the capability to provide eight (two per 2651)

unigue eight-bit addresses.

Z80A Interrupt Acknowledgement. The other character-

istics of the interrupt handling device for the input card
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were dictated by the Z80A support chips and the Z80A inter-
rupt acknowledgement method. The acknowledgement method
for an interrupt consists of a special Z80A instruction
cycle. After an instruction has been executed, the next
instruction is normally fetched from memory. This normal
instruction fetch cycle is identified by the MI output

(pin 27) going low followed by the MREQ output (pin 19)
going low. This cycle is modified to acknowledge an inter-
rupt. For this latter case, the Ml pin goes low identical
to a normal cycle; however, slightly delayed, the IORQ
output (pin 20) goes low (Ref 20:7-11 to 7-21). These
simultaneously lows on the MI output and the IORQ output
signify to all external devices that an interrupt is being
acknowledged. It is now up to the devices to determine
which of them with an interrupt pending has the highest

priority.

Z80 Daisy Chain. The prioritization technique sup-

ported directly by the ZB80A processor and implemented

through its support chips is the daisy chain technique.

In this technique, priority is set by the location of the
support chip in a daisy chain configuration. Each support
chips' INT output is tied directly to the INT input of the
processor. Each support chip has one additional input,
Interrupt Enable In (IEI), and one additional output,
Interrupt Enable Out (IEDO), which effects interrupt process-

ing. To implement the daisy chain, the support chips's
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(with the highest priority interrupt) IEI input is tied

to +5 volts to indicate it has the highest priority. The
IEO output of the highest priority support chip is con-
nected to the IEI input of the support chip with the second
highest priority. This chaining of IEIs and IEOs continues
until all support chips are included in the chain. Whenever
a support chip in the chain generates an interrupt request,
its IEO line goes low which in turn causes the IEOs and

IEIs of all support chips further down in the chain to go
low. When an interrupt acknowledgement occurs, any support
chip with its IEI input low is disabled and cannot respond
to the interrupt acknowledgement (Ref 24:8). This is an
efficient technique for establishing priority provided the
ripple time to change the IEIs and IEOs is not too long

and provided there is a method to change the IEIs and IEOs
after the interrupt has been serviced. In the Z80A processor
case, the support chip whose interrupt is being serviced,
determines by special hardware when the interrupt service
routine has been completely executed. The special hardware
detects the fetch from memory of a RETI (return from inter-
rupt) instruction. Upon detection and the execution of

this instruction, the hardware sets the IEO output high
which reenables the interrupts of all support chips down

the chain (Ref 24:17-22). 1If the priority controller on

the input card is to take advantage of this system, it
requires a daisy chain input/output and some method to deter-

mine the end of the service routine.
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M8214 Priority Interrupt Device. The device select

for priority interrupt control was Intel's M8214 Priorit
Interrupt Control Unit (PICU) (Ref 25:6-183 to 6-185).
was the only PICU which was technically simple and thus
operated with any processor. Other PICUs were available
with additional capabilities; however, they required uni
processor-dependent control signals to function properly
The PICU selected had one deficiency. While it satisfie
most of the functions needed for the input card priority
control unit, it did not provide the 8-bit address neces
sary to implement the Z80A mode 2 interrupt structure.
accomplish this, .a SN74LS412 multi-mode buffer latch (Re
22:7-502 to 7-506) was used in combination with the PICU
A simplified version of the design is shown in Figure 4-
The 8214 PICU has the capability to prioritize amor
eight competing interrupts. Thus, the four 265ls RXRDY
output and TXRDY output could be used to generate the ir
rupts to the PICU. The PICU would prioritize among the
competing interrupts, generate its own interrupt (INT)
simultaneously output the interrupt's unique identifica
on A0 through A2. The complemented INT is used by the
74LS412 to latch the value of the eight bits which appe
on its input lines (DI0-DI7). This value must correspc
to the interrupting devices' low byte vector table add:
This will require correlation between where the address
appears in the table and the strapping used for the cai

After the 74LS412 latches the input, it generates its ¢
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interrupt request to the processor. Upon receipt of a pro-
cessor acknowledgement (AINT), the latched input is placed
onto the data bus.

The interrupt acknowledgement detection circuit is
shown in Figure 4-3. The IORQ and Ml processor signals
are inverted and ANDed together to develop the interrupt
acknowledgement signal. However, this interrupt acknowl-
edgement signal cannot be applied directly to the 74LS412
due to the daisy chain arrangement. Two conditional events
are necessary: (1) the input card IEI (same as ETLG input
to PICU) input must be high, establishing the pending
interrupt as the highest priority within the chain, and
(2) there must be a pending interrupt from a 2651 on the
input card. These two conditional events are ANDed with
the interrupt acknowledgement signal to develop the AINT
signal to the DSI pin of the 74LS4l2.

Once the processor services the interrupt, the inter-
rupt request from the PICU must be removed. 'The operating
characteristics of the PICU are such that once the PICU
processes an interrupt it is inhibited until it receives
a low to high transition to its ECS (pin 23) input (Ref 20:
4-177). The simplest way to do this is through software
by rewriting the mask word to the PICU. The other way is
to use the AINT signal to provide the low to high transi-
tion. If this pulse is used, the mask word selected must

be hardwired to the mask word inputs (B0-BZ and SGS). A
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jumper option is included on the input card to allow this

hardware reset of the PICU.

I/0 Addressing. The input card functions associated ;

with the peripheral ports have now been completed. The
remaining tasks involved the I/O addressing requirement

and signal buffering. The I/O addressing design is shown

in Figure 4-4. Each input card required 25 unique addresses--
four for each 2651, four for each Z80A-CTC and one for each %
PICU. The A0 and Al lines were used to address the indi-~
vidual registers within each device. The A2, A3 and A4
lines established a block of 32 addresses for each input

card. The A5, A6 and A7 lines plus their complements were ;

terminated at jumpers to allow the user to select where

the block should be located within the 0 to 255 I/0 address

range. A 3 to 8-line decoder (74LS138) provided a chip ) |
enable (CE) signal to the selected device based upon its

inputs. The CE signal provided was determined by the inputs |
to Gl of the 74LS138. When Gl was low, the outputs of the
74LS138 were all high. This cond.tion should exist as long
% as the IORQ output was high. The IORQ signal going low
signified one of two conditions. Either the processor was |
issuing a valid I/O request or the processor was acknowl- :ﬁ

1 edging an interrupt. In this latter case, the 74LS138's {

g Gl input had to be high. This was accomplished by ANDing

the complement of the IORQ signal with the MI signal.

74




e e e e e

furssoippy 0/I pIed 3ndur ‘p-y ‘b1a |
4
i
N
O¥O0I
Al Ve e
G YIAINA [ D¥oI
— sng p————m— g |
91— 3 Iv LY
7 O _ 9V n 4
»2™1 yaaooaa _—3
A1 an1t
Zi—1 8 OL ¢
12—
02 O |
oY 94
P | waaruq| e
EV | sng | ol
; Y X3H (A4
TV | R | ;

=

e, a0 b W




e

Data Bus Buffering. The other bus which had to be

buffered was the data bus. Two Intel MB216s were selected
to accomplish the buffering function. The M8216 had two
inputs which determined the direction of data flow. For
data to flow from the processor bus to the input card, the
CS (pin 1) input had to go low while the DIEN (pin 15) input
went high. For data to flow from the input card to the
processor bus, the CS input had to go low while the DIEN
input went low. The processor's WR control signal was used
to determine the direction of data flow (DIEN input) accord-
ing to the equation DIEN = WR. The data flow (CS input)
enable depended upon the different situations which required
an interchange of data between the input card and the pro-
cessor. These situations were: (1) interrupt, (2) I/O read
and (3) I/O write. Internally, the input card developed

a control signal which signified a valid interrupt situa-
tion. This control signal (AINT) was used for part of the
CS input. The other two situations involved I/0 operations.
When the input card received a valid I/O request, one of

the CE outputs went low. These then provided the second
signai needed for bus control. The completed design is
shown in Figure 4-5.

At this point, the design of the input card was com-
plete. The next step was to evaluate the delays associated
with the input card to determine if the input card met the
processor's timing requirements. The two data transfer

situations are shown in Table VI and Table VII with the
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associated delays introduced by the input card. The basic
I/0 read cycle and basic interrupt cycle (Ref 20:7-17, 7-19)
for the Z80A were used to calculate the minimum time between
start of the T2 cycle and time when data was received.

These were determined to be 580 usec and 440 usec respec-
tively. Although in both cases. the maximum delay was less
than the minimum cycle time, in the latter situation, they
were about equal if the delays associated with the micro-
processor card were included. This could be an area of
coricern and should be evaluated further during the testing

phase.

Network Card

Table III allocated different functions to the network
card. These functions were similar to the functions of
the input card. There was one important difference--the
speed at which these functions must be accomplished. 1In
the input card case, the speed was limitad to 19.2 kb/s
while for the network card the speed was bounded at 1.5
mb/s. One of the first tasks was to determine what approach

would maximize network speed.

Network Transmission Speed. The limiting factor in

the network case was the ability of the server to satisfy
the different network I/0 port service requests. This
limitation was imposed since the processor was used to store
the individual words. For the Z80A case, this storage

utilizing an interrupt technique required approximately
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20 usec per request. Assuming 8 bits/word, this translated

into a transmissic: bit rate of 400 kb/s. If the network
employed a half duplex communication link operating at

400 kb/s, the service requests could be satisfied. If the
link was upgraded to full duplex, the Z80A could provide
full service only if the transmission rate was reduced to
200 kb/s. If another full duplex link was added, the maxi-
mum transmission rate was reduced to 100 kb/s. The use

of the processor to store the word thus caused a reduction

in network speed as the number of links increased.

Word Storage Through DMA. To relieve the processor

of the word storage function required the network card con-
tain a device which would accomplish this without processor
intervention. These devices, called DMA (Direct Memory
Access) devices, were available. Their use presented two
problems. First, there was a functional requirement that
the processor perform the arithmetic calculations neces-
sary to develop the network protocol error control word.
Since the processor was storing the individual words, this
function could be accomplished as the words were received.
If a DMA device stored the word, the processor had to wait
until the complete message was received and then perform
this calculation. This after-message-receipt calculation
would slow the message acknowledgement process. The other
consideration was the incorporation of the DMA device into

a multiprocessor environment. To accomplish this required
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development of a bus controller which arbitrated all pro-

cessor and DMA device requests for access to the shared
memory. It was felt that this bus controller further com-
plicated what started out to be a simple design. Aan
alternative approach would be to limit the universal net-
work interface device to a single processor and use a DMA
device for reception/transmission of network data. This
represented a very viable alternative since it allowed
attainment of the upper bound for network transmission rate.
The counterpoint to this approach was network throughput.
The functions being performed by the other processors would
now have to be performed by a single processor. Since this
processor was required to do more, it seemed message
throughput would decrease. However, there may be instances
where throughput became less of a concern than network
transmission speed and the DMA approach would be required.
This suggested another card be designed which would incor-

porate a DMA function into the network card.

Network Card With DMA. The design of the network card

with a DMA device will not be accomplished as a part of

this investigation. It does represent another capability
which should be available for user selection. It is recom-
mended the DMA device used be a 280A DMA support chip. This
recommendation is based upon the comments in reference 20
which states:

This is one of the most remarkable support devices
described in this book. Although designea to work

81

| S———



[T

o ¢ ok i it -3

e D b Sy

with the 280 CPU, it can--and should~-be considered
in any microprocessor system that transfers data blocks
(Ref 20:7-78).
If this device is selected, the only design required to
incorporate it into the network card would be to bi-

directionalize the control signals and address bus between

the network card and processor card.

Network Card Device Selection. Once the basic functional

capabilities were estabished for the network card, the next
step was device selection. Since the design utilized the
Z80A processor, the 7280 support chips were evaluated first.
It was felt that if there were support chips which would
accomplish the network functions, the use of these chips
would minimize the number of total chips required. In the
final evaluation, the Z80A-SIO support chip not only mini-
mized the number of external chips required, but also repre-
sented the best choice among the different network protocol
devices. The 2Z280A-SIO was selected based upon the incor-
porated capability which allowed different modes of interrupt
generation to be software programmed. In addition, the
Z80A-SIO had the capability to generate eight different
interrupt vector table addresses based upon a programmable
vector address. Internally, the SIO identified the condi-
tion which required an interrupt to be generated, deter-
mined the vector table address of the interrupt service
routine, and generated a mode 2 interrupt to the processor

with this service routine address. Thus, no external
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devices were needed to determine the cause of the interrupt.
Since the SIO was a member of the Z80 family, the prioritiza-
tion function was accomplished without additional support
chips. The Z80A-SIO also had the capability to utilize

the processor's block transfer instruction to provide half
duplex message transmissicn/reception at up to 880 kb/s.

This could be accomplished through a wait output which
synchronized the processor to the Z80A-SIO transmission

rate (Ref 28:1-27).

Network Card Design. Once the Z80A-SIO was selected,

the design of the network card proceeded in a fashion similar
to the input card. The input card I/O addressing design,
Figure 4-4, was used for I/0 addressing of the network card.
Only two CE signals were required--one for the Z80A-SIO

and one for the Z80A-CTC. A Z80A-CTC was included on the
network card to provide frequency sources for the Z80A-SIO's
two parts. A SN74LS90 (Ref 26:7-72) was used to provide
clock inputs into the zero and one channel of the Z80A-CTC.
The SN74LS90 outputs consisted of the processor clock

divided by five and the processor clock divided by two.

These additional inputs were provided to allow the Z80A-SIO
to operate at rates above 175 kb/s. The Intel M8216 bidirec-
tional data bus was used to provide data bus buffering;
however, the controlling signals changed from that of the

input card.
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Data Bus Control Design. In the input card case, there

were three situations where data bus information was
exchanged: (1) interrupt, (2) I/O read and (3) I/0 write.
These same situations apply to the network card. However,
in the network card's case, another situation arose due

to the daisy chain interrupt technique. The Z80 support
chips do not use the interrupt acknowledgement signal to
set the IEO output high. Instead, the support chip whose
interrupt is being serviced monitors the data bus for an
RETI instruction. Once the RETI instruction is identified,
the IEO output is set high on the first memory fetch cycle
following execution of RETI (Ref 24:21-22). Since the net-
work card contained a support chip which will generate an
interrupt, the need to monitor the data bus during an inter-
rupt had to be incorporated into the control portion of

the network card's M8216.

When the Z80A-SIO generated an interrupt, there must
be two directions of data flow. When the interrupt is
acknowledged (M1 and IORQ low/IEI high and IEO low), the
direction of data flow is from the network card to the pro-
cessor (DIEN low and CE low). Immediately afterwards, the
data flow during any memory‘read must be from (DIEN high
and CE low) the processor card to the network card to allow
RETI detection. This data flow must continue until the
IEO output goes high. This suggested a flip flop be util-

ized using the interrupt acknowledgement signal and the
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IEO signal to set and reset the flip flop. The completed

design for the bus controller is shown in Figure 4-6.

For the I/0 situations, the operation of the control-
ler is identical to the irput card case. Once one of the
chip-enable outputs (Y1 or Y2) goes low, it is inverted
and applied to the OR gate causing CE to go low. The
direction of data flow is controlled by WR. When WR goes
low, DIEN goes high allowing data to flow from the processor
card to the network card. For the interrupt situation,
the SIO requests an interrupt causing the IEO output to
go low. This low pulse removes the preset condition from
the D flip flop allowing it to duplicate the input upon
a low to high clock transition. This low to high transi-
tion is generated by the low to high transition at the end
of the acknowlegement signal. The transition set the Q
output to one thus setting the direction of data flow from
the processor to the network card. This one is also used
as a CE signal, however, it is conditioned upon the fact
that there is a memory read (MREQ low) in progress. This
situation continues until the SIO detects a RETI instruc-
tion. This instruction causes the IEO output to go high
which in turn applies a low to the preset input of the D

flip flop setting it to a one.

Network Interface Standard. Once the data bus con-

trol design was completed, the last consideration was the

interface standard for the network side of the Z80A-SIO.
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In the input card case, the standard used was RS-232C. How-
ever, the RS-232C standard limits transmission speed to
20 kb/s. While it was conceivable the SIO will be employed
in a network environment which is limited to this transmis-
sion rate, the SIO also has the capability to operate at
higher transmission rates. To allow this later situation,
the output was required to meet RS~422 or RS-423 standards.
The RS-423 standard allows data rates of up to a 100 kilo-
band over unbalanced circuits (Ref 29:2) while the RS-422
standard allows rates of up to 10 mband over balanced cir-
cuits (Ref 30:3). These two standards were incorporated
into the design through use of MC3487 line driver (Ref 31:
82) and the 9637 line receiver (Ref 32:11-217). These line
drivers and receivers were used to configure the SIO net-
work output as a DTE. The DTE configuration was selected
since it was envisioned the network side would be trans-
mitting/receiving to either a modem or a cable system. If
a cable system is used with the universal network interface
device, the reader is encouraged to study reference 33.
This reference describes a tested interface which provides
proper bit synchronization over a cable system at up to
1 mb/s.

This concluded the design of the network card. A cir-
cuit diagram of the complete card is provided in Appendix B.
A detailed evaluation was not accomplished on the network
card since it was basically identical in operation to the

input card. The most time-critical operation occurred
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during an interrupt acknowledge processor cycle. Since
the important signals in this cperation traverse an almost
identical path for both cards, the network card should meet

the processor's timing restrictions.

Dual Processor Card

The last card required for the hardware portion of
the interfacewas a card to allow multiprocessor operation.
The original concept was to develop a card to allow any
number of processors to be employed in the universal net-
work interface device. As the different functions to be
performed were analyzed, the optimum number of processors
seemed to be two. With two processors, the functional tasks
could be segregated into two distinct groups--one, con-
cerned with peripheral functions, and the other concerned
with network functions. Since there was a distinct break
between the two, interprocessor communications would be
minimal. If more than two processors were employed, the
allocation of fucntions would not be as distinct requiring
more communications between processors. As the number of
processors increased, the lock-out of individual processors
as global data was being changed by one processor became
more complex. The bus controller required as the number
of processors increased would increase in complexity causing
the life cycle cost to change accordingly. At this point

in the design, it was decided to provide only the option

of a two-processor universal network interface device.




280A Memory Reference. In a two-processor environment,

the basic problem was to allow both processors access to
the same data, at the same point in time, in the least
amount of time. There had to be some way to delay one pro-

cessor's memory request until the other processor's request

was completed. In the Z80A case, there are two basic instruc-

tion cycles which effect memory. The first is an instruc-

tion fetch cycle (Ml) which normally requires 4 clock cycles.

During this machine fetch cycle, the first half reads the
memory word addressed by the program counter while the
second half generates a refresh address for any dynamic
memory being used. The other machine cycle (M2), data read
or write to memory, requires 3 clock cycles. Each of these
machine cycles can be extended through use of the Z80A wait
(pin 24) input. During the second clock cycle of the dif-
ferent machine cycles, the Z80A checks its wait input to
determine if a wait state is requested. If so, an addi-
tional clock cycle is added to the executing machine cycle
and the wait input again checked during the middle of this
clock cycle. This checking and wait generation continues

until the wait request is removed (Ref 20:7-15 to 7-16).

Basis of Design. The two basic machine cycles and

the wait input capability provided a method to arbitrate
dual processor memory references. At any given point in
time, one processor could be in seven different states with

regard to a memory reference. These seven states equate
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to the different cycles involved in the two basic memory

reference cycles. For the second processor to access this

same memory requires it to be in cycle one of a machine
fetch cycle or cycle one of a machine memory read/write
cycle. It has been shown (Ref 34) that if one processor's
clock is 180° cut of phase with the other processor's clock
the processors could operate in parallel with minimum reduc-

tion of processor speeds. This required that the memory

being used be static and have a memory cycle time less than

the processor's clock period.

these two factors equated to increased life cycle cost.

i

f

F For the universal network interface case, however,

|

[ Since there was a requirement to locally store the differ-

ent information received, the characteristics of the memory

to be used impacted significantly on the cost of the inter-
face. To minimize this, the memory used for message
storage should be the slowest, cheapest memory available
which was consistent with processor speed requirements.

To try to minimize cost, the different processor states
for the two basic machine cycles were analyzed. The
analysis revealed that the instruction fetch machine cycle
established the memory cycle speed. In the universal net-
work application, the functions performed by the two pro-
cessors tended to be different. This suggested that common
instruction code between the two processors would be minimal.
If common instruction routines could not be shared between

‘ the two processors and dynamic refreshing of memory was
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required, then the number of allowable states changed to
five. These allowable states were then analyzed (Figure
4-7) and the minimum access time determined to be one and
one-half times the processor clock cycle. For the Z80A
case, this equated to memory with access times of around
370 usec. Since these were available utilizing dynamic
memory, the stipulation that the processors could not share

instruction routines seemed very cost effective.

Dual Processor Card Design. The desigr proceeded based

upon the need for a memory refresh signal and the ideas
presented in reference 34. The first decision involved
what portion of memory would be shared. Since the Z80-MCB
card provided 8K of on-board memory, this 8K was allocated
to the individual processors for instruction storage and
local data storage. The rest of the memory was assumed
to be available to both processors. The option to allocate
more local memory was provided in the design as shown in
Figure 4-8.

Each of the two processors' address lines (A0--AlS)
were terminated at 2 to 1 line data selectors (Ref 26-
7-181) . For the A0-All line case, the NOT and AND gates
shown in Figure 4-8 were not required. For the other
address lines they were required to identify the addresses
which were shared. The jumpers allow the user to select
what address space above 8K could be shared. Any time one

cf the processors attempts to gain access to this shared
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-memory, the appropriate request line (XREQ or YREQ) is

driven low.

This request is processed as shown in Figure 4-9.
When a request is generated, it is not processed until the
processor generates the low MREQ signal. When this occurs,
the request is passed through the tri~-state buffer (74125)
to generate the SELECT signal. As the signal is passed
through the SN74125 (Ref 26:6-33) it biases the second pro-
cessor's tri-state buffer to the off-state. It also pro-
vides one-true input to the second processor's WAIT NAND
gate. If at a later point in time, the second processor
attempts to reference the same shared memory, the SN74125
off state will prevent the SELECT signal from being
generated. In addition, it will also provide the second
true input to the WAIT NAND gate generating a WAIT request
back to the second processor. This WAIT condition will
continue until the first processor completes the memory
action. When this occurs, one input to the WAIT NAND gate
becomes false removing the wait request back to the second
processor. It is then allowed to continue with its memory
action.

The SN74125s are also controlled by the other pro-
cessor's memory refresh signal. This control signal is
developed by the circuit shown in Figure 4-10. The opera-
tion of this circuit is dependent upon the relationship
between processor signals (Ref 22:8-10) as shown in

Figure 4-11. During the first part of the memory fetch
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machine cycle (M1) the A Ml signal goes low setting flip
flop 1. At a point in the Ml T3 cycle, the A RFSH goes

low which, because of the NOT gate, sets flip flop 2 to

the other processor's memory reference state. If the other
processcr is using the shared memory, flip flop 2 is set
which causes A RFSH to be false. If not, A RFSH becomes
true. The states of the flip flop do not change until the
end of the Ml T4 cycle. As A MREQ goes high, the low to
high transition causes flip flop 1 to be reset which in
turn sets flip flop 2. This condition will continue to
exist until the next M1 cycle sets flip flop 1 allowing

the next refresh signal to change flip flop 2. This circuit
thus provides a RFSH signal for the shared memory provided
the other processor is not using the shared memory. If

at some point in the RFSH cycle, the other processor
attempts to use the shared memory, the lock-out process
described previously will occur until the RFSH cycle is
completed.

Since the RFSH signal does not have priority over
another processor's memory actions, there is a possibility
a row would not be refreshed within the allocated time
(typically 2 ms). This was minimized by having two pro-
cessors provide the RFSH signal. This possibility can be
further reduced since the refresh register within the Z80A
can be programmed to any value. If one processor's refresh

register is set to zero and the other to 64, the total time
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between processor~generated refreshes for any given row
would be reduced by one-half.

This completed the arbitrator portion of the design.
The next step was to use the arbitrator's signals to con-
trol the 2 to 1 line data selectors. The data selector

is controlled by two inputs called STROBE and SELECT. The

SELECT input determines which of the two inputs are selected

while STROBE (active low) determines when this input is
applied to the output. The STROBE input was developed by
NORing the X SELECT, Y SELECT, X RFSH, and Y RFSH signals.
X SELECT and X RFSH were NORed together to generate the
SELECT signal.

Once the address was provided to the shared memory,

the next step was to route the data back to the proper pro-

cessor. This was accomplished through use of SN74365A
(Ref 26:6-36) and SN74367A (Ref 26:6-36) hex bus drivers

(Figure 4-12). The use of these bus drivers dictated

development of control signals to determine which processor

the data was to/from. The SN74365A are controlled by two

inputs GI and G2 according to the formula input = output

when Gl G2 = 1. The WR and RD signal from each processor
plus the complemented arbitrator-generated SELECT signals
were used directly to control the SN74365A. 1In the case

of the SN74367A, four of the drivers are controlled by Gl
according to the formula input = output when Gl = 0. The
other two drivers are controlled by G2 using the same

condition. To develop the control signal needed, the
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complemented arbitrator SELECT signals were ORed with the
processors RD and WR signals. ,
This almost completed the design for the dual pro-

cessor card. One very important function, generation of

ERNGG Selhaisizy | a dorvai

a 180° out-of-phase clock remained. This was very impor-
] tant since the whole design rested on the fact that the
‘ two processor clocks are 180° out-of-phase. To accomplish
this required modification to the clock input of one of
the MCB to allow it to be driven from the inverted clock
output of the dual processor card.

Once the design was completed, it was evaluated. This £
was necessary to determine how the memory speed require- 1
ments had changed as a result of the additional arbitrator |
components. From the previous analysis, the memory speed
requirements were set by the M1 T3/M2 Tl combination. This

combination was used along with the maximum component delay

from reference 26 and reference 27 to develop Table VIII. 3
The table showed that the delays associated with the arbi-

trator card and the 280A minimum WAIT set-up time of 70

usec (Ref 27:9) caused a wait cycle to be added to the

machine cycle for the second processor. This extended the

1 memory access time to approximately 600 usec. The same cal-

culations were repeated for the M2 T2/M2 Tl situation and

the identical situations occurred. i

In the analysis, the worst case; i.e., maximum compo-

nent delay was assumed. This resulted in the best situa-

b tion, the addition of a wait machine cycle. If this wait

100

H*—'—-——mﬁ.__._ —S e




andut 000T

€L ZTW X=93Uua GLS

3Tem ZRW A=23uUs GZ9

pTieAa 3TEM UybTy €€S

andut 3TEM S)O9Yyo Iossdooad bl TW 3O pueo 00S

2TgelTeae Ss3Ippe 1 2:3 2

ybty se0b6 103aTIAS X SS¥

ybty ss06 LIVM X £SH

M07 sa0b DMIN X SO¥

ZL TW JO 3j3xe3S SLE

I10ss200ad je pTIRA 3ITEM e9¢

MOl s9205 IIVM X 862

MOT s°0b DIUW X €82

L TW 3O 3xE3]S 0sc¢

oTqeITeAR SSa2Ippe Ysaijax LT

peIgestp LOdTdS A 291

mOT s20b HSJIUX 0€T

IL ZW 3O 3xe3s szl

Axowsu paaeys Hurousaxszsx 30U €L TW 3O 3xe3s 0

JUSAT X JI0SS©004d JUoAg X X0SSe001d (SU) swtgy

TL TW/EL THW

NOILVATVAT QYD ¥OSSIO0dd TYNd

IIIA FTdYL

101

"




cycle was not generated, then a memory access time of about
325 usec would be required. To insure this wait cycle
could be added if desired, the dual processor card was
designed with strappable delays in the wait circuitry.

Given the fact that a wait cycle could be added for
any dual processor access to shared memory, the memory
speed requirement would be established by a single pro-
cessor access to memory. For the worst case situation,
this was calculated to be about 375 usec from the time
the address was available at the memory until data must
be available on the output of memory.

A review of Table VIII revealed that the MREQ signal
was generated prior to the address being selected from
the 2 to 1 line decoders. To allow the MREQ signal to
be delayed to meet memory timing requirements, strappable

delays were included on the dual processor card for the

MREQ and RFSH signals.

Hardware Design Summary. The design of separate cards

now allowed the modularity concept to be implemented. In

any network application, the user of the universal network

interface device could select the cards necessary for his

application and interconnect these cards to form his unique

configuration of the universal network interface device.
The operation of the dual processor card was such

that the memory required was determined by the single pro-

cessor's memory access time. Should a dual reference to
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memory occur, the dual processor card added a wait cycle
thus insuring the memory access time would not be less
than in a single processor case.

The design of the dual processor card also seems to
permit inclusion of a DMA network card into a dual pro-
cessor configuration. This would require use of the Z80A-
DMA support chip as the DMA controller. Since this chip
does respond to wait requests, the chip can be controlled
by the same output signals developed by the dual processor
card. This requires further study; however, it seems very
promising. If this can be accomplished, it further extends
the possible applications of the universal network inter-
face device.

The complete design of the entire system is shown

in Appendix B.
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V. Software Design

The last phase of the design process involved the
software design. In this phase, the requirements defini-
tion functions selected for software implementation were
translated into code which accomplished those functions.
The first part of this chapter discusses the different
constraints associated with the software design effort.
This is followed by the segregation of the software func-
tions by processors and a discussion of the design of the
individual functions. An assembled version of the soft-
ware is provided in Appendix C. This assembled version
contains detailed documentation necessary to completely
understand the software. This detailed documentation will
not be repeated within this chapter. Instead, this chapter
will provide a general overview of the structure of the
software, the different subroutines developed and the data

structures used.

Software Design Constraint

The software necessary to operate the universal net-
work interface device was dependent upon the network environ-
ment in which the device was employed. The particulars
of the network protccol used along with other factors such
as the number of communication links and the types of

peripherals interfaced influenced the software that was
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required. The number of variations in peripheral types
along with the different network protocols which could

be encountered did not allow development of universal
routines for those functions which were network-dependent.
For those functions, there was a need, however, for soft-
ware to demonstrate the capabilities of the universal net-
work interface device's hardware and software design. This
software could then be modified by the user and incorporated
into his programs. This approach was used in the design

of those functions which were network-dependent.

Testing. An important factor which influenced the
software design effort was the need for simplified software
to test the prcper operation of the universal network inter-
face hardware/software design. To test the complete fea-
tures of the universal network interface hardware design
dictated that ail the different cards (network card, input
card and dual processor card) be included in the software
effort. This reguired an operating system be developed
for each of the two processors. Within the different
operating systems, certain techniques were vsed to accom-
plish a given task. For the most part, the techniques
selected were the simplest to accomplish that task. This
was done to allow easier hardware/software isolation of
any problems ercountered during the testing phase. While
these techniques were adequate for testing, user application
programs may require more sophisticated techniques be

employed.
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Protocol. One simple method to test the complete

operation of the universal network interface device would

be to connect two terminals to the device and connect the

transmit output to the receive input of the Z80A-SIO. This

would allow the terminals to exchange messages and thus

test the design of the network interface device. However,

to implement this testing approach required a structure

be developed for the message. The message structure used

for the operating systems in Appendix C was based upon

the SDLC message structure (Ref 35:1-1) and was as follows:

Flag (01111110)

Destination Address

Message Identification

Sender Address

Text

Error Check--CRC-16 Preset to One

Flag (01111110)
Where this message structure had an affect on the design
of the operating system, the software was so noted. If
the suggested testing approach is not used, then those
parts of the operating- systems can be changed to support

the new message structure.

Software Functions

LI

The different functions which were selected to be
accomplished in software are shown in Table IV. To these
functions must be added an additional function, device
initialization. This additional function was required
as most of the hardware chips selected had different

operating modes which were established through software.
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If the testing approach previously discussed is used,
the different software functions had to be segregated into
those to be performed by processor #1 (operating system #1)
or the processor #2 (operating system #2) or by both pro-
cessors. The segregation used is shown in Table IX. This
criteria used for this segregation was to isolate the input
functions of the interface from the network functions of
the interface. This minimized interprocessor communica-
tions since each processor was performing mostly independent
tasks. This segregation also allowed easier isolation
of any software problems.

The table also demonstrates the effectiveness of SADT.
The SADT has modularized the different functions, each
of which can now be implemented through a short block of

code or a subroutine.

Input Processor Operating System

The functions to be performed by the input processor's
operating system are listed under the input processor in
Table IX. These functions can be further segregated into
those functions performed by the main operating system
or those functions performed by the entry routines. The
word entry technique for the program in Appendix C util-
ized the interrupt method; however, the interrupt service
routine developed could be converted to a subroutine and
used for a polling entry method. The segregation of the

different functions is shown in Table X. This segregation
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assumed the processor stored the word, thus it was more
efficient to perform certain functions upon word entry as
opposed to later fetching the word from memory to perform

these functions.

Initialization of Input Processor Operating System.

The first part of the software design effort was involved
with initialization. A composite SA diagram was used to
functionalize the initialization process. This composite
SA diagram is shown in Figure 5-1. The initialization con-
sisted of two phases, a device phase and an operational
phase. In the device phase, the different components on
the processor card and the input card were programmed to
their desired operational configuration. In the opera-
tional phase, the queues and tables needed for the proper
operation of the universal network interface device were

initialized.

Device Initialization Phase. The method used to

initialize the I/O ports was based upon the idea of a linked
list (Ref 36:71). Each of the 2651ls and the processor
board USART were required to have an associated parameter
list. The content of the parameter list was dependent upon
whether the I/O port was used in the synchronous mode of
operation or the asynchronous mode of operation. For the
asynchronous case, the parameter list consisted of the fol-

lowing:
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list identifier I/0 address of the hold register

Address of the location used to store the
memory block address for a local mes-
sage

Word to be transmitted to the command
register

Word to be transmitted to mode register
#1

Word to be transmitted to mode register
#2

I/0 channel address for the Z80A-CTC
which supplied the frequency to the
2651

Word to be transmitted to the Z80A-CTC
mode register

Word to be transmitted to the Z80A-CTC
prescaler register

Address of the next asynchronous 2651
parameter list

All of the asynchronous parameter lists were thus linked
together and could be initialized with a looping section
of code. A subroutine called ITUART within the loop
actually accomplished the initialization. The flowchart
for ITUART is shown in Figure 5-2.

The 2651s used in a synchronous mode of operation were
initialized in a similar manner. Each of the synchronous
2651s had parameter lists which were linked together. The
parameter list consisted of the information contained in
the asynchronous parameter list plus three additional
entries. These entries were the first synchronous charac-
ter, the second synchronous character and the delete char-
acter. A looping section of code was used to initialize
all of the synchronous 2651s within the linked list. The

subroutine ITUART was used to output the first section of
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|
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1

OBTAIN MODE REG. I/O
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I/0 ADDRESS COMMAND REG.

r

OUTPUT BOTH MODE
REGISTER WORDS

OBTAIN Z80A-CTC
I/0 ADDRESS

OUTPUT MODE WORD
AND PRESCALER WORD

T

STORE ADDRESS OF
NEXT PARAMETER LIST
INTO BC REGISTERS

C RETURN )

’ Fig. 5-2. Subroutine ITUART Flowchart
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information with the latter three entries outputed after

the return from subroutine ITUART.

The next group of chips which required initialization
were the priority interrupt controllers. These were again
organized into a parameter linked list structure. The
parameter list contained the following:

list identifier I/0 address of PICU
The mask word to be outputed
Address of next parameter list

The two chips still requiring initialization were the pro-
cessor chip and port A and B of the Z80-PIO. Each of these

were initialized with an individual section of code.

Operational Initialization. The operational initiali-

zation phase involved the initialization of the different
queues and tables required for operation of the universal
network interface device. From Table X, it was established
that three queues would be required for use by processor
#1. A network transmit queue (NWTXQ) was needed to trans-
}er from processor #l1 to processor #2 the storage address
of those messages to be transmitted on the network. Con-
versely, a local transmit queue (LOTXQ) was needed to trans-
fer from processor #2 to processor #1 éhe storage address
of those messages to be transmitted to peripherals con-
nected to the inferface. A third queus (LBTXQ) was needed
by processor #1 to store the memory address of messages
which could not be transmitted to local peripherals because

the peripheral was still receiving a previous message.
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Each of the queues were designed to be circular in nature
with two 16-bit locations used to control gqueue operation.
These 16-bit locations contained the address of the current
head of the queue and the address of the current tail of
the queue. The queue initialization consisted of setting
the head and tail of the queue to the address of the start
of the queue.

The other operational initialization requirement was
established by the store information function. Within the
furction was a requirement to determine where an incoming
message would be stored. This suvggested a table be con-
structed which consisted of the memory addresses of all
unused memory. As the memory was used, it would be removed
from the table. It would be put back into the table by
the deallocate storage space function. To allow this table
to be generated internally required certain information
and assumptions be made about the memory structure. First,
it was assumed a large contiguous section of memory would
be dedicated to message storage. This section would then
be broken up into a number of fixed sized memory blocks
which would be allocated through the memory table. The
initialization routine generated the memory table based
upon the value associated with certain variables. The
values required were the address of the start of the memory
table (LOMNTB), the address of the start cf the contiguous
section of memory (MENST), the number of memory blocks

(BLKNUM) and the size of each memory block (BLKSIZ). The
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maximum block size was limited to 256 to simplify the

operations associated with this value.

Operating System #1 Generalized Subroutine

This concluded the initialization portion of processor
#1. The initialization generated a requirement to add/
delete memory addresses from different queues and from the
memory table. The next section discusses the generalized

design of such routines.

Queue Addition/Deletions. The operations associated

with a given queue were limited to the addition of a mem-
ory block address at the tail of the gueue and the removal
of the memory block address from the head of the queue.
In a network application, there may be a method to identify
an important message which would allow it to be added to
the head of the different queues. A routine to do this
was not included in the operating system. If required,
this routine could be easily developed as it would be a
slight variation of the other routines. The lock-out method
developed for jointly shared queues would support this other
routine.

When the need for the different queues was discussed,
the information within the queues was shared and changed
in two instances by both processors. There could arise
a situation where one processor was changing information
while the second processor was reading this same informa-

tion. Thus, entry to the information in the shared queues
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had to be controlled to insure only one processor had

access to the queue at a given point in time.

The method chosen for control of the gueues was
through the use of a queue access word. The processor
desiring access to the queue would test a bit to determine
if the other processor was using the queue. If not, it
would set a bit in the access word to reflect it was using
the queue. While this approach was feasible, it could not
be directly implemented. A problem resulted because of
the instruction execution relationship between the two pro-
cessors. When one processor attempted to gain access to
information in a queue, the other processor could be from
one-half clock cycle to any multiple thereof of also attempt-
ing to gain access. If the two processors were within a
half clock cycle of each other, both would test for the
other, determine the queue was free, set if queue status
to using, and begin changing information contained within
the queue. This clock relationship dictated a more sophisti-
cated access technique be designed.

Since the processors could be so close in synchroniza-
tion, a delay had to be introduced into the entry routine
of one of the processors. Processor #2 was designated as
having priority over processor #l1 in the use of any of the
queues. On attempting to gain entry to any of the shared
queues, each of the processors would set unique bits to
indicate it was waiting for the queue. They would then

test to determine if the other processor was waiting. If

117

k] e i it




e

so, processor #1 would jump intc a loop, while processor

#2 would determine processor #l's status concerning use

of the queue. This was accomplished by testing another

bit to determine if the gueue was in use. If not, pro-
cessor #2 would set the bit indicating it was using the
queue and proceed with its action. If processor #1 was
using the queue, processor #2 would be put into a wait loop
until processor #l was through with the queue. The actual
code for this is shown in Figure 5-~3 with an execution
timning diagram shown in Figure 5-4. The timing diagram
(case 1) shows that for the case of 0.5. #2 attempting to
gain access to the queue ahead of 0.S. #1 the lock-out code
would function properly. Case #2 illustrates the worst
case for the situation when 0.S. #] is ahead of 0.S. #2

in terms of queue access actions. In this case, 0.S. #1
tests the waiting status of O0.S. #2 one-half clock cycle
before it is changed. Again the lock-out code functions
properly as the bit 0 instruction would cause 0.S. #2 to
be put into a wait loop.

Once the lock-out mechanism was designed, the flowchart
for the queue addition and deletion tasks were developed.
These are illustrated in Figures 5-5and 5-6. To insure
these algorithms work properly, the queue must consist of

an even number of locations with the following structure:
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[

STORE HIGH BYTH
MORY BLOCK ADN
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{ Fig. 5-5. Queue Addition Flowchart
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Start of gqueue address XXXXXX
XXXXXX
XXXXXX
End of queue address XXXXXX

This structure was chosen to reduce processing time
associated with the end of queue check. The sixteen-bit
subtract instruction which must be used to make this check
includes a carry flag subtraction. With this structure,
the proper result is obtained irrespective of the value

of the carry flag.

Memory Table Addition/Deletion. The actions required

to be accomplished on the memory table were similar to the
shared queue actions. Since the memory table would be used
by both processors, the lock-out code would be required for
both actions. The memory table was set up with only a head
pointer. This was done to eliminate an end of table check
for the addition action. The required acticns consisted

of addition to the head of the table and deletion from the
head of the table. The addition algorithm was very simple
and is not presented in this paper. The deletion action
was similar to the remove information from head of queue
algorithm except that after the lock-out tasks were accom-
plished, a check had to be made to determine if memory was
available. If memory was not available, a wait loop was

entered, until a block was freed. This approach was used




since memory was allocated upon receipt from the user peri-

gl n o )~

pheral of the first character. 1In an actual application, ’
a more formalized local protocol procedure could be used
which required the peripheral to obtain access to the uni-
versal network interface device before sending a message.
The right to access would then be conditioned upon whther
memory was available or not. The deletion flowchart is
shown in Figure 5-7.

Interrupt Service Routines
Operating System #1

The next routines developed were those routines which
would normally be used to service a teletype or CRT terminal
connected to the universal network interface device. Within
the routines, certain simplifying limitations were imposed
to reduce the complexity of the code. The address informa-
tion provided to the universal network interface device
was limited to two characters. The first character was
the destination address while the second character was the
sender address. Thus terminal identifications were limited

to zero through none or A through 2. This was done to mini-

mize the development of a local protocol for the testing

of the universal network interface device. By limiting

the address, conversion and packing of multi-character

address was not required. To send a message, all the

terminal had to do was to begin typing the desltination

address of the message.
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Fig. 5-7. Memory Table Deletion Flowchart
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Fig. 5-7--Continued

126




Operating System #1 Receive Interrupt Routine. This

subroutine implemented for a TTY or CRT terminal the
receive functions under the service routine breakout in
Table IX. The routine would normally be entered upon
generation of a character bit stream by the terminal. The
character bit streams would continue to be stored until

an end of message character was received. Upon receipt

of this character, the memory block storage address would
be added to the tail of the network transmit queue for
further processing by processor #2.

In development of the algorithm for this routine, the
situation where a message length exceeded the memory block
size was considered. One approach was to link the memory
blocks and then transmit the complete message after it was
received. However, the message packet transmission concept
is gaining increasing support as an efficient method of
message transmission. If the memory block size was defined
to equal the maximum packet size, then a packeting concept
could be implemented. Counter to other decisions which
simplified the code, the latter concept was selected as
the method to handle message block storage overflow. To
implement this method required a control word be sent with
each message. The control word was organized as shown in
Figure 5-8. A one in bit position four signified the mes-
sage was one packet in a sequence of packets. A one in
bit position five signified the message was the end packet

of the sequence.
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end of sequence SRS J
signified message part packet sequence
of a sequence number

Fig. 5-8. Packet Sequence Control Word [

The flowchart for the receive service routine is shown
in Figure 5-9. To support this routine required five eight-
bit words be allocated for use by the service routine.

These words were used to store the address of the memory
block allocated to the routine, the current number of words

stored in the memory block, and the message control word.

Operating System #1 Transmit Interrupt Routine. The

transmit interrupt service routine implemented the transmit
functions under the service routine in Table X. It trans-
mitted a word of information in response to a transmit
buffer empty interrupt. The flowchart for the routine is
shown in Figure 5-10. To implement this routine required
eight eight-bit words be allocated for use by the routine.

These words were used as follows:

Words 1 and 2 Address of memory block being transmitted
Words 3 and 4 Multibuffer address of next memory block
Words 5 and 6 Address of multibuffer status word

Words 7 and 8 Number of words transferred

The multibuffer address is the address of a portion
of memory used to assemble the packet sequences of a mes-
sage. There can be any number of these multibuffer storage

areas in memory. They require 19 contiguous storage spaces

128




é (_‘ TTY RECEIVE )

SAVE INTERRUPTED
PROGRAM REGISTER

NO MEMORY

‘\\\\\ffiiCATED

g

OBTAIN MEMORY
BLOCK
INPUT WORD
YES DELETE
r* CHAR

DECREMENT BLOCK
STORAGE ADDRESS

STORAGE
EXCEEDS BLOCK

Fig. 5-9. Receive Interrupt Service Routine Flowchart
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Fig. 5-9--Continued
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Fig. 5-9--Continued
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Fig. 5-10. Transmit Interrupt Service Routine Flowchart
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which are used as follows:

Word
Word
Word

Word
Word

The assembly area status word is organized as shown in
Figure 5-11.

plish the service routine functions.

1 Status word for the assembly area
2 I/0 address of the holding register
3

and 4 Address of location used to store the
memory block address of message being

transmitted
5 Sender's address of the message

6 thru 19 Addresses of the different blocks where

the packet sequences are stored

This completed the design necessary to accom-

all packets received

C e 5 e J
number of number of
packets packets
in sequence received

multibuffer storage area in use

Fig. 5=L1.

Main Operating System #1

tion.
transmit queue and the local busy transmit queue and took
action based upon certain conditions.
mally involved enabling of the transmit portion of a 2651
and the loading of the message memory block into the 2651
transmit address location.
those shown in Table X for the main operating system.

would have been the only functions of the main operating

It monitored the multibuffer storage areas, the local
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Multibuffer Status Word

The main operating system performed a monitoring func-

These functions correlated to

These actions nor-
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system had the packet concept not been implemented. The

packeting concept increased the complexity of the operating
system because of the tasks associated with arranging the
packets into the proper sequence. Once processor #2 put
information into the local transmit queue, operating system
#2 had to perform the tasks shown in Figure 5-12.

The network address is correlated to the local address
through use of two tables. The first called the network
address table (NWADTB) contains the network address of all
peripherals connected to the universal network interface
device. For each entry in the network table, there must
be a corresponding entry in the local address table (LOADTB).
The entries required in the local address table are the
local I/0 address which corresponds to the network address
and the address of the location used by the service routine
to store the memory block address of the message being trans-
mitted.

The overall flowchart of operating system #1 is shown
in Figure 5-13. This then completed the design cf operating

system #1.

Network Processor Operating System

The functions which are performed by processor #2 and
operating system #2 are shown in Table IX. In a similar
manner, these functions can be segregated into those func-
tions performed by service routines and those performed by

the main operating system. This segregation is accomplished

in Table XI.
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Initialization of Network Processor Operating System.

The initialization of processor #2 required devices be
initialized. Device initialization was required for the
processor, the processor board USART and associated chips,
and the network card's Z80A-SIO and Z80A-CTC. Each of these
initializations were done in an individual section of code.
The Z80A-SIO and Z80A-CTC initialization did employ a param-
eter list and the capability to link the parameter lists j {
together. For the Z80-SIO, the parameter list consiste<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>