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NOTICE
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ment operation, the Government thereby incurs no responsibility nor
any obligation whatsoevet, and the fact that the Government may have
formulated, furnished, or in any way supplied the said drawings,
specifications, or other data is not to be regarded by implication or
otherwise, as in any manner licensing the holder or any other person or
corporation, or conveying any rights or permission to manufacture, use,
or sell any patented invention that may in any way be related thereto.

This final report was submitted by Applied Science Associates, Inc.,
Box 158, Valencia, Pennsylvania 16059, under contract F33615-77-
C-0040, project 1121, with Technical Training Division, Air Force
Human Resources Laboratory (AFSC), Lowry Air Force Base, Color-
ado 80230. Mr. Brian Dallman was the contract monitor.

This report has been reviewed and cleared for open publication and/or
public release by the appropriate Office of Information (Ol) in accord-
ance with AFR 190-17 and DoDD 5230.9. There is no objection to
unlimited distribution of this report to the public at large, or by DDC
to the National Technical Information Service (NTIS).
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~The study began with a review of past SPT efforts to determine what was done and to evaluate the strengths and weak-
nesses of each approach. The troubleshooting task was then analyzed 1o determine discrete behavioral steps and the informa-
tion requirements associated with each step. The SPT concept was developed around the results of these analyses.

e

With the SPT concepts firmed up, the presentation mechanisms {i.e., visuals and data tables) were designed. This design
dictated the parameters of SPT materials to be produced. As earhier SPT researchers have observed, prgviding complete
operating nformation in symbolic form can fill volumes and require extensive production time. Equi nt materials were
produced once for normal equipment operation. Problem-specific information was produced only the subset of materials
1 affected by an individusl 1tem. Clerical production was accomplished similarly us‘ng magnetie Storage for normal data and
inputting only the problem-specific changes. g

The SPT materials were validated prior 1o the full-scale data collection. The vahidation revealed a major problem with the
answering scheme and several minor problems with the visuals. Validation personnel commented on the difficulty associated
! with imitially learning the SPT concept and materials use. The overall concept appeared workable and the individual results
matched expectations. The answering scheme and the visuals were modified. As a result of the validation, a practice problem

s,

i
| was also developed to provide free pragtice prior to a subject’s symbholic performance testing. 3
4 The tield testing was conducte at Lowry A Force Base, Colorado, from mid-January to mid-February 1978. Fifteen g
3 students and 16 admmistrators were tested in groups of four for two days each. One test administrator monitored two sets Y
”; of concurrent Job Sample Tests {JSTs) and SPTs. Data collected included: answer (suspected malfunctioning stage), time to i
-

completion, steps to completion, and a record of check sequence and location,

/}nalvm of the results indicated similar performance on both JST and SPT forms. The accuracy scores for all subjects on ;
all tests produced a positive correlation of .384 which is significant at the .025 level. 4

Time to completion produced a positive correlation ot .588 which was significant at the .0005 levet. Steps to completion
produced a positive correlation of .356 which was significant at the .025 level.

Analysis of the check sequences and locations produced very high positive correlations between performance on JST and
SPT forms.

ability 1s illustrated by the fact that the subjects on thefaverage missed two problems out of every three. In this regard,

The primary difficulty encountered was highly variable troubleshooting performance regardless of test form. This vari-
results were similar to those of earlier studies. L

LT

he results indicate that the SPT approach was sound, requiring very few modifications. Severa! new applications are
uggested by the results; these include:

. 1.) Adapting the method for computer presemanor,

2. Using the method to provide practice in training, in addition to tesnng/ &

= a4

/3.) Using some of the SPT equipment analyses for maintenance evaluation and in curriculum development/ Qi tf/

] 7 . .
f4.)Applying the method to SPTs for other levels of troubleshooting penetration.
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INTRODUCTION

Increased emphasis on performance-oriented training requires the
development of more job-relevant, valid, and performance-oriented ap-
proaches to skill measurement than the multiple-choice questions now
in vogue in Air Force maintenance courses. One obvious alternative
approach would be to give actual job sample tests using actual equip-
ment. Such job sample or job task performance tests can provide high
levels of content and face validity. However, these ter:~ often re-
quire prohibitive amounts of test administrator time ¢ may require
scarce, fragile, and expensive prime equipment and tes .quipment.

In addition, such tests are sometimes hazardous for both students and
equipment. For these reasons, job-oriented testing on operating
equipment has not been used or, at best, has been used in such a
limited way that test results have been neither valid nor reliable.
Resvurces are not now available to increase on-equipment testing nor
are such resources likely to be available in the future. A reasonable
solution may be found using a paper-and-pencil or computer-based simu-
lation approach, which reduces test administrator burdens and does not
require testees to perform on tactically configured hardware and to use
scarce tools and test equipment. Simulated performance tests are
strongly cormended by AFM 50-2 as an approach for operating within
training resource and safety constraints,

Background

Foley (1974) prepared an extensive literature review concerning
the evaluation of maintenance performance. He cited several studies
which showed, without exception, low correlations between job task per-
formance tests and conventional pencil-and-paper theory and knowledge
tests. Similar results were found by Engel and Rehder (1970) who con=-
cluded, for the specific Military Occupational Specialty examined, that
the methods of evaluation in use (i.e., multiple-choice, job knowledge
tests) did not possess an acceptable level of validity within a group
or by individual measurement to support the existing personnel system
requirements. Their conclusion could probably be generalized to any
career area using conventional pencil-and-paper theory and knowledge
tests for evaluation,

Bergman and Siegel (1972) reviewed the literature concerring train-
ing evaluation and student achievement measurement. They concluded that
(1) there was too much use of rational rather than empirical methods;
(2) there was too much subjectivity when objectivity was needed; and
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(3) evaluation research was too often limited by monetary considerations,
They also stated that most of the research studies reviewed were techni-
cally deficient becaus> of (1) the use of too few subjects; (2) the use
of inappropriate statistical techniques; (3) the failure to use control
groups, or use of inadequate controls; (4) the use of improper sampling
procedures; or (5) the usc of inappropriate, contaminated or unreliable
criteria.

Requirements for criterion-referenced job task performance tests
were strongly emphasized by Foley (1974).  Engel (1970) commended the
work sample criterion as a reliable and job-relevant measure that also
could be used as a standard for the evaluation of other measurement tech-
niques. Advantages of job sample (job task performance tests) cited by
Siegel, Bergman, Federman and Sellman (1972) were (1) realism; (2) prac-
ticality; (3) objectivity; (4) content validity; and (5) freedom from
verbal requirements. Guidance in the preparation of these performance
tests (at varving levels of usefulness) is contained in Boyd and Shimberg
(1971) and Viueberg, Taylor, Young, iirshfeld and Maier (1976). High
cost and difficulty of administration o/ job task performance tests are
widely noted (Engel & Rehder, 1970; Folev, 1974; Vtoley, 1975; Osborn,
1970; Siegel et al., 1972). Osbora (1970), using the term "-ynthetic
performance tests,'" recommended selection of inexpensive alternatives
to fully job-relevant performance tiésts. Cost trade-offs should be made.
Foley (1974, 1975) quite explicitly dimanued empirical validity, stating
that job task performance tests should be used in spite of their high
cost, 1f they are the only empirically valid tests availabie.

Fitzpatrick and Morrison (1971) cited two symbolic performance tests
as tests of diagnostic problem-solving performance: the Tab Test for
troubleshooting (Glaser, Damrin, & Gardner, 1952), and the medical simu-
lation exercises of McCuire and Babbott (1967).

Foley (1974) discussed empirical validity of early pencil-and-paper
substitutes for job task performance tests. Of particular note were the
symbolic equipment tests as represented by the Tab Test (Crowder, Morri--
son & Demaree, 1954) and the Multiple-Alternative Symbolic Troubleshoot-
ing Test (MAST) (Grings, Rigney, Bond & Summers, 1953). These tests dis-
played equipment schematic diagrams. Tabs were used to cover displays
of information normally obtained by using test equipment on the actual
hardware. Corks were substituted for tabs in the MAST. Correlations
with job task performance tests were found to be minimal in studies by
Crowder et al. (1954) and Evans and Smich (1953).

Foley (1974) expressed the strong opinion that a different approach
to the development of symbolic performance tests could result in higher
correlations. However, the results in an initial attempt to provide
better symbolic performances in the area of troubleshooting showed a neg-
ative correlation with job task performance tests (Shriver & Foley, 1974).
Initial validation of symbolic troubleshooting was deemed unsuccessful.
Following modification, Shriver and Foley (1974) then found symbolic tests
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to have a higa degree of empirical validity (when using job task perfor-
mance tests) at the chassis or black box level (although not when higher
numbers of alternatives were possible, as at the component or piece-part
level),

Several considerations and hypotheses were presented to influence
future development of symbolic performance tests. Of particular note
were the suspected fnability of many subjects to use test equipment prop-
erly, the distractions and interruptions typically found on the job, and
the need for inclusion of a more realistic presentation of information
(including the usn of random-access projection of test equipment readings).
In support of the final consideration, Lefkowith (1955) showed realism to
be an important f{actor in the validity of pictorial tests (although there
was a practical limit).

Written simulation, a technique simulating the decision-making pro-
cesses of doctors and others involved in diagnosing and managing patient
problems, has been widely used in the health professions for testing and
certification. McGuire, Solomon, and Bashook (1976) suggested that the
essence of simulation could be captured in a pencil-r d-paper format em-
ploying either latent image or opaque overlay techniques for feedbac’
systems. Thuis, written simulations have been claimed to provide economic
and technical feasibility for self-assessment and large-scale testing in
varied settings. McGuire et al. (1976) asserted that the methodology of
written simulation is widely applicable to an alr-st unlimited variety of
content areas, educational levels, and management settings. The tech-
nique, however, has not been successfully applied to troubleshooting in
an Air Force environment. Similar techniques, however, have been used
for training (Cantor & Brown, 1956; Naval Training Device Center, 1960).

Objectives

The aim of this effort was to develop and evaluate the practical
usefulness of a paper-and-pencil simulation approach to performance test-
ing in a technical training environment. It was expected that the ap-
proach could be generalized to a broad range of testing situations. The
focus of the effort was on corrective maintenance of electronic equipment--
a pervasive maintenance problem common to a wide variety of Air For.e
Specialty Codes (AFSCs). More specifically, the effort focused on the
measurement of electronic troubleshooting skill--widely seen as the most
critical skill underlying overall electronic maintenance performance and
a skill which has been studied extensively by behavioral scientists for

over three decades.
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Troubleshooting

Troubleshooting is vi:wed within this study as a systematic process
for gathering information zbout external and internal malfunction symp-
tums, leading through the functional dependency relations (data flow)
awong equipment components to a deduced conclusion as to the component
ciusing the externally observed symptom. The process is characterized
by dependency relation analysis (information gathering using test equip-
ment) and sequential decision making (i.e., deciding what information to
collect and ultimately what component to adjust or replace).

A

% The activities inherent to the process are described below, in the
g usual order.
Activity Process
1. Symptom Detection The fallure of the equipment to per-
form to specification is noted. Ini-
| tiating cues include write-up, sche-
duled check, or operational failure.
2. Symptom Pattern Completion When equipment malfunctions, some num-
ber of equipment outputs will be af-
3 fected. The logic of troubleshooting
1 first checks which outputs are bad and
then looks for a cause which is common
to all the bad outputs. Much internal
| checking can be avoided by noting which
. outputs are good and bad.
3. Symptom Pattern With a complete symptom pattern, stages
Analysis not associated with bad outputs can be
eliminated without internal checking.
4, Output Deficiency In some cases, the character of the
Analysis symptom itself, rather than its rela-
: tion to other symptoms, focuses on
;j particular groups of stages as the

: only ones which can cause that sort
3 of symptom.

] 5. Specific Experience (A special case of Activity 4.) This

4 sort of knowledge is usually assoclated
3 with long experience with the equip-

1 ment during which the technician learns
to associate probable causes with spe-
cific output conditions.

10
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Summary of Approach

Briefly, the approach was to develop an equipment-free, paper-based
simulation of the hardware which the testee could troubleshoot in the
same logical manner as he would troubleshoot the real hardware, thus
requiring similar knowledges and cognitive skills. In this case, the
hardware consisted of the HP 652A oscillator and the Tektronix 453A
oscilloscope, commonly used by Air Force technicians. It was expected
that troubleshooting task performance on the simulation would be pre-
dictive of performance of the same tasks on the actual hardware. To
test this assumption, two groups of subjects--journeyman technicians
represented by instructors in the Precision Measuring Equipment (PME)
course at Lowry Air Force Base, Colorado, and novices represented by
students in the same course (who had completed training on this equip-
ment)--were glven the sa .. problems in two test modes: criterion or
Job Sample Test (JST) and simulation or Symbolic Performar -: Test (SPT).
There were 15 students and 16 instructors who were given three problems
on each piece of equipment in each mode--3 x 2 x 2 or 12 problems in all.

Test Development and Simulation Issues

The Criterion Problem

It is important to recognize that criterion validity 1is not assured
through use of actual job tasks as test items. Whether such tasks are
used or not, it is necessary that the variety of tasks be sufficient to
account for the variability in the hypothetical ultimate criterion and
that the test tasks be performed under conditions similar to those found
on the job., Further, if validity is to be assured, the scoring of indi-
vidual items must reflect their importance in the context of the total

job or task.

It is possible that a performance test with all of the above char-
acteristics (which would make its contents valid) could be entirely use-
less because of unreliability. Thorndike (1949) notes that it is not
necessary for the reliability of a criterion measure to be extremely
high. It is necessary that the criterion measure's reliability be otier
than zero, and that the reliability be known, since if it is not, vali-
dation of other instruments against the criterion will not be possible.

Even if the criterion test produces valid and reliable measures of
performance, it may still fail in usefulness because it is not diagnos-
tic. If the criterion measures will be used to validate instruments
which will predict only success or failure on the job, and if success or
failure truly expresses the limit of our interest, then such a criterion
would be useful. However, such a criterion would not be useful if we

11
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were interested in knowing why those who failed did so, what specific
tasks proved too difficult for them, or what training or performance aids
would be required to bring them to an acceptable level of competence. It
is questions of this latter sort in which we are most often interested.

Simulation

If all important behavioral components of a task are represented in
the simulation in about the same way they are represented in the real
world, performance in the two situations should be similar. To achieve
good simulation (i.e., good behavioral verisimilitude), the opportunities
for error or inadequate performance which would degrade performance in
the real world must be found to about the same extent in the simulation.
Note that nothing has been said about physical resemblance. The focus
must be on the behavioral components of tasks. In generai, money spent
on simulation for reasons other than to create an opportunity to exhibit
the behaviors critical to task performance must be justified on grounds
other than fideliiy of simulation.

Good simulation must be based on careful analysis of the tasks for
which simulation is desired. Just as too much attention to physical re-
semblance may not be cost effective, too little attention to behavioral
similarity can lead to simulations which are of little value in predict-
ing real-world performance.

Previous work in troubleshooting task simulation has been plagued
by several difficulties. Chief among them is that tasks have been modi-
fied for sim:lation purposes in such a way as to make them different
(usually easier) than the tasks performed on the hardware.

Some previous efforts have restricted the range of troubleshooting
behavior sampled in the JST to what was possible to simulate with a given
technique. While this will lead to better prediction of success on the
JST from knowledge of performance on the SPT, the generality of the re-
sult is limited by the partial JST behavior sample.

Systematic efforts have rarely been made to establish the content
validity of the JST, and no study has been found which has, for elec-
tronic troubleshooting, empirically related performance on the JST to
overall job performance. Further, it has often been impossible because
of resource limitations to develop sufficient numbers of items to assure
measurement reliability, either on the JST or SPT. Additionally, SPTs
have frequently failed to predict performance on JSTs because the behav-
ior sample domains of the two tests were different, typically in that
many behaviors required on the JST were not required on the SPT. Out-
standing examples of such omissions are use of test equipment and trans-
lation of data-flow representations, such as schematics, to physical rep-
resentations of the hardware.
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Troubleshooting is often a higher order task with many components.
Skill on one or some of the components may not always predict whole-task
skill. Absence of some critical skill elements (use of test equipment
fs an excellent example) can be completely disqualifying, and skill in
all components does not assure whole-task competence.

For some technicians, "making it all play together" is a significant
problem. Keeping track of where one is in the deductive process--what is
known and what still must be found out--while continually being inter-
rupted with interpolated tasks, such as getting access to test points
and setting up test equipment, adds an important dimension to task diffi-
culty.

Three other important difficulties with troubleshooting sirulations
follow:

1. Error cues have been provided in the SPT which would not
be present in the JST. This has resulted often from the
difficulty of providing equal error opportunity in the
SPT. To do so implies providing information on test
points not ordinarily considered relevant to the prob-
lem being solved. Information on non-relevant test
points has frequently presented cues to the testee
indicating that he was on a non-relevant test point
and cuing him to alter his strategy.

2. The SPT by its very nature fosters the use of a dif-
ferent approach to troubleshooting by the technician
in that all tests tend to be of equal effort, whereas
in the JST there is often wide variance in the effort re-
quired to make a test. The tendency of technicians
is to maximize information gained per unit check cost
where the cost of the check is 1n terms of the diffi-
culty of gaining access to the test point, waiting for
the system to cycle into the right state, hooking up
additional test equipment, using test equipment with
which he 1s unfamiliar, etc. This means that he tends
to make cheaper rather than more expensive checks when
troubleshooting real hardware. Check costs tend to be
equal in the SPT mode, and thus check cost is not a
variable.

3. Simulations have tended to assume that the system was
always in the appropriate state making it unnecessary
for the testee to be concerned about system state and,
indeed, considerably reducing his opportunity for error
(system state equals a unique set of positions for
switches, including internally controlled switches).
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The following section covers how the JST (criterion) and SPT (sim-
ulation) were developed and how the testing was conducted in this effort.
Results and conclusions will be found following the methods discussion.
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METHODS

Criterion Development

Criterion development took the general form of identifying potential
malfunction problems in each piece of equipment and then assessing the
representativeness of each possible problem as well as assessing the prac-
tical difficulty in isolating the cause of a malfunction.

During the pre-item selection and equipment analysis, the equipment
was studied and the schematic diagrams were partitioned at the stage lev-
el. The relative difficulty of locating any given stage as the cause of
a malfunction was assessed. The difficulty facter was then used to group
possible items into three classes ranging from hard to easy to locate

problems.

Item selection and validation were based on the expertise of PMEL
instructors with field experience on the equipment to be used in the test.
Their selections were made after an analysis of the equipment and exam-
ination of the assigned difficulty ranking.

Once a consensus was reached on which items to use, failed compo-
nents within the stage and failure modes (e.g., open, short, change in
value) were specified. A major concern was the design of malfunctions

that were not visually detectable.

Pre-Item Selection/Equipment Analysis

The desired level of penetration was to the stage level. The first
task, therefore, was to divide the equipment into stages. Selection of
stages was accomplished by looking first at the system-level block dia-
gram, as shown in the vendor-supplied maintenance manual. Selection was
made to correspond as closely as possible to the individual blocks on the
system-level block diagram in the maintenance manual. Choice of stages
was indicated by drawing partitioning lines on the schematics. Figure 1l
is a system-level block diagram, and Figure 2 is a schematic of part of
the equipment with the stage lines shown. The following definition was

used as a gulde in determining stages:

A stage is generally considered to be one step in a
multi-step process. An amplifier stage might be a single
transistor or integrated circuit and its associated compo-
nents, such as resistors and capacitors, while an oscillator
or multivibrator stage may contain two or three transistors

and their associated components.
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Test Item Selection Criteria Development

The project was concerned with the information-gathering and sequen-
tial decision-making elements of troubleshooting. The %ehaviors of con-
cern were the following:

l. Dazciding where in the data flow to test.

2. Selecting the test instrument and test parameter.

3. Identifying the physical test point in the hardware.
4, Reading the test result.

5. Deciding whether the outcome is good or bad.

In stage level troubleshooting, this group of behaviors is repeated
for the sequence of points of test selected by the testee until the stage
containing the malfunction is identified. At the behavioral level, there
should be no difference between the JST and the SPT. The objective in
developing these selection criteria was to characterize the population
of problems on the equipment so that those of known difficulty could be
selected.

Previous research has shown that troubleshooting difficulty 1is a
function of:

1. The complexity of the data flow, where complexity
is equal to the number of components plus the number
of interconnections among them.

2. The kind and amount of test equipment ordinarily
available for use in checking.

3. The information available in the performance aids
on readings and tolerances.,

4, The information available in the performance aids
and/or placarded on the hardware concerning test
point locations.

5. The data flow presentation itself. (Some data flow
presentations greatly facilitate deciding where in
a system to check because of their layout. 1Indeed,
some presentations are supplemented by symptom cause
charts or dependency charts which also aid in deciding
where to check.)

Another criterion to be considered was failure frequency. Frequency

of failures in most electronic equipment is heavily skewed, with a rela-
tively small percentage of components accounting for a relatively large
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percentage of failures., This fact must be taken into consideration in
selecting test items if they are to be truly representative of the normal
troubleshooting fault population.

Equipment Breakdown by Troubleshooting Difficulty. A matrix was de-
signed to characterize relative problem difficulty. Refer to Figure 3
for an illustration of the matrix format. The rows of the matrix repre-
sent the stages. The matrix columns list factors which affect trouble-
shooting difficulty, including:

1. Type of data flow representation in the maintenance
manual.

2, A listing of test equipment required for troubleshooting.

3. Type and amount of reading and tolerance information
available in the performance aids for each parameter
appropriate to the test instrument in question (e.g.,
for a voltmeter, readings and tolerances may be avail-
able for voltages, but not for current or resistance;
or readings and tolerances may be available for wave-
forms, but not RMS values measured on a voltmeter.
This is usually a function of the maintenance manual
for a particular piece of equipment).

4, The number of stages and interconnections among them
within the functional group.

5. Failure frequency.

The matrix permits identification of problems representative of all
required behaviors (such as scope display interpretation, meter reading,
deciding where to check next in the absence of normal reading, and infor-
mation in the performance aid) and will reflect those problems most often
encountered in actual maintenance. The following paragraphs discuss the
contents of each matrix column.

Equipment Breakdown--A listing of stage designations for the
equipment being analyzed. The stage designations consisted of
the reference designator for the active circuit component in a
stage, such as Qll for a transistor or CR4 for a diode.

Failure Rate--An indication of high, normal, or low failure rate
determined by analyzing logistics failure rate data. On this
effort, these entries were supplied by field experts during the
problem validation.

Complexity (Number of Connections)--The total number of inter-
connections among the components within a particular stage.
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Point of Test Accessibility (Hard or Fasy)--An assessment of
case of access. Accessibility was judged "Easy" if components
were located on the top of printed circuit boards and had ref-
erence designators nearby making points of test easy to find.
Accessibility was judged "Hard" if a second layer of protective
covers had to be removed to provide access to points of test,
or {f the stages in question had feedback loops connected to
them which ordinarily would be broken in troubleshooting. If
the stages had feedback loops which were not available on con-
nectors or terminals (indicating that a component would have to
be desoldered or a foil strip broken to break the feedback loop
in order to inject synthetic feedback), accessibility was also
rated "Hard."

The "Documentation Features' portion of the matrix covered the main-

tenance manuals made available to the troubleshooter on the test equip-
ment specified. This part of the matrix was comprised of the following
Tive categories.

Schematic Coverage--If the stage had schematic diagram coverage
to the component level, a "Yes'" was indicated. If not, a '"No"
was indicated.

Symptom Cause Coverage--If the documentation cortained a Symptom
Cause Chart operating at the desired level of maintenance, a 'Yes"
was indicated. If not, a "No" was indicated.

Troubleshooting Tree Coverage--If the documentation had trouble-
shooting trees to identify malfunctioning stages, a "Yes" was
indicated. If not, a "No" was indicated.

Parts/Point of Test Location Coverage--T{ the maintenance docu-
mentation contained information in which individual component
locations were specified, the column cell entry was a "Yes." If
it did not, the cell entry was a '"No.,"

Circuit Description Coverage--The circuit descriptions con-
tained in the documentation were checked to see if they dis-
cussed individual stage operation., If the circuit descrip-
tions contained only superficial mention of a stage and its
function, the cell entry was a "No." 1If the stage and/or
its function werc discussed in sufficient detail (electron
current flow), the cell entry was a "Yes."

The "Optimzl Solution Characteristics'" were derived by doing a paper-
and-pencil troubleshooting exercise on each segment of the data flow that
could be isolated as a cause of a single missing output from the device.

A partial data flow drawing was constructed for the stages necessary to
produce the missing output. Troubleshooting of the data flow diagram
then consisted of half-splitting the data flow and recording the check
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number at each point of test. In this case, checks upstream or downstream
from an earlier check were given the same number at the next half-split
point (see Figure 4).

For examplie, in 2 data flow diagram of eight series blocks, the first
check would be between blocks 4 and 5 and would be labeled 1. The next i
upstream check would be between blocks 2 and 3 and would be labeled 2.
The next downstream check would be between blocks 6 and 7 and would also
be labeled 2. Troubleshooting of each data flow drawing was completely
performed in this manner.

The test equipment required to measure signals at the designated
points of test was also noted. The schematic diagram or other mainte-
nance data were checked to see if readings, waveforms, or other relevant
signal parameters were present. If the value was not present, "No Value"
was indicated adjacent to the check number. For components with more
than one input, it would not matter which input received the next check
number, or the next check number plus one. Tigure 5 shows an optimal
solution including this type of information.

Number of Troubleshooting Steps--For the following explanation,
refer to Figure 5. The number of troubleshooting steps was
indicated by the highest check number recorded on any cof the
inputs to the stage, plus the number of checks associsated with
the stage, plus as many checks as were required to checxk all
of the inputs to the particular data flow diagram. Ir the
example illustrated by Figure 5, the number of troubleshooting
steps is seven, including one for the power supplies, cne for
each of the inputs, and four, the highest check numver on an
input.

Number of Steps No Values--Total number of ''No Value" steps
(""No Value" steps are checks at points of test wicth signal
values not provided by the maintenance documentation). Check

3 or 4 (the output of block 9) on Figure 5 is a "No Value' step.

Number of Input and Power Supply Steps--The number of input and
power supply steps was the total of the power supply checks and
the input checks required to verify correct power supply and sig-
nal inputs to the data flow diagram.

Number of Steps Using Scope--The number of checks made with the
scope was recorded in this cell. Te:sts made on the power supply
and the inputs with the scope were also included.

Number of Steps Using Volt-Ohm-Milliammeter (VOM)--The number of
checks made with the VOM to isolate the problem was entered in
this cell. Tests made on the power supply and the inputs were
again included.

B e
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Number of Steps Using . . . . .--There was space provided in
the matrix for several of these columns. These columns were
provided in anticipation of the later discovery that additional
test equipment was required to troubleshoot. Examples of other
equipment might include signal generators, power supplies, and
power meters. The cell entry would be the number of required
checks made with the equipment during the optimal solution.

Problem Difficulty--Problem difficulty is a number ranging from
zero to 100. The higher the number, the more difficult the prob-
lem, according to the algorithm. This number was computed and
entered on the matrix after all other matrix cells were filled.

Problem Difficulty Algorithm. The problem difficulty algorithm had
two forms: one with an accessibility factor and one without. After re-
viewiig a completed matrix, if it was discovered that all of the accessi-
bility entries were the same, the algorithm without the accessibility fac-
tor could be used, since accessibility was then a constant and would not
change the results. Dropping accessibility makes the calculation of the
individual difficulty numbers easier and faster.

Both forms of the algorithm contain weighting factors which were
estimated by troubleshooting experts. These estimates were made by
judging the relative importance of each algorithm factor to the trouble-
shooting task. The experts judged that test equipment use and hard-
ware operating values were most important, of equal value, and account
for 75 percent of troubleshooting difficulty. The remaining three fac-
tors were judged approximately equal in importance and assigned weights
of 8.3 each to account for the final 25 percent. The algorithm weights
of these were adjusted to 12.5 in the version which omits accessibility.

Both forms of the difficulty algorithm are shown in Figure 6.
(Refer to this figure during the following discussion, to which it is

keyed.)

1. The first term in the equation is a complexity factor,
determined by taking the number of stage connections for
a given stage and dividing it by the number of stage con-
nections in the largest stage of the equipment. The result
is then multiplied by a constant weighting factor of 8.3
in the algorithm version including the accessibility fac-
tor, or 12,5 in the algorithm version omitting the acces-
sibility factor.

2. The second term in the equation is the accessibility
factor (if it is required). Where there are differences
in accessibility, the matrix entries are rated either
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"Easy" or "Hard." In the formula, a "Hard" entry equals

a constant of 8.3; an "Easy" equals zero. In the calcula-
tions here, each term in the algorithm reduces to a number
which 1s summed with the numbers from the other terms to
provide the difficulty factor; thus, "Hard" accessibility
adds 8.3 to the total,

The third factor, divided into two parts, accounts for the
amount of help, or its Inverse, the lack of troubleshooting
help supplied by the avallable documentation and critical
decisfon information.

a. The first part deals with the number of avail-
able features In the documentation and the num-
ber of features that are applicable to trouble-
shooting a given stage. The number of applicable
features for a given row is obtained by counting
the cells with the "Yesses"; this number is then
subtracted from the total number of features, ob-
tained by counting the number of columns under
"Documentation Features.'" The result of this
subtraction is then multiplied by the result
of dividing 8.3 by the total number of features.

b. The second part consists »f dividing the number
of troubleshooting steps with no values (obtained
from that column in the matrix) by the total num-
ber of troubleshooting steps (obtained from {ts
column), and multiplying the result by 37.5.

The fourth factor in the equation {s a composite of subordi-
nate cquations, one for each piece of test equipment used
in the optimal troubleshooting solution, FEFach factor con-
sists of the total number of measurements performed with

a glven piece of test equipment, multiplied by the test
equipment difficulty factor. That quantity is then
divided by the total number of steps in the optimal solu-
tion. This operation 1s repeated for each plece of test
equipment using the same process. The results arce then
summed and multiplied by a constant of 12.5. The test
equipment difficulty factors used on this project were:

3 for an oscilloscope or signal generator, 2 for a power
supply, and 1 for a VOM or a Digital Voltmeter (DVM).

Test Ttem Vallidation and Selection

The matrices were validated by five Air Force PMEL instructors, who
evaluated information presented and noted any significant deviations trom
field practice. 1t was possible that test equipment specified in the
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maintenance manuals was not typically available in the field or that test

cquipment commonly used In the field was not specified. In addftion, the

troubleshooting routines designed to present optimal solution to the prob-
lems might have failed in one way or another to take advantage of special

procedures used {u the field,

The validation consisted of the experts efther agreeing or disagree-
ing with the ditfflculty assessment of the potential ftems. The test {tems
were taken from the st of those candidate problems agreed to by all of
the experts. At the conclusion of the validation, the problem character-
[zation and the minimum inventory of test equipment required for trouble-
shooting were agreed upon.

Malfunction Design

One hard, one average, and one casy {tem were selected from the list
of possible ftems for both pleces of equipment to be used In the test,
At this point, cach ftem was specitied as a malfunctioning stage. 1t was
then necessary to select a component to be failed and a failure mode. 1In
selecting a fallure mode, ft was {mportant to sclect one which would not
cause additional damage to the equipment. Additional equipment damage
would confuse the results, since there would be more than one problem to
be solved (n the equipment,

The malfunctions used i{n the test to be discussed here consisted of
the following:

Tektronix 453A (Scope)
Q504 - open emitter/base jJunction - hard - DF* = 77,4
Q923 - open emitter/base junction - average - DF = 51,7
Q1255 - open emitter/base junction - casy - DF = 40.8
Hewlett-Packard 652A (Oscillator)
AlQY - shorted emftter/base junction - hard - DF = 64.7
AICR19 - shorted - casy** - DFF = 47,8
A3Q6 - open emitter/base Junction - casy - DF = 48.2
Malfunction {nstallation techniques were considered from the stand-
point of ease of (nstallation and removal, and also from the standpoint

of providing visual clues to the troubleshooter which might make malfunc-
tfon isolatfon ecasier,

*7ﬁﬁ71:1;{ffThulty Rating

**This ftem was originally selected as average, but upon reexamination
was Judged casy.
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Test Development

Job Sample Test

The JST was designed to be a re-creation of the normal troubleshoot-
ing task and environment. Actual malfunctioning equipment was used. Nor-
mal test equipment and maintenance manuals were available for use in
troubleshooting. The test administrator checked the equipment operation
between items, installed the malfunctions, and gave the testee a terse
write-up of the problem. The testee was free to pursue any strategy in
locating the malfunction short of wholesale parts replacement.

The only additional or test-specific requirement was for the testee
to fill out a protocol form during the troubleshooting. The testee noted
the point of test and type of instrument used for each check made during
fault isolation.

Symbolic Test

Previous research has not provided a highly reliable predictive sym-
bolic substitute test for electronic troubleshooting. Some tests were
conceived as part-task performance analogues.

In his Annual Review of Psychology article on "problem solving and
thinking" in 1959, Gagne said, "To summarize, troubleshooting of complex
equipment typically consists of problam solving which 1is sequential in
nature; there 1s a sequence of hypotheses that must be tested in order
to narrow progressively the area in which the malfunction is located."
Earlier research developing and testing symbolic substitute tests dealt
only with the abstract logic of problem solving in troubleshooting, such
as the studies by Crowder, Morrison, and Demaree (1954) and by Evans and
Smith (1953), each of which produced low correlations.

Shriver and Foley (1974) suggest that none of the earlier tests "in-
cluded any of the 'distractions' from the main line of 'problem solving'
found in the real world of troubleshooting., 1In the job environment an
individual must, for example, set up and operate his test equipment to
obtain test point information, as well as to obtain instructions and in-
formation from his Technical Orders." These distractions interrupt the
analytic problem-solving thought process and contribute to the overall
task difficulty. They also increase the opportunity for procedural and
interpretive errors which may inappropriately modify the problem-solving
strategy. It is very possible that troubleshooting difficulty is greater
than the sum of the individual component behavior difficulties.
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In a discussion of their revised symbolic troubleshooting test de-
sign, Shriver and Foley (1974) used:

. Pictorial test equipment displays (meter faces and
oscilloscope displays).

2. Procedural simulation (subject was not required to
follow any particular strategy by test materials).

3. Integrated testing (test situation and materials
required subject to interact with the usual mate-
rials and equipment--perform the normal behaviors
symbolically--and to integrate the results to con-
clude the nature of the malfunction).

4. A component replacement option with associated dis-
play changes for replacing a defective component.

5. A test administrator for every subject.

The symbolic testing reported by Shriver and Foley (1974) covered
fault isolation and three levels of penetration:

1. Major unit (black box)
2. Individual circuit (stage)
3. Component (plece-part)

At the major unit level, symbolic results matched criterion perfor-
mance 87 percent of the time. At the individual circuit level, results
matched 67 percent of the time, and results matched 53 percent of the
time at the component level.

Shriver and Foley (1974) concluded that as the actual troubleshoot-
ing task required <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>