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1. Modeling Capab i l i t y  for System Control Distributed Data Base

I
1.1 Data Base Structures and Order Wire Schemes

The discussion that follows and Appendix A comprise task 1.1.

Appendix A covers the data base structures portion of the task.

Order wire schemes are discussed below in terms of the five loop

(the model) system and in terms of much larger systems. The order

wire modes discussed are CRT—to—CRT attachment and CRT—directed

data—base transfer commands.

1.1.1 Order Wire in the Model

In the model , the direct CRT—to—C RT mode is implemented throug h an

ATTACH command . The ATTACH command may be entered at any loop—

connected CRT in the form “ATTACH nn ” where nn is the log ical ID

of the rece iving CRT. The allowable CRT ’s in the model have the

logical ID’s (node designators) 4, 8, 18 and (for loop 5) 25.

When this is done , the CRT is no longer connected to a dialog

director . Its messages go directly to the CRT addressed . The

recipient CRT is still under the control of its dialog director .

Its return messages to the sending CRT may be sent through the use

of mode 1 of the user language or an ATTACH command may be used to

supply direct two—way conversation .

A DETACH command may be used on CRT ’s with logical ID’s 18 and 25

but not on those with logical ID’s 4 and 8. The easiest way to

detach 4 and B is to clear the loop to which it is attached. An

alternate (though awkward) method is to supply suitable mode 3

commands from another CRT. For the commands in mode 3, see the

User Manual for the ESM.

Whe n both CRT’s are attached , a d irec t conversa tion can take place
without the use of a directing host computer.

For file transfers only (data—base transfers are not implemented

at present), the following method is suggested .

1—1
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( a )  Use an ATTACH command to the host that  is to receive the
f i l e if your CRT is not already attached . The host logical
ID’s are 1 , 5, 16 and (for loop 5) 24.

(b) Perform an ABORT command to return the host to its basic

operating state and then run the loop file transfer utility
(LPFT) program .

( C )  DETACH (or clear) and repeat (a) and (b) for the sending

host.

(d) Use LPFT as described in ESMD documentation to achieve
the required file transfer.

1.1.2 Large System Partitioning

In large systems where more than 250 logical ID’s (or 500 or 1000

depending on the size of the address field) are used , it becomes
convenient to partition systems into subsystems . One type of

hierarchical general approach will be given and this will be

applied to a System Control architecture.

Consider a system as shown in figure 1.1—1 showing four subsystems

each containing up to 250 units. Each unit within a subsystem has

its own unique logical ID (LID). Any messages within the

subsystem requires only a single byte per LID. Each subsystem has
gateways to other subsystems wh ich are called “ports” . Each por t
has an LID within its own subsystem . The message header would

show (among other things) the receiving LID followed by the

sending LID in the form

1-2
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Byte Number Meaning

1 Hardware Address in the loop

2 The control field (for single LID)

3 The Receiv ing  LID
4 Th e Sending LID
5 on Other header material and the message plus CRC check

For subsystem to subsystem messages , a two—deep LID header is

attached as follows:

Byte Number Meaning

1 Hardware Address in the loop

2 The control field (for double LID)

3 The Subsystem Receiving LID

4 The Subsystem Sending LID

5 The Local Receiving LID

6 The Local Sending LID

7 on Other header material and the message plus CRC check

The control field shows that the message is destined for another

subsystem and is sent to the proper port by the gateways within

the subsystem.

The ports are controlled by computers with intermediate storage.

When a port receives a message from another port , it stores the

message and sends an intermediate ACK (or NAK ) back to the sending

port. The send ing port ACKs its previous sender (in this case the

actual sender). The receiving port transmits the message within

its own subsystem or sends it on to another port. For example in

the f i g u r e  a message from subsystem 1 to subsystem 2 would travel
v ia  port  2 to port 1 of subsystem 2. This por t  would store the
message and ACK the sending port  which would t r a n s m i t  the ACK to
the sending s t a t ion .  The message would then pass into  subsystem 2

1—4
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to the ultimate receiver which would ACK port 1 to erase the

message from in—transit storage wi th journaling if desired. If

the receiver was a host , it would perform a host—to—host ACK by

reversing the LID’s in pairs.

A message from subsystem 1 to subsystem 4 has three possible

paths. Suppose the path via subsystem 5 were the path used .

The message would proceed from subsystem 1 to subsystem 5 with

port 1 performing the store , ACK to the sender and transmit to

port 4 functions. Port 5 of subsystem 4 would perform the store ,

ACK to port 1 and transmit to receiver functions. The receiver

node would ACK to port 5 and hand the messaqe to the receiving

host or terminal. A host—to—host ACK could then be performed.

When more than 250 subsystems are required , partitioning into

supersystems is irtdicatd with superports to other supersystems .
Messages between supersystems would require triple pairs of LID’s,

but the procedure for transmission would be essentially the same

as for subsystems .

ATTACH commands would be of the form ATTACH xxx—yyy—zzz where xxx

is the local LID in the receiving subsystem , yyy (if used ) is the

subsystem LID and zzz ( i f  used ) is the supersystem address.

The table below shows the largest number of unique LIDs that can

be contained in a subsys ’-~ m , a supersystem and a system of

supersystems based on 250 usable LID locations per echelon .

• 1—5
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Maximum LIDs Type of System

250 Subsystem

62 ,500 Supersystem

15 ,625 ,000 System of Supersystems

1.1.3 Application to System Control

If a System Control Architecture similar to ATEC is used , then

each station and its node form a subsystem. Since each station

might have ten to fifteen LID’s, only about fifteen stations can
report to a node if a limit of 250 is imposed. For this reason , a

larger (12 bit) address might be used to permit up to 4000 LID’s
per subsystem .

A group of nodes and their sector would form a supersystem with

ports connecting them together. Similarly , the sectors and their

ACOC would be connected via superports which would form a

geographical system. ATTACH and DETACH commands could be used to

prov ide connection from any terminal to any other terminal or any

host within the system. Suitable protection mechanisms are

assumed (see the security task). In addition to the ATTACH and

DETACH commands , it is assumed that the data management language

would contain data—set transfer commands as well as those

indicated in section 1.2.

__ _
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1.2 Distributed Data Base Design

The following discussion covers task 1.4 “Design of Generalized

Distributed Data Base Algorithms ” and task 1.2 “User Language

Augmentation Design ” . Introductory material is provided in the

Specification volume of the ESM final report dated April 1977.

This specification provides bac kground on computer to computer

message formats for distr ibuted file mainpulation . ESM material

concerns distributed files; the information below concerns distri-

buted data bases.

TOTAL/PDP—ll of Cincom Systems , Inc. is used as the single

computer data base system and the TOTAL/PDP—11 , Release 1.1

handbook forms a part of this discussion. Its parlance is used

where applicable. The symbol “TDBS ” w i l l  h e r e i n a f t e r  be used in

place of “TOTAL/PDP-ll” .

The TDBS is des igned  fo r  a s ing le  computer  w i t h  user commands
g i ;e n  at t h e  compute r  t e r m i n a l .  The sys tem descr ibed  below pre-

sents the manner in which a data base may be distributed over a

number of computers using a TDBS on each . Furthermore , the user

commands are to be applied to any one of a distributed set of ESM

terminals connected to the network rather than terminals connected

to individual computers. Commands applied to these distributed

terminals provide access to the entire distributed data base in a

user—transparent fashion . The distributed data base management

system will be referred to as the DDMS .

The DDMS provides not only a distributed data base but permits

duplication of records in a fashion to ensure that each record in

the system is duplicated in a retrievable manner and that some of

the duplication can be supplied by computers that are not necess—

arily equipped with a TDBS.

The explanation of how these ends are accomplished is given in

terms of the specific example of circuits and trunks and their

cross—referencing .
1—7
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1.2.1 Single Computer Data Base System

The system control data base system used for the example is made

up of circuits and trunks. In this discussion a circuit is

def ined  as the logical ent i t y  that  connects two t e r m i n a l s .  A
t r u n k  is the physica l  en t i t y  that  connects two s t a t ions .  A
seqment is the logical entity connecting two stations. A trunk is

divided into channels of smaller bandwidth. Thus a circuit as it

spans many segments may be made up of a group of trunks , and a

trunk at a given segment may be made up of a group of circuits

assigned to v a r i o u s  channe ls .

The manner in which a data—base consisting of circuit descrip-

tions , trunk descriptions and the two cross—references of circuits

contained in a trunk at a given segment and the trunks that make

up a circuit over the full run of each circuit involving many

segments will be shown in TDBS terms . This example is chosen

because of the two cross—references required. Although the

example is described first for a single computer , it is arranged

in a fashion to provide for easy expansion to a multiple computer

system.

The da ta—base  is described in te rms of f i ve  da ta—se t s . Two are

master—data—sets and three are variable—data—sets. There is a

master—data—set for circuits and one for trunks. Each consists of

short records that show only keys and links and will be called the

“key—sets ” . In general , there will be a key—set for each type of

entity in the system. Two of the three variable—data—sets are the

“desc r ip t ion—se t s ” , one for  c i r c u i t s  and one for  t r u n k s .  These
are typically sets with long records that describe the entities

involved in as much detail as required . In general , there will be

a description—set for each type of entity in the system. The

t h i r d  v a r i a b l e — d a t a — s e t  is the “ l i n k a g e — s e t ”  tha t  provides for two
fold cross—referencing . Hierarchical cross—referencing links

directly from the highe r master—data—set to the lower

variable—data—set and will not be shown .

1—8 
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Linkage-sets w i l l  gene ra l ly  supply the twofo ld  cross—references

per set . Linkage-se ts  are composed of shor t  records tha t  supply
only the cross—reference pointers and sometimes a small amount of

J data associated intimately with the cross-reference itself.

Figure 1.2— 1 shows the relationships between the various

data—sets. CKTK and TNKK are key—sets , CKTD and TNKD are the

description—sets arid XREF is the linkage—set.

At the top of figure 1.2—1 is a diagram of a record in the circuit

key—set CKTK . The four byte NUMB is the circuit number and is the

• actual key. The ROOT element is a requirement of the TDBS. The

elements LKO1 and LKO2 are TDBS links. LKO1 links the CKTK record

to the record description in the CKTD description—set. A record

of the CKTD data—set shows the circuit number NUMB , the link LKO1

and a long data portion that describes the circuit. Note that

CKTK records are short using only 28 bytes . CKTD records are as

long as the data requirement plus 12 bytes for NUMB and LKO1 .

Similarly at the bottom of figure 1.2—1 is a diagram of the trunk

key—set TNKK with its associated record of the trunk description—

set TNKD. TOES is the trunk designator element of 6 bytes ari d is

the key. Associated records in the two data—sets are linked via

LKO3.

Records of the linkage data—set XRE F are shown in the center.

This data—set cross—references CKTK records and TNKK records via

links LK02 and LKO4. A record in XREP contains both keys NUMB and

TOES as well as the links LKO2 AND LKO4. A single XREF record

associates a circuit and a trunk in two ways. It shows the trunk

as part of the chain of trunks that comprise a circuit and it

shows the circuit as a member of the group of circuits that

populate the channels  of a t r u n k .

If one starts at a CKTK record , a series of READV commands (see

the TOBS manual) on link 1,1(02 will follow the path marked A in the

figure and will provide the TOES keys for all of the chain of

trunks in the circuit. If one starts at a TNKK record , a series

1—9
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4 of READV commands on LK O4 w i l l  fo l low the path marked  B in the
f i g u r e  and w i l l  p rovid e  the NU MB for  each c i r c u i t  that  populates
the channels  of that  t r u n k .  If the X R EF records are supplied wi th
the add i t iona l  data g iv ing  the channel used , then fol lowing path B
w i l l  also supply the t r u n k  channels  occupied by c i r c u i t s .  Thus ,
eac h XRE F record is 30 bytes plus  channel  da t a .

4

4.

1~ 
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1.2 .2  Data D e f i n i t i o n  Example

The data—base described above is def ined below us ing the Data Bas e
D e f i n i t i o n  Language of the TDBS . The data port ions are arbi-
t r ar i l y  set to a size of 70 bytes.  The actual size depends on the
amount of data r equ i red .

BEGIN-DATA-BASE-GENERATION

H DATA-BASE-NAME CKTTNK

OPTIONS:LOG N , OUTPUT D

SHARE— b
IOAREA=MA S 1

F 

IOAREA=MAS2

IOAREA VAR1

IOAREA VAR2

IOAREA=VAR3

EN D—l O

BEGIN— MASTER-DATA-SET

DATA- SET-NAME=CKTK

IOAREA MAS1

CKTKROOT 8

CKTKCTRL= 4 C IRCUIT NUMBER IS KEY
CKTKLKO1= 8 LINK TO CIRCUIT DESCRIPTION
CK TK LK O2=8 LINK TO XRE F DATA—S ET
END-DATA
UIC~~l ,4~
DEVICE~RK05

LOGI CAL—RECORD—LENGTH 28

LOGICA L-RECORD--PER-BLOCK 73
TOTAL-LOGICAL-RECORDS 1 46

DRIVE 12 , 8 , Sb
SEND- MASTER-DATA-SET

1-12 
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r BEGIN-MASTER-DATA-S ET

DATA-SET-NAME=TNKK

T
Ia TNKKROOT 8

TNKKCTRL= 6 TRUNK DESIGNATOR IS KEY

4 .  TNKK LK O3=8 LINK TO TRUNK DESCRIPTION
TNKKL K O4=8 LINK ¶10 XRE F DATA—SET
END-DATA
UI C [l ,4 ’
DEVICE= RKO5

LOGICAt~ RECORD-L~ENGTH 30

LGOICAL-RECORDS-PER -BLOCK=34
TOTAL-LOGICAL-RECORDS=l 36

DRIVE=13 ,8,SYO

END—MASTER-DATA-SET

BEGIN—VARIABLE-ENTRY-DATA-SET

DATA—SET-NAME=CKTD

IOAREA=VAR1

BASE—DATA :

CKTDCODE 2 REQUIRED BY LANGUAGE
- CKTDNUM=4 THE CIRCUIT NUMBER

CKTKLKO1 8 CKTDNUMB LINK TO CIRCUIT MASTER

• CKTDDATA 76 THE DATA ASSOCIAT ED WITH THE CIRCUIT
END-DATA

UIC=[l,4J
DEVIC E RKO5

LOGICAL-RECORD—LENGTH 9O
I. 

LOGICAL—RECORDS—PER—BLOCK 17

TOTAL— LOG ICA L-RECORD S=l 53
DR IVE~ l4 ,27 ,SYO

END-VARIA BLE-ENTRY - DATA-SET
i.

1-13 - • .. -
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BEGIN-VA RIABLE-ENTRY-DATA-S ET
DATA-SET-NAME =TNKD
I OAREA VAR 2
BASE-DATA:
TNKDCODE 2

TNKDTDES 6 TRUNK DE SI GNATOR

TNKKLKO3=8=TNKDTDES LINK TO TRUNK MASTER

TNKDDATA= 74 THE DATA ASSOCIATED WITH THE TRUNK
END-DATA

UI C -f 1, 4T~
DEVICE RKO5

LOG I CA L—RECORD -LEN GT H 9O
LOGICAL—RECORDS—PER—BLOCK=17

LOGICAL-RECORD-RECORDS=136

DRIVE 15 , 24 ,SYO

END-VARIABLE-ENTRY-DATA-SET

BEGIN—VARIABLE-ENTRY-DATA-SET

DATA—SET—NAME=X R E F

IOAREA=VAR3

BASE-DATA

XREFCODE= 2

XR EFNUMB= 4 CIR CUIT NUMBER
XREFTDES=6 TRUNK NUMBER

CKTKLKO2=8=XRE FNUMB THE LINK—PATH A

CK TKL KO 4=8=XREFTDES THE LINK—PATH B
XREFC HAN =4 OPTIONAL CHANNEL NUMB ER
END-DATA

U I C I  Lj -
~ 

4)
DEVIC E RKO 5
LOGICAL- RECORD-LENGTH=32

LOGICAL-RECO RDS-PER—BLO CK= 16
TOTAL-LOG ICAL-RECORDS=7 20
DRIVE = 16 ,45 ,SYO

END—VARIABLE-ENTRY-DATA-SET
.4

END-DATA-BASE-GEN ERATION
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1 . 2 . 3  Double Computer DDMS w i t h  Dup l i ca t ion

J 
For d i s t r i b u t i n g  the data—base between two ‘computers , the
data—base definitions on the two are indentical and are the same as

J 
t ha t  of the s ingle  computer system The d i f f e r e n c e  is that  some of
the records are distributed between the two. The key data—set

records are fully duplicated on the two computers. The two

v a r i a b l e  da ta—se ts  CKTD and TNKD have the i r  records  shared between
the two computers. The XREF records are fully duplicated . Note

tha t  the short  records are dupl ica ted  and the long records  are
shared .

Suppose t h a t  such a d i s t r i b u t e d  da ta  base e x i s t s  and that a user
enters a circuit key request in the form of a READM on CKTK at his

terminal. The request goes to his dialog director via the network

and the key is accessed via the TDBS on the director . The key, if

present  in the system , is present  at the d i rec to r because all keys
e x i s t  on both compute r s .  The user gets a “key present” return.

He then en te r s  a READV fo r  that key using link CKTK LKOI . If the

cor re spond ing  record ex i s t s  in the CKTD da ta  set on the d i r’ector ,

the  da t a  is sen t to the u s e r .  If not , a hos t—to—hos t  message (see
the ESM S p e c i f i c a t i o n )  is sent to the other computer which accesses

the  record and send s it to the user .

The user  now sends a g r o u p  of READV commands on CKTK LK O2.  Since
XR E F records are  f u l l y  res ident  on bo th computers , the user
receives the f u l l  set of TOES keys associated wi th  that  c i r c u i t .

t If he des i res  i n f o r m a t i o n  ori any of the trunks , he issues a READM

command on TNKK for  the TD ES key involved . The t r u n k  must ex i s t
so he fol lows wi th  a READV on TNKKLK O 3 for the t r u n k  desc r ip t ion .
This may involve a hos t—to—host  message. He then may issue a
series of READV on TNKKLK O4 commands to obta in  the keys and
channels  for  the c i r c u i t s  that  go th rough  tha t  t r u n k .

1-15
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If one of the computer s is out of serv ice all of the keys and all
XREF records  are  avai lable  on one computer .  Only a par t  of the
d e s c rip t i o n s  are ava i lab le  on one computer .  Since the descr ip t ions
are s ingle  key records , they can be duplicated on a third computer
tha t  does not support  the TDBS . They may be stored in the form of
r egu la r  f i l e s  t h a t  are  accessed by means of hash—codes or other
s t anda rd  methods .  In th i s  way , the da t a base is fully duplicated
and a v a i l a b l e  as long as any two out of three computers is in
opera t ion . An example of th i s  could be embodied in the ESMD which
has two PDP—ll/40 computers with the TDBS installed and one

B u r r o u g h s  B776 w i t h o u t  the TDBS . Such a system could be termed a
three computer fully duplicated DDMS .

1 . 2 . 4  User  Language Augmenta t ion

Before  e x t e n d i n g  the data—base d iscuss ion to include da ta—b ase
initiation and distribution among larger numbers of computers ,

augmen ta t i on  to the user language  for  data base commands are
disc ussed below. This  d iscuss ion covers task  1.2.

The augmentation consists of commands in the form of a single

s t r i n g  of c h a r a c t e r s  to be entered at any of the th ree  loop—
connected terminals of the ESM. Terminals directly connected to

computers  cannot be used . When mode 4 of the user language is
selected , the CRT involved w i l l  show one or two read—protected
regions . One such w i l l  always exis t  on the top l ine , the other
(when used ) w i l l  be for  the purpose of r ece iv ing  data on read
commands , revis ing  previous ly  read data on w r i t e  command s or
entering new data on add commands. The first region is the

command region and the second region is the data region . When

data is presented in the data  reg ion it wi l l  be shown as one l ine
unde rnea th  a computer—suppl ied header d i sp lay .

1—16
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I
J 1 .2 .4 .1  Master  Data—Set  Commands

Master data-set  commands are  g iven  in the f o r m  of a s t r i n g  l O + K
bytes long s t a r t i n g  at the l e f t  fo rms  m a r k  of the command area and

T 
presented w i t h o u t  i n t e r v e n i n g  spaces. The va lue  K is the l eng th
of the key for the data—set involved . The first six bytes are the

commands TREADM , TWRITM , TADD-M or TDEL—M. The next four bytes

are the name of the data—set (always four bytes). The key follows

the data—set name. Thus, the string TREADMCKTK6637 is the read

command for master data—set CKTK with a circuit number of 6637.

1.2.4.1.1 The TREADM Command

The read master data—set command TREADM finds the record (if

present) and presents the data in the data region. The command

remains in the command field. There are three exceptions as

fol lows:

BCTL The control key contains spaces

MRN F The record does not exist

INVD The command contains an error

1.2.4.1.2 The TWRITM Command

This command writes the revised data region of a record obtained

from a TREADM command. To do this , perform the TREADM , change the

data region as required and change the TREADM to TWRITM. Be sure

to place the CRT cursor at the first character of the command

region by pressing the HOME key befor e the XMT key is pressed .

Exception codes are:

BCTL, INVD as in TREAD

UCTL The control key in the command and the control file in the

data do not match.

I
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Note that in the two master data—sets of the example showing CKTK

and TNKK da t a—se t s , the only data in the record  is the key i t s e l f .
The l i n k s  do not form par t  of the da ta .  In a more general
situation , however , other data may be included.

1 . 2 . 4 . 1 . 3  The TADD— M Command

This command adds a record to a master  d a t a — s e t .  P e r f o r m  a TREADM
command f i r s t  to be sure tha t  the key does not a l r eady  ex is t .
This will return a MRNF exception code and display an empty data

reg ion with headings. The TADD—M command and data may then be

entered . Exception codes are as follows :

BCTL, INVD, UCTL as in TREADM and TWRITM

DUPM The record key already exists

FULL There is no more space available

1.2.4.1.4 The TDEL— M Command

This command deletes an existing record. It is a good idea to

read the record first through a TREADM command to be sure that the

record involved is the correct one. Note that if any variable

data—sets are linked to the master record , no deletion can occur .

Exception codes are as follows :

BCTL, INVD, MRNF as in TREADM

IMDL Variable records are linked to this record.

1.2.4.2 Variable—Entr y Data—Set Command s

The Variable—entry data—set commands are given in the form of a

string 18+K long starting at the left forms mark of the command

area and presented without intervening spaces. The value K is the

leng th of the master key to which the data—set is linked. The

1—18
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f i r s t  s i x  by te s  a r e  t he  comands TREADV , TR EADR , TWRIT V , TDELVD ,

TADDVP I and TADDVC . The nex t  f o u r  bytes are the name of the data-

set.  The nex t  e i g h t  bytes a r e  the linkage-path in the form

N A M E L K x x  w h e r e  NAME is the  name of the  m a s t e r  d a t a — s e t  f o r  t h a t

link age—path. This is f o l l o w e d  by the  v a lu e  of the key of the

master data—set involved . The key length is K. Thus , for a

description of the circuit called by a rREADMCKTKA234 command , the

call TREADVCKTDCK TKLKOIA234 is given. TREADV is the command , CKTD

is the set name , CKTKLKOI is the link—path , and A234 is the key in

CKTK to which the variable—entry data-set CKTD is linked . For an

explanation of such linkaqe paths , refer to the TOTAL manual.

1.2.4 .2.1 The TREADV Command

This command follows link—path pointers starting from the first

variable record pointed to by the link specified in the master

record specified . Repeated TREADV will point to succeeding

variable records in the chain of the link—path until an “END. ”

shows in the exccption space to indicate that the chain has ended .

For code -directe d reads , add *CODE XX to the eighteen byte command

string Lo form a twenty—six byte command string . For

c o d e — d i r e c t e d  r eads , ~ee Appendix A of the TOTAL manual. Code—

direction is not used in the example qiven in 1 . 2.2  above .

Exception codes a r e  as f o l l o w s :

BCTL: A c o n t r o l  f i e l d  c o n t a i n s  b l a n k s

ML N F:  The l i n k a g e — p a t h  name is not  v a l i d
IVRC : The code—direction contains an undefined value .

MRN F : The related master—record cannot be found.

INVD : The command con t a in s  some other error.

1 . 2 . 4 . 2 . 2  The TREADR Command

This command is the same as TREADV except it proceed s along the

c h a i n  backwards .  In gene ra l , do not execute TDELVD commands after

TREADR. Use TDELVD only after TREADV . Exception codes are the

same as TREADV .
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1 . 2 . 4 . 2 . 3  The TWRITV Comman d

This command follows a TREADV or TREADR command to change the data

in the data region. No controls may be changed . Only the data

may be ch anged and TWRITV substituted for TREADV or TREADR . Any

chang e in l i n k a g e — p a t h  may cause ser ious  problems in l i nkage—path
maintenance.

The exception code is INVD only.

1 . 2 . 4 . 2 . 4  The TDELVD Command

After a TREADV , change the command to TDELVD to delete the record.
The complete record will be deleted and all linkage—paths will be

changed according ly. Another TREADV after the TDELVD will provide

the nex t  record in the chain. If a TREADR follows the TDELVD, the

next pr eceding record in the chain of the deleted record will be

skipped and the preced ing record before that will be read.

Exception codes are as follows: IVRC , MLNF and INVD as in the
TREADV command .

1.2.4.2.5 The TADDVA Command

This command should be given after a TREADV command . It adds a

variable record to the chain immediately after the last TREADV or

at the s t a r t  of the cha in  a f t e r  a TREADM command . This is done

only on the chain  of the l i nk  speci f ied .  On all  other l i n k s , the
addition is at the ends of the respective chains.
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The except ion  codes are  as fo l lows :

- ã

BCTL , IVRC , MLNF and INV D are the same as for TREADV .

FULL The data—set has no room for this record on any computer

that holds the data—set.

MRNF A mas t e r  record does not ex i s t  for  a con t ro l  f i e l d
(primary—link)

UCTL A control-key field does not match the corresponding field

in the data area

NSMR A master record does not exist for a control field

(secondary—link ).

1 . 2 . 4 . 2 . 6  The TADDVC Command

This command is similar to TADDVA except that the record is added

at the end of all linkage path chains for the record. Exception

codes a r e  t h e  same as TADDVA .

L2.4.3 The TRDNXT Command

This function is used to determine the records that exist in a

file in the form of a serial retrieval. A series of TRDNXT

commands will retr ieve records until the end of the data—set is

reached . An “END.” display will then be shown . The command has

the form TRDNXTNAME where NAM E is the data—set name .

1.2.5 Establishing a Data—Base

0.

Specific direct ions for establishing a TDBS data base structure

are  g iven  in the TOTAL handbook and the  ESMD user manua l .  In
essence , however , the steps are as fo l lows :

( a )  Set up a d a t a—base—genera t ion  f i l e  as shown in 1 .2 .2
above using the PDP 11 Ed i to r  U t i l i t y  EDI .  Call th is
DBMODB.D BG.

I I
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(b) Run the task DBGEN using this f i le to form an assembly
code file DBMODB.MAC and assemble the DBMODB.MAC into the

object file DBMODB.OBJ .

(c) Establish a command file that includes the object files

DBMODB.OBJ , TOTAL.OBJ , DATBAS.OBJ (TOTAL and DATBAS are part

of the TOTAL software) and the object files that make up the

user language. This command file (call it USRLNX .CMD)

defines the task building parameters.

(d) Build the user language task USRLNG .TSK by means of TKB

and the command file USRLNX.CMD .

(e) Run the task DBFMT with DBMODB.OBJ and file names that

have the same names as the data—set names. This sets up the

actual files that will store the data in the required form.

The result is a task USRLNG that can be run in a fashion to

opera te on these f iles thr ough the TOTAL module in a fashion
consistent with the data—base structure.

The operation described should be performed on both PDP—ll/40

hosts.

1.2.5.1 Entering the Data

In the example in section 1.2.2 and figure 1.2—1 the data—sets

TNKK and TMK D represent the physical system of trunks in a I -

geographical area. To enter a new trunk to the system , perform a
comman d g rou p as follows:

(a) TREADMTNKK newkey where newkey is the trunk designator .

Since the record does not exist a MRNF code is returned and

an empty data region with headings appears.

1-22
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(b) TADD—MTNKK newkey with the newkey value in the data
region  w r i t e s  the new mas te r  r eco rd .

( c )  TP EAD VTN K DTNKKLKO3 newkey w i l l  r e s u l t  in an “END .’
r et ur n w i t h  a da ta  r eg i on d e f i n e d  for  the desc r ip t i on of the

r trunk.

(d) TADDVCTNKDTNKKLKO3 newkey and the data describinq the

trunk in the data region writes the new var iabl e record. Any

subsequent TREM)M followed by TREADV on that key will produce

the d a t a  on the  t r u n k  in the data req ion .

Pe r f o r m  as many command groups as des i red to  establish the tr unk

data-se t for the geographica l area. Each record of TNKK will

r e s ide  on b oth P D P —l  1/40 h o s t s .  Each record el TNK D will res ide

on t h e  P D P — l l /40  t h a t  is  the  dialog director with a copy on the

13776. Ii host A is the dialog director and a distribution of TNKI)

data is d e s i re d , then an ATTACH 13 command should be issued to make

host B the director for part of the record entry. If the 13776

(host C) is the director or if t h e  LSI—l l program development unit

(host D) of loop 4 is the director , then pe r f o r m  an ATTACH A or

- I ATTACH B command.

To enter circuit data , per form the same group of commands as for

trunks for each circuit except use the CKTK arid CKTD da t a—se t s
with link CKTKLKO1 . In addition , set up the linkage—set XRE F for

each c i r c u i t  as follows:

(a) Per form a TREADMCKTKkey for the circu i t key .

(h) Perform a TRF.ADVXREFCKTKLKO2ckey which will cause an

“END.” to be returned with a data region of the XREF

data—set.

(c) Perform a sot of TADDVCXRE FCKTK hKO2ckey commands with

the circuit key and a trunk key in the data area. The

circuit key must be ckey.
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The t r u n k  key w i l l  change wi th  each command u n t i l  all  tr unks that
form the circuit have been entered . The links TNKKLKO4 for the

trunks involved will automatically be linked to the TNKK record.

If desired , the trunk channel can also be named in the XREF data

area. This might be entered later as shown below.

The XREF records exist on both hosts A and B.

All of the r ecord duplication required is hand led automaticall y by

the user language through hos t—to-hos t  messages .

Once the XRE F data—set is established , the channels may be set for

each trunk as follows:

(a) Perform a TREADMTNKKtnkkey .

(b) Perform a TREADVXREFTNKKLKO4tnkkey to get the data on

the first XREE record on the LKO4 path.

(c) Perform a TWRITVXREFTNKKLKO4tnkkey with the channel

number added to the data area.

(d) Repeat (b) and (c) until an “END.” return is obtained .

1.2.6 Host—to—Host Messages

Host—to—Host Messages involving data—base have the form shown

below . For background on host—to—host messages see the specifi-

cation volume of the ESM final report.
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Word Index Meanin g

1 Dl—D2 of header

2 D3—D4 of header

3 Logical ID’s of sender and rece iver hosts
4 The access command hexadecimal OOlE or OO 1F
5 Either hexadecimal 0000 or the logical ID of

the receiving CRT in binary form

6 on The message text followed by end—of—packet.

The access command OOlE hex (30 decimal) is for the data—base

host—to—host (DBHH) message and the access ’command OO1F hex (31

decimal) is for host—to—host ACKs or NAKs (ANHU). Every DBHH is

answered by an ANHH in the form

Word Index Meaning

1 Dl—D2 of the header

2 D3—D4 of the header

3 Logical ID’s reversed

4 OO1F hex

5 0000 hex

6—7 ACK or NAK (ASCII)

8 End—of—packet.

When all  hosts are operating , DBHH messages are sent only by the
dialog director for TWRITM, TADD—M and TDEL-M for master records

and TWRITV, TDELVD , TADDVA and TADDVC for variable records. For

some va r i ab le  records ( tha t  are not present in the director),

TREADV and TREADR commands are sent as well. The write , add and

dele te commands are always sent to ensur e that the records ar e
duplicated . TRDNXT commands are never sent as DBE-IH messages.
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The format used is that shown above with the access code DOlE hex

(30 decimal). The CRT logical ID is always included so that data

and excep tion messages may be sent to the CRT by the receiv ing
host. The message text is identical to that sent by the CRT.

The receiving host always sends an ACK or NAK back to the send ing

host. A NAK causes the message to be retransmitted by the send ing

host. Lack of either after a suitable timeout results in an

exception condition.

1.2.6.1 Exception Conditions in DBHH Messages

A lack of an ANHH causes at least one retransmission by the

sending host. After a prescribed number of retransmissions , the

sending host sends a “host not reachable ” message to the CRT with
the logical ID of the receiving host. Alternate path attempts to

reach the receiving host will have been tried by the CIE or CIP.

The send ing host should also send “host not reachable ” messages to

the other hosts in the system . The host not reachable status is

stored in the sending computer. The sending computer thereafter

performs in exception mode for the host involved. The exception

modes are described below for DBHH messages.

For read types of DBHH messages, the back—up host is the reci—

pient. For write , delete and add type messages , the messages are
stored on “mailbox ” disk until a message is received that

established the host as reachable. The messages are then sent.
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1.2.7 Use of Several Computers

In order  to d i s t r i b u t e  a data—base among several computers , all of
the master da ta—sets  for  keys must exis t  on all of the computers
that hold the data—base.  On computers that do not hold the
data—base , a f i l e  may be included to provide information for the
relaying of requests to computers that do. Where a reasonably

large number of computers exist , it becomes inefficient to do a

single data base over all computers. If multiple data—bases

exist , then each data—base may be assigned to a small group of

computers.

The variable—entry—data—sets may be distributed among the

computers that hold the data—base duplicate records distributed in

a way to ensure that every record exists on at least two

computers. Duplicates of single—key descriptive variable records

may be stored on machines that are not involved with the

data—base. Multi ple—key variable records must be stored on data-

base computers.

An example might be the use of four data—base computers A ,B,C ,D

and two non—data—base computers E,F storing the data—base

described previously. The full CKTK and TNKK key master—data—sets

would reside on A ,B,C,D. The CKTD and TNKD description files

would be distributed among the four with records on A and B copied

on E and records on C and D copied on machine F. The linkage

data—set XREF would be distributed among A ,B,C,D. There would

also be a file XREC that would be identical with XREF except that

XREF recor ds on A would be copied in XREC on B, XREF recor ds on B
would be copied in XREC on C, etc.

The data—base would then be fully duplicated but distributed among

a number of machines thereby prov iding a highly surv ivable
data—base structure.
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2. Modeling Fail—Soft Architectures

2.1 System Reliability

2.1.1 System Control Reliability Modeling

The ESM multiloop system can be used to model and investigate

various System Control architectures with respect to reliability.

Various System Control configurations can be modeled where loops

can represent  sites , ESM processors can perform System Control
functions , and ESM links can represent DCS orderwires. The ESM

loops can represent various levels of the DCS System Control

hierarchy (i.e., DCAOC , ACOC , Sector , Node and Station). The ESM

network architecture featuring addressing by process name

implemented by the nodal Logical ID/Functional Address (LID/FAD)

conversion tables allows logical definition of many different

network configurations

By defining the nodal LID/FAD tables such that the networ k

configuration simulates various System Control architectures ,

• experiments can be per formed to investigate the reliability of

these systems. In the original ESM three—loop network , available

resources include two host processors and three terminals. The

addition of the ESMD loop 4 supplies an additional host processor

and terminal , and eight microcomputers each with 32K bytes of

memory that are programmable in a higher—level language (extended

ALGOL). These nodal microcomputers can represent nodes in a

simulated System Control network configuration . The MSCDM loop 5

will provide eight microcomputers programmable in FORTRAN each

wi th  64K bytes of memory.  One of the microcomputers  wi l l  have
mini—disk enabling it to act as a host processor ; two terminals

will be included with the system. Thus the five loop system will

allow System Control network simulations of up to 18 processors.

An additional 11 processors are available with the original 3 loop

ESM nodal m icroprocessors , however the lack of a higher—level
language and limited control memory results in a more difficult

implementation .
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The orig inal three loop ESM configura t ion is g iven in Figure
2.1—la. A computer network can be modeled by a linear graph

G=(N ,E) where N is a nonempty set of n nodes that correspond s to

the computer centers in the network and E is a set of b edges or

branches that corresponds to the communication links. If we

represent the ESM loops as nodes, then the graph model for the

three loop ESM configuration is given in Figure 2.1—lb. Any graph

is said to be connected if there is at least one path between

ever y pa i r of nodes n 1, n~ C N. The three 1oop ESM configuration

is fully connected since each node is connected to every other

node over a single link. The network also possesses the

characteristic of two—connectivity since each node has at least

two links connected to it.

Reliability is the characteristic of an element of a physical

system , expressed by the probability that it will perform a

required function within established limits of tolerance , under

the operating conditions encountered for a stated period of time .

Failure is the event after whose occurrence the system violates

the permissible limits of performance (2—1).

The study of the possible failure of network elements and the

subsequent overall deg radation of network performance is called

the survivability or vulnerability problem. Networ k survivability

can be divided into two areas: deterministic survivability and

probabilistic survivability. In the deterministic case , a com-
plete knowledge of the system to be tested is assumed and a deter-

ministic damag e strategy is used ; in the probabilistic case , a

probabilistic graph is associated with the physical system such

that probabilities that its elements are operative are assigned to

either branches or nodes (2—1).
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To study the v u l n e r a b i l i t y  of a system a f a i l u r e  c r i t e r i o n  must  be
fo rmula t ed  depending on the type of system being considered and
its purpose. A physical system may be considered to survive an

experiment if any of the situations described below occur (2—1):

i) Each node can communicate with any other node ; i.e., the

network remains connected (the connectivity problem.) A measure

of performance is the probability that there is at least one path

between each pair of nodes in the asociated probabilistic graph .

ii) There are paths between some specified pairs of nodes (the

terminal—pair connectivity problem).

iii) The number of nodes in the maximal connected subgraph

exceeds a specified threshold value. A subgraph G1 of G is a

graph all of whose nodes and edges are contained in G , i.e.,

Gj = (N1, E1) where N1 N and E1ç-E. If N1 = N , the subgraph G1
is called a “spanning subgraph” . In graph G, a maximal connected

subgraph is called a “component” of G. A connected graph

consists of a single component , whereas there are clearly at leas t
two components in any graph that is not connected . A cutset with

respect to a specified pair of nodes n1 an d n 3 in a connected

graph , sometimes called an i—j cut , is such that its removal

breaks all paths between nodes nj and nj (results in nj. in one

component and flj in the other ) (2—2).

iv) The minimum length surviving path between each pair of nodes

is no longer than a specified length .

v) The minimum length surviving path between some sp cified pairs

of nodes is at most equal to a specified length .

2—4
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The va r ious  components of the ESM system that  can f a i l  and the
e f f e c t  of the f a i l u r e  are  l isted below :

i) ESM Node — An ESM node consists of a Loop I n t e r f a c e  U n i t
(LIU), a Control and Interface Processor (CIP), Memor y , and an
External Interface Card. The e f f e c t  of a node failure results in

the loss of the device connected to that node. In the original

three ESM loops a certain type of node failure can bring down the

entire loop. This failure occurs when the LIU acts like an open

circuit such that the loop shift register is broken. In the ESMD

loop 4, this type of failure does not bring down the loop due to

the automatic loop—back feature.

ii ) Link — An ESM link connects loops together. A link failure

results in a break in communication betwen loops.

iii) Device — The loss of a device disconnects it from the

network. Devices in ESM are either processors (e.g., PDP 11/40)

or terminals (e.g., TD802 CRT). For ESMD loop 4, the nodes may be

viewed as devices when experiments are done in which the CIP’s are

used as processors rather than intelligent interfaces.

iv) Power Supplies — In the ESM , each loop contains a single

power supply. Thus a failure of a power supply results in the

loss of the entire loop. In an operational system power supplies

would be dup licated in a loop cabinet. In a distributed loop

system each node would have its own power supply.

Based on the above component failures a more detailed graph model

of the ESM three loop network is given in Figure 2.l-lc. The

external devices are represented as graph nodes or vertices which

are connected to the loop via a link. These links can be

considered to have a high availability as compared to the inter—

loop links. The link connected to the remote terminal would have

a lower avaiability since the connection is via a leased telephone

l ine .
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The four loop ESM configuration is given in Figure 2.1—2a. The

graph model for the loop interconnections is given in Figure

2.l—2b . Note that the four loop system does not have the property

of two—connectivity and is not fully connected . If devices are

added to the system , the graph model of Figure 2.1—2c results. If

we assume that the nodes of loop 4 are acting as processor devices

then the graph model of Figure 2.l—2d results. Note that a single

node failure will not bring down loop 4, but a power supply

failure will bring down the loop 4 cabinet.

The automatic loop—back feature that is used in loop 4 and

described in Section 2.2.4 guarantees that single node failures do

not bring down the loop. The system will also tolerate certain

multiple node failures. One type of multiple node failure that

will not affect the rest of the loop is if adjacent nodes fail.

This type of failure could occur as the result of battle damage in

a distributed loop where loop—around could occur such that the

adjacent set of nodes affected are isolated from the network. Two

nodal failures (i.e., failures that result in an open loop) that

are not adjacent will result in two independent 1oops with the

failed nodes isolated from the system. If the two independent

loops contain gateway nodes , connectivity may still be maintained

via the gateway nodes. An example of this situation is given in

Figure 2.1—3. Figure 2.l—3a shows the network before the failures

and Figure 2.1—3b shows the still connected network with the

failed nodes isolated .

Figure 2.1—4 shows the five loop ESM configuration with the 1ST—il

MSCDM loop added . Note that the network configuration has two—

connectivity. The large amount of nodes and links in this networ k

provides a g rea t  deal of flexibility for System Control relia—

b i l i t y  model ing  expe r imen t s .
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The DCS System Contro l  h i e r a r chy  consists of f ive  levels ( DCAOC ,

I ACOC , Sector , Node , S t a t i o n )  as illustrated in Figure 2.1—5.

H i e r a r c h i c a l  n e tworks  usua l ly  exh ib i t  poor r e l i a b i l i t y  since a
node f a i l u r e  at a spec i f ic  level of ten di sconnec ts lower level

- nodes which are attached to the failed node . For good reliability

a node should have two—connectivity to two different nodes in the

next higher level. In the DCS networ k this could be accomplished

via order wires. The ESM multi—loop network points out the

advantages of a distributed system . The five levels could

correspond to five loops connected via gateways . Different levels

could also be mapped to a single loop for the case where equipment
- for different levels is colocated (e.g., DCA headquarters).

Figure 2.1—6 illustrates a multiple ioop system for the DCS

- - hierarch y in which ind iv idual System Control levels are mapped to

loops . Figure 2.1—7 illustrates a multiple loop system where some

- System Control levels are mapped to the same loop.

- j
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2.1.1.1 Experimental  Modeling Approach

— 
The ESM can be used to simulate f a i l u r e s  in va r ious  System Control
a rch i t ec tu res  which are being modeled. Node or l ink f a i l u r e s  may
be simulated by removing var ious  ESM equipments. Link failures

may be simulated by disconnecting gateway cables or removing
gateway node ex te rna l  i n t e r f ace  cards.  Node f a i l u r e  may be
simulated by powering down processors or r emov i ng i n t e r f ace  cards .
The or ig ina l  ESM system contains panel switches for  pu t t ing  CIE
microprocessors in a don ’t execute state . Monitor switches can

also be used to disable cer ta in  microprocessors or s imulate
failures.

The exper imenta l  model ing approach can be used to develop and test

repor ting procedures , fault detection and isolation , and fault cot—

rection . Various nodes can be loaded with  special software which
is used to generate  f a u l t s  or test detection and correction

algorithms.
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2.1 .1 .2  Mathemat i ca l  Modeling Approach

d

r Mathemat ica l  approaches for determining network reliability are

given in References (2—1) to (2—14). Reference (2—2) summarizes

various approaches to mathematical modeling of networks. Some of

these approaches are listed below .

The connection probability of a network was stud ied by Kel’ mans
(2—8). In this study, it was assumed that nodes were perfectly

reliable and all links failed independently with probability p.
t 

The probability that the graph G of b edges and n nodes is a

connected graph is given by:

R~(G) =~~~ A i (l_p)~ pb-i (2-1)

or

Rp(G) = 1 - B1 pi (l p)b_i (2-2)

where A 1 denotes the number of connected spanning subgraphs of G

consisting of exactly i edges and B~ denotes the number of discon—
- nected spanning subgraphs con ta in ing  b—i edges.

The node connectivity C11n is the minimum number of nodes in any

i—j cut. The note connectivity or the connectivity of G is

- 
denoted by

Cn (G) = Min~ ,~ (Cjjn (G)) (2-3)

which  is the m i n i m u m  number of nodes whose removal d isconnects  the
graph . For the case where communicat ion  l i nks  are p e r f e c t l y
re l i ab le  and nodes are l i k e l y  to f a i l , ne twork  r e l i a b i l i t y  has

- been inves t iga ted  by Frank  ( 2 — 9 ) .  I f  a l l  nodes f a i l  independent ly

2—15
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with the same pr obabi l i ty  q, the connection probabi l i ty  Rp ( G )  for
a graph of n nodes and node connect ivi ty  C~ = w  can be expressed as:

n
— ~~Njq

j(l_q)n_l

( 2 — 4 )

where Ni denotes the number of disconnected subgraphs of G
resu l t ing  f rom the removal of exactly i nodes.

De t e rmin i s t i c  measures  based on node—pair f a i l u r e  probabi l i t ies
are given by Wilkov ( 2 — 1 0 ) .  In this s tudy,  it was assumed that
all communication link failures and computer center breakdowns are

statistically independent and that each communication link fails

with probability p and each computer center goes down with

probability q. For an n—node computer network with b communi-

cation links , it follows from the two networ k studi es of Moore and
Shannon ( 2 — 1 1 )  and Wi l l i ams  (2—12) that the probability Pc (a,b)

of successfu l communi cation between any pa ir of opera ting nodes a
and b is approximately  given by:

P c(a ,b ) = E A a ,be ( i ) ( l _ p ) i  pb i , p >> q ( 2 — 5 )

and
P c ( a , b ) =~~~~Aa ,b f l ( i ) ( l _ q ) i q~~ 2 1 , q > > p  ( 2—6)

where Aa ,b ” ( i )  is the number of combinations of i nodes such that
if they are operative and the remaining n—2—i nodes fail , there is

at least one communication path between nodes a and b. Aa ,be is
def ined in a s imilar  way for edges. The probabi l i ty  P f (a ,b) of a
communicat ion  f a i l u r e  between any pair of operative nodes a and b
is approximately given by 

—
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and 

P f ( a , b)  =~~~~~Ca ,b e ( i )  p i(l ...p) b i  p > > q  ( 2 — 7 )

Pf(a,b) = ~~~Ca,bfl (i)qi (1_ q)n 21 , q>>p, (2—8)

where Ca ,be (i) and Ca ,bn (i) denote the number of combinations of i

edges (nodes) such that the removal of only these edges (nodes)

from the graph destroys all paths between nodes a and b.

A decomposition procedure for the calculation of Pc(a,b) has been

suggested by Moskowitz (2—13). Noting that every network consists

of some conbination of series , parallel , and bridge subnetworks ,

it was suggested that as a first step all series and parallel

links be combined . If the k links , b1, b2, ... , bk are connected

in and link Bi has a failure probability of P1 then the f a i l u r e
probability P’ for the series combination is given by:

— 1 1( l — p~~) (2—9)

assum ing all links have statistically independent failure proba—

bilities. For k links as connected in parallel , the combination

would f a i l  w i t h  a p robab i l i t y  p’ given by :

P’ fl Pi. (2-10)

Hence, k links connected either in series or in parallel could be

replaced by a s ingle l i n k  whose r e l i a b i l i t y  is given by the r e l i a —
b i l i t y  of the combinat ion.  It has been shown by Moskowitz ( 2 — 13 )
arid Mine  ( 2 — 14 )  t h a t :

Pc(a ,b) = P~ E~ (a ,b) } Pj=l + ( l_ pj i {Pc (a ,b)~ (2 1l)
j~~0 ,

where  Pj  is the p robab i l i ty  of f a i l u r e  for  the j t h  l i n k  in the
network  and ( P C ( a , b ) ) p3 1. denotes the p robab i l i t y  of successful
comm~,nicat ion between nodes a and b assuming that  l i nk  j fa i les .
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2.1 .1 .3  S i m u l a t i o n  Modeling Approach

The r e l i a b i l i t y  of a computer ne twork  may be s imulated using a
software simulator such as the Burroughs Operational Systems

Simulator  ( BOSS) .

BOSS is a genera l—purpose , d iscre te—events  s imula tor  program that
const i tu tes  a computer ized tool for  s imu la t i ng  the operat ion of a
system or process.  Block—d iag r am or iented and data—base d r i ven ,
BOSS is p a r t i c u l a r l y  easy for  the systems analys t  to use. I ts
a t t r a c t i v e  f ea tu re s  include :

— No fo rmal  language prog r amming is needed for BOSS
modeling . Modeling is simplified because of

certain inherent biases and default characteristics

in logical  flow and queue serv ic ing .

— Model parameters  mapped on a BOSS block diagram
may be transferred directly to input data files.

— A l a rge  l i b r a r y  of data base e r r o r  messages and notes
f a c i l i t a t e  model debugging .

— BOSS generates  pe r t inen t  output reports  wi thou t
the need fo r  input  commands.

U n l i k e  other  genera l  purpose s imula t ion  languages ( e . g . ,  GPSS ,
( S I M S C R I P T ) ,  the t ime required for BOSS coding is i n s i g n i f i c a n t .
In prac t ice , the modeler maps BOSS parameters  onto a logical f low
cha r t  which  is t ranscr ibed  to a f i l e—or ien ted  data base d i r e c t l y
from the flow chart to the f i l e .  The series of inpu t f i les  com-
prises data input to be executed with BOSS object machine codes.

Fai lu res  on l i n k s  and nodes may be s imulated on a random basis
using Poisson d i s t r i b u t o r s .  The ne twork  r e l i a b i l i t y  can then be
determined and tabulated .

2— 18
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2.1.2 Distributed System Advantages

A distributed system implementation for the ESM simulation

f a c i l i t y  has c e r t a i n  advantages over a h i e r a c h i c a l  or centralized

system , or a simulator developed s t r i c t l y  in s o f t w a r e .  A
distributed system such as the ESM where nodes configured around

microcomputers programmable in a higher level language provides a

powerful simulation capability. The nodes can simulate processing

elements , and the interprocessor communication network and inter

loop links can simulate telephone line or other connections in a

computer network. In addition to its simulation capability, the

ESM provides a more powerful learning and demonstration tool than

a simulator implemented completely in software.

The ESM multi loop network with its indirect method of addressing

process names imp lemented via nodal LID/FAD conversion table

provides an efficient method for message communication between any

two nodes in the network. Using such a scheme a logically defined

network can be implemented . Thus , the SYSCON hierarchy can be

log ically defined onto a multi loop system with the reliability

advantages of a distributed system rather than a physically

defined hierarchical system .

The distributed ESM network has many reliability advantages over a

centralized system. The network operates in a degraded mode of

operation. For example, since the five loop ESM network exhibits

two—connectivity, devices can continue to talk to each other with

the loss of a link connecting loops. The d i s t r i b u t e d  data base
allows single—host failures. The distributed file directories are

dupl ica ted  on both P D P — l l ’ s and the data is dupl ica ted  on the B776
processor . Thus , a loss of a s ingle  processor does not a f f e c t  the
operat ion of the d i s t r i b u t e d  data base. The ESM d i s t r i b u t e s
cont ro l  f u n c t i o n s  so tha t  a single element failure cannot br ing

down the system . An example of this would be write token regenera-

tion for the case of write token loss. Each node in the loop has

the ability to regenerate a write token with each using a multiple

2— 19
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of the time out parameter. Software maintenance and reliability

is better for the distributed ESM since programs are small and

dedicated to a simple task depending on the nodal interface .

Programs are of a size less than the 32k bytes of nodal memory and

much of the software is duplicated at the nodes (e.g., I/O queue

ma intenance).

The d i s t r i b u t e d  system has an advantage in th roughput  over a
centralized system . In a centralized system the throughput is

limited by the speed of a central supervisor whereas in the

distributed system multicomputing can be utilized where interface

con t ro l l e r s  are configured around individual microprocessors which

operate in p a r a l l e l .  The d i s t r ibu ted  system is more adaptable/
flexible since nodes may be used for different functions depending

on the software loaded . The distributed system is low in cost .

The nodes of the network consist of inexpensive microprocessors

and the links consist of twisted pair wire. The entire network

can be contained within a building and gateway connections can be

made to networks and equ ipment outside of the building .

2.1.3 Blocking and Deadlock Situations

Various loop protocols can be used on a loop network. Some

protocols allow only one transmission at a time , others allow more

than one.  Some protocols can resu l t  in a deadlock situation
called “loop clogging ” where all nodes in the loop are locked out
or prevented f rom w r i t i n g  to the loop.

There are three main types of loop protocols currently used . The

f irs t type is a Newhall protocol which uses a spec ial control
packet  called a w r i t e  token.  A node which processes the wr i t e
token controls  the loop . That node is the only node which has the
a u t h o r i t y  to w r i t e  to the loop and thus  the protoco l allows only
one transmiss ion or communica tion on the loop at a t ime . A Pierce
protocol appears asa lazy susan in which a f ixed size packet can
be inserted in to  an empty slot. The des t ina t ion  node r emoves
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I
the packed f r o m  the slot.  In the protocol m u l t i p l e  t ransmiss ions
are possible on the loop. When undelivered messages are allowed

to circulate indefinitely on the loop such that all the available

slots are used up, the loop clogs such that nodes are prevented

from writing to the loop.

A Reames protocol allows multiple transmissions and variable

length packets. It is implemented by an expand ing and contracting

loop in which each node contains a FIFO queue. Each node can read

and write at the same time , thus , incoming traffic can be diverted

to the FIFO queue when a node has data to write. The Reames loop

protocol is also subject to clogging .

The ESM system guarantees that clogging can never occur . The

Newhall protocol can be divided into two types. The WT— l version

allows an e n t i r e  nodal queue to be emptied when a write token (WT)

is received . The WT— 2 version allows only one packet to be
written to the loop when the WT is received ; thi~’ WT must be sent

out onto the loop after the single packet is written. The ESM

system uses the latter version with packets being up to 256 bytes

in length. The ESM node performs a destructive write thus over-

writing any bytes that may be circulating on the loop due to

unde l ive red  messages. When a wr i te token is lost , it is
regenerated by the nodes which have multiples of the write token

timeout parameter. The loop acquisition time in the WT— 2 protocol

is bounded and is a known quantity used for the write token

timeout parameter.

The ESM o r i g i n a l  three  loop network  used a d i rec ted  w r i t e  token.
The w r i t e  token was sent to each adjacent  node on the loop and
in te rp re ted  as a w r i t e  token by the nodal software. Experiments

on the ESM system where nodes were put in a don ’t execute s tate
f o r c i n g  WT r egene ra t ion  and misd i rec ted  WT ’ s where two would be
generated and e v e n t u a l l y quenched due to the destructive write
c a p a b i l i t y ,  indicated that the system was ex t r eme ly  r e l i ab l e ,
f a i l — s o f t , and not l i k e l y  to deadlock.
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Any loss of synchron iza t ion  in a node is automaticall y

r e s y n c h r o niz e d  by a node ’s ha rdware  in a t ime span of not more
than  n ine  f i e lds .  A temporary fo rm of node paralysis can occur

wh ?n the end of packet charac te r  is d i s to r t ed  by noise.  The NCU
BEX2 command that  causes the node to read w i l l  cause the node to
hang up waiting for a new character which is not forthcoming. The

next  w r i t e  token that  is d i rec ted  to the node will supply the

required end of packet indication at the expense of the loss of
the w r i t e  token . A f t e r  a t imeout , some node in the ioop wi l l
gene ra t e  a new w r i t e  token.  In any case , a s u f f i c i e n t l y  long hang
up of the NCU which sets the program counter of the NCU to 0.

This restarts the NCU in the “wait” state until resynchronization

occurs. The CIE then restarts the NCU in the regular fashion.

The ESMD loop 4 uses an orbiting WT rather than a directed WT.

Under no load condi t ions  the loop hat - a single WT circulating at

the basic loop data r a t e .  When a node wishes to write a packet ,
it preloads the packet into the pr imary output buffer and a WT

into the secondary output buffer. It then modifies the address

comparison memory (ACM) on the LIU so that the WT address (e.g.,

255) is recognized by the node. When the WT is recognized by the

LW it starts writing the output buffers to the loop and generates

an i n t e r r u p t  to the CIP.  If there  a re  a d d i t i o n a l  packets w a i t i n g
in the output queue , the CIP loads the output buffers. If there

are no additional packets to be written , the CIP notifies the ACM

that  the WT is no longer recognized .

Various schemes can also be used to counter clogging in the Pierce

and Reames protocol. In the Burroughs ADO loop which uses a

Pierce pro tocol , a loop moni tor node detec ts an d correc ts
clogging . In the Reames protocol addi t iona l  bits are contained in
the packet  which  nodes can mod i fy and examine  in order to remove
c i r c u l a t i n g  messages.
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Anothe r area where  deadlock s i t u a t i o n s  can occur is t h e  host to

host hid interprocess communicat i on language. A possible deadlock

situation is found in Section 2.2.8. Access commands are used to
d e f i ne the  i n t e rp rocesso r  c o m m u n i c a t i o n  l a n g u a g e .  A dead l ock
situation can occur when f i l es  a re  be ing  t r a n s f e r r e d  be t ween two
machines. As each record of the  f i l e  is sent , a response is sent

by the receiver saying that it had received the lost record and

to  send the next record. This handshaking is nec essary  since
r ecor h; may be de st i ned to dcv ices of var i ous speeds (e .q . , d i sk

tape , printer). Deadlocks are prevented in the prog r am by means

of time o u t s .  The subroutine module  that reads from the loop

(FRDLP) has a parameter (ITM) that can be set when a host response

is expected . The s u b r o u t i n e  w i l l  o n l y  w a i t  10 seconds for a

response f r om the o t h e r  hos t pr cess or  . If no i n p u t  is received

w i t h  in that time cent  r o t  ret u r n s  to the ma in p r o g r a m  and the

o u tst a n d  tri g file u. closed and an e r ror  messa~]o is  sent  to the I~SM
t e r m i n a l  t h a t  reque sted the f i l e  t r ansh’r m d  i c a t  i ru-l t ha t  th er e is

no response f r o m  the  remote  processor
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2 . 1 . 4  R o u t i n g  Methods

When a l i n k  goes down a r o u t i n g  method mus t  he emp loyed in order
to avo id the bad link. In the three loop ESM system , its two

c o n n e c t i v i t y  f e a t u r e  impl i e s  tha t  a node can t a l k  to any o ther
node v i a  an a l t e r n a t e  pa th  when the p r i m a r y  pa th  l i n k  is down .
Each ESM loop has at least two gateway nodes.  A l t e r n a t e  r o u t i n g
is v e r y  s i m p l e  to imp l ement the ESM system with its log ical ID

( L I D ) / f u n c t i o na l  address ( F A D )  convers ion  tab les .  A node uses the
FAr) found in its table at a location (index) equal to the LID as

the loop address when sending the packet. It may reach i t s  f i n a l
d e s t in a t i o n v i a  o the r  loops . If the d e s t i n a t i o n  is correct l y
reached ( i . e . ,  a good LPC fo r the or i g i n a l  th ree  ESM loops , a good
CRC fo r kee ps  4 and ~ ) ,  a C I P  to CIP ACK message is sent back to
the  or i ~~i n a t t n q  node .

If a NAK i s  r ece ived  or a timeout per iod  is exceeded w i t h  no
response , the me ssage •~~uld be retransm itted. After a specified

number  of retries , alternate routing would he utilized by using

the loop address  of another gateway node in the loop . By

conversion , gateway nodes use an FAD or read address equal to the

loop number to wh i ch they send messages.

An example of how alternate routing is implemented with a

mult iloop architecture using indirect addressing is given in

Fiqure 2 .1—8. Let us assume that host processor A on loop 1

wishes to send a message to system process 2 1. Host A need not
know where  pr ocess 2 1 res ides  in the n e t w o r k .  Let us assume for
the example that process 21 resides on host processor E in loop 3.
Host A sends a packet  to i t s  CIP w i t h  21 as the d e s t i n a t i o n  LID
and 10 as i t s  source LID.  The CIP  looks in i t s  LID / FAD convers ion
t a b l e  and f o r m a t s  a packet us ing an FAD or loop address equal to
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3. The packet is Sent out onto the loop , bypasses nodes 12 and 2
and is read by gateway node 3. Gateway node 3 sends the
i n f o r m a t i o n  par t  of the packet across the 1—3 l i n k .  Gateway 1 in
loop 3 uses its LID/FAD table to fo rma t  a packet hav i ng loop
address 31. The packet bypasses node 2 and node 31 read s the
packet .  An ACK packet is sent out on the loop us ing  LID 10 , and
the packet is l inked  to the input  queue for  de l iverence  to Host A.

If node 11 had not received an ACK message a f t e r  a specif ied
number of retransmissions , it would u t i l i z e  a l t e r n a t e  rou t ing . It
would do th i s  by m a r k i n g  the packet i n d i c a t i n g  tha t  a l t e r n a t e
rou t ing  was used and chang ing the loop read addres s (F A D)  f rom 3 to
2. Gateway node 2 in loop 1 would read the packet and send it

across the 1—2 link. Gateway node 1 in loop 2 would use an FAD of

3 as determined from its LID/FAD conversion table. The packet

would bypass nodes 21 and 22 and be read by gateway node 3. The
packet would be sent across the 2 — 3  l ink and gateway node 2 in
loop 3 would use an FAD of 31 as determined from its table . The

acknowledgement  message would be sent v ia  the a l t e r a t e  route .

Node 11 would also report to one or more network control pro-

cessors who could remove the 1—3 link from service for repair.

This would involve sending special broadcast control packets to

loops 1 and 3 so that link 1—3 would not be used. Thus in loop 1

FAD entries of 3 would be changed to 2, and in loop 3 FAD entries

of 1 would be changed to 2.

The above method of indirect addressing can be used for resource

al locat ion such that  proc~ sses could be moved around the network

so that  spare or less u t i l i z e d  processors can be u t i l i zed . For
example,  let us say tha t  Host E is to be brought  down for service
and thus  process 21 is to be moved to another processor . Let us
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say that  it is determined (possibly by some bid—quotat ion scheme )
that  host D of loop 2 is to handle process 21. In order to move

- the process , control packets would be broadcast in each loop to
change the LID/ FAD tables.  In loop 1 the FAD for  LID location 21
would be changed from 3 to 2 (ALT would now be 3), in loop 2 the
FAD en t ry  would be changed f rom 3 to 22 , and in loop 3 the FAD
en t ry  would be changed f rom 31 to 2 ( ALT would be 1) .

I ~~~

I
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2 .2  Iden t i f i ca t ion  of Adverse Factors

2 .2 .1  Int roduct ion I -

This section summarizes  the resul ts  of the study of adverse
factors on system r e l i ab i l i t y  ( task  2 . 2  of the ESMD proposal) .
The study is p r i m a r i l y  concerned with  the ESM a rch i tec ture

4

consisting of four  interconnected loop networks  implemented by
microprocessors.  Solutions to system r e l i a b i l i t y  adverse fac tors
are presented in terms of ESM ha rdware  and sof tware  al though they
are also applicable to other systems . Section 2.3 summarizes  the
specific f a i l — s o f t  f ea tu res  of the ESM.

The adverse factors identified and discussed below are node

fa ilur es, interprocessor communication network failures , link

f a i l u r e s , f i l e  cor rupt ion , and user language considerat ions with
respect to logical  ID/ funct ional  address conversion table m o d i f i —
cations. 

-

2 . 2 . 2  Node Fa i lu res

An ESM node functional diagram is given in Figure 2.2—1. A

f a i l u r e  of the loop in t e r face  u n i t  (LI lJ ) or control and in t e r face
processor (CIP—BDS) can produce a node failure. A memory failure

may or may not be ser ious enough to cause a node f a i l u r e dependi ng
on byte location . Memory f a i l u r e s  at locations conta ining p rogram
are more l i k e l y  to be ser ious f a i l u r e s  than f a i l u r e s  at locations
conta in ing  data .  An ex te rna l  i n t e r f ace  card f a i l u r e  need not be
ser ious unless the externa l  in te r face  is a control processor
( e .g . ,  data base processor , system control processor , secur i ty
m o n i t o r ) .  It has been estimated that the mean time between
f a i l u r e s  ( MTBF) for  the LIU is 22000 hours  and that for  a BDS
microprocessor wi th  memory is 10000 hours g iv ing  a combined value
of 7000 hour s .
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A node may fa il in a read state and con tinua l ly  remove data (wh ich
may not normal ly  be addressed to i t)  f rom the ioop. This type of
f a i l u r e  could be caused by a bad address comparison memory ( ACM )
chip control led by the BDS sof tware  in which b i ts  would get incor-
rectly set to indicate destructive reads on addresses owned by

other nodes.

A node may f a i l  in a w r i t e  state where it would c o n t i n ua l ly  w r i t e
onto the loop. Since each node has a de s t ruc t i ve  w r i t e  capabi l i ty
a node failed in the write state will destroy all data originating

upstream from the failed node . This type of failure could be
caused by a continual high value for the write command caused by
hardware failure or forced by software control. Al so it could be

caused by an ACM failure such that write tokens (WT) would be

continually received.

A node may also fail in the pass mode where it would act as a

delayed repeater to the data stream and would neither be able to

read data  or w r i t e  da ta .  This type of f a i l u r e  is not as ser ious
as the above two since the failure is local and there is no effect

on the other nodes in the system since the data stream is not

modified. The system may be affected if the ex te rna l  device
connected to the failed node is a host processor with control

responsibility which could not communicate with other host

processors.

Fa i lu res  in the read or w r i t e  mode are ser ious  in that  they may
i n t e r r u p t  the data f low and a f f ec t  system operat ion . The solut ion
to preventing these failures f rom cor rup t ing  the system is to
remove these failed nodes from the loop network by means of the

loop—back capab i l i ty  described in Section 2 . 2 . 4 .  It should also
be noted that  since the ACM is controlled by BDS sof tware  it is
possible that  a mal ic ious  prog r ammer could s imula te  a hardware
f a i l u r e  in the read or w r i t e  mode . For th is  s i t ua t i on , the
a b i l i t y  to r emove a node from the loop via the loop—back mechanism
is necessary ( applies to loop 4 on ly ) .
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The loss of ce r t a in  host processors may a f f ec t  the operation of
the system. For example , Mode 3 of the ESM riser Language (System
Control ) is contained on only one host processor (PDP11 B , Loop
2). In an operational system the loss of this processor would

mean the loss of Mode 3 unless the function could be moved to

another processor . This could be controlled by a monitor node who

could send a control  messag e to another processor to start —

handling mode 3 since a report was received that the previous
node 3 hand le r  processor does not respond .

A desirable feature for reporting the unavailability of external

equipment due to failure or power—down is an Acking scheme across

the CIP—external device interface. The CIP could periodically

test to see if its external equipment is properly working . If

there is no response , the CIP could report the unavailability of

its external equipment to a resource manager associated with a

node or set of nodes. The unavailability of the external

equipment could then be displayed for system users and critical

functions for the case of unavailable processors could be

reallocated to other available processors.

An example of host processor failure that exists in the current

ESM is the automatic connection of a terminal to an alternate

dialogue d i r e c t o r .  This exper iment  is performed by pu t t ing  the
HST 1 node in a don ’t execute , clear state v ia  switches in cabinet
#1. CRT8 in loop 3 , whose microcode (object  f i l e  CRT8S.OBJ ) uses
HST1 (processor A loop 1) as a pr imary dialogue director , never

receives an ACK f r o m  HST1 . It then a t tempts  alternate routing and
s t i l l  receives no ACK; so it send s the dialogue input to lISTS ,
loop 2 which is connected to host processor B.
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The exper iment  as it is c u r r e n t l y  performed has some shortcomings.
It ac tual ly  simulates a node f a i l u r e  ra ther  th an a processor
f a i l u r e  since the CIP generates an ACK and there is no CIP—H OST
Acking scheme. Thus the cu r ren t  experiment  would not resul t  in
te rmina l  reat tachment  if the processor was powered down and the
CIP was in an execute state.  This again points  out the need for  a
CIP—exte rna l  device Acking scheme ; i . e . ,  it would be des i rable  for
the CIP to be able to de te rmine  the ava i l ab i l ty  of the ex te rna l
equipment it is connected to , for the case of host processors an
occasional ARE YOU THERE?, YES I AM exchange would suffice. Also

in the case of the ex i s t ing  exper iment , CRT8 does not learn to
adapt to the inavailability of HST1. Wi th each transmission CRT8

attempts to use HST1, attempts alternate routing , and then finally

t ransmi ts  to HST5 . The at tachment  of CRT8 to HST5 in th i s
situation must be done by operator intervention (Mode 3 on

processor B) to chage the LID/FAD convers ion table of CRT8 and
GAT 2-3 ( i . e . ,  change LID 1 to FAD 2 ) .  The loop u t i l i t y  ( LPFT )
described in Section 2 . 2 . 8  along wi th  new vers ions  of the micro-
code for  CRT 4 , CRT8 provide a dynamic at tach f a c i l i t y  which
changes the processor that a t e rmina l  is connected to using a new
control  packet ( u t i l i z in g  bit  2 of header control  byte D 3 ) .

Error recovery procedures must be employed to detect bad nodes ,
r e c o n f i g u r e  the network to isolate the bad node, report  the
f a i l u r e  to system users , arid real locate func t ions  for  the new
network con f igu ra t i on . An e r r o r  recovery procedure for detect ing
a node that has fa i led  in the w r i t e  state r e su l t i ng  in a noise—
producing node is described below .

Detection of such nodes is re la t ive ly  simple because of the
sequential  n a t u r e  of the passage of i n f o r m a t i o n .  For example , in
a WT—l or WT— 2 loop where w r i t e  tokens are regenerated a f t e r  time-
out , the node j us t  downstream of the noisy node wi l l  be the only
node that never receives a w r i t e — t o k e n .  It can p e r f o r m  its own

2 — 3 2
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I
I wrap—around and signal the node upstream of the noisy node to do

the same . This w i l l  isolate the noisy node. Another method that

I more genera l ly  applies is the use of f r aming  character  detectors .  
- 

-

A noisy node will generally produce fewer framing characters than

normal or else much too many. If any node detects such a condi—

tion over a per iod of t ime , it intercepts the bit stream and acts
as a controller to search out the noisy node.

Once a faulty node is detected and isolated from the network ,

diagnostics must be run in order to determine which card is bad .

Cer tain f a i l u r e s  in the pr ocessor , LIU or certain locations of the
memory cards may prohibit the running or loading of diagnostics.

Diagnostics should be run without interrupting the operation of

the newly configured system . Hot—card replacement procedures

should be utilized so that the loop cabinet need not be powered

- down . Certain LIU functions must be tested using two nodes where

• one node may operate as a writer and the other node as a reader .
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2 . 2 . 3  Interprocessor Communication Network Fa i lure

The interprocessor communication network must degrade gracefuly .

The network for ESM is the twisted pair cable that connects the

nodes in a loop or ring configuration . The loops in ESM are

completely contained wi th in cabinets thus ther e is very li ttle
chance that the backplane resident communication network can be

broken.

In the gener al case, loops or other architectures can be
distributed rather than localized within a cabinet. The distri-

buted approach would be used for extended reach applications in

which each node would reside near the external equipment and would

have its own power supply. In this situation it is possible for

the cable to become broken. This is particularl y likely in
— 

military applications where battle damage may cut the inter—

processor communications network. Unlike many bus architectures

where a cut cable will bring down the entire system , the ESM loop—

back capability provides for automatic reconfiguration when the

interconnecting cable is cut. In the ESM system battle damaged

areas of the network can be removed and communication can continue

along the surviving reconfigured network. The automatic loop—

back scheme described below reconfigures a loop network to isolate

adjacent node failures.
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2.2.5 Link Failures

In the ESM system links are used to connect  loops . The trans-
miss ion  media is r ibbon cable a l though it is meant  to s i m u l a t e
data communication lines which would connect loops at different

locations. Link interfacing is done via gateway nodes. Multiple

loop networks may be distributed geog raphically where each loop

would be contained within a building , or functionally where each

loop may handle a set of functions and multicomputin g loops would

be colocated and communicate via high speed direct connections .

Since a gateway node is software controlled and contains con-

siderable queue space , it provides loop independence or indepen-

dence from other types of networks (e.g., AUTODIN II , TCCF , SDLC).

This independence may be in the areas of protocols , data rates ,

and security.

The link connection scheme for the or iginal three loop ESM system

is given in Figure 2.2—3. The system is fully connected since

each loop has a direct link to the other two loops . Loop

independence was demonstrated in ESM by running the loops at three

different loop rates (switch selectable) and demonstrating that

loop to b o o  communication continued .

Since there  are two gateways per loop in the  o r i g i n a l  three  loop
ESM configuration , alternate routing is possible. A demonstration

of this begins with the system configured so that CRT8 (loop 3) is

at tached to HST 1 ( loop 1). The link between loops 1 and 3 is

broken by removing a gateway interface card from cabinet 1. CRT8

now attempts to communicate with loop 1 but doesn ’t receive an

ACK. I t  then send s the packet to loop 2. In loop 2 the packet is
sent to the gateway node connected to loop 1. In loop 1 the
packet is sent to HST 1 and the ACK message is sent back to CRT8
v i a  the a l t e r n a t e  rou te .  Thus there  is always a primar y route via

the gateway tha t  connects d i r e c t l y  to the d e s t i n a t i o n  loop and an
a l t e r n a t e  rou te  v ia  the gateway that  connects to an i n t e r m e d i a t e
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Figure 2.2-3. Original ESM configuration
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loop. For the demonstra t ion the l ink  is removed from service by
modifying LID/FAD conversion tables. CRT8’s tab le is changed so
that  LID 1 ( f o r  host 1) is mapped to FAD 2 ( for  gateway 3 — 2 ) ,  and
HST 1’ s table is changed so that  LID8 ( for  CRT8 ) is mapped to FAD2
( for gateway 1— 2 ) .

The network  c o n f i g u r a t i o n  is defined by the nodal LID/FAD conver-
sion tables. The tables can be changed by control packets that

are interpreted by the nodes. In this manner dynam ic network
reconfigurations are possible. As links fail table changes can be

made so that alternate routing via an intermediate loop can be

used.

The addition of the fourth ioop will result in the configuration

of Figure 2.2—4. Note that loop 3 will have three gateway nodes

and loop 4 will have one ESM connected gateway thus alternate

routing cannot be done via loop 4. However , the addition of the

Feasibility Development Model (FDM— Loop 5) of the Modular System

Control Development Model contract will supply additional

flexibility. Figure 2.2—5 shows two anticipated configurations

for the five loop network. Configuration a.) is superior for 
—

handling link failures since each loop has at least two gateway

nodes (i.e., the network has two—connectivity ) and alternate

routing via intermediate loops can be utilized .

I
1
I
I
I
I
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2 .2 .6  Faul t  Reporting

System f a u l t s  should be reported to human operators and/or users
for  i n f o r m a t i o n a l  and/or control purposes. Processors in d i s t r i —
buted nodes should report  problems to a node that is connected to
a control  processor and/or display t e r m i n a l .  For example the ESM
node C of loop 4 , which wi l l  contain a t e rmina l  i n t e r f ace  card ,
could be used for  receiving f a u l t  repor ts f rom other processors .

Faul t s  which could be reported by nodal microprocessors  include
au tomat ic  loop—back in e f fec t , a l t e rna t e  rou t ing  being used ,
ex te rna l  i n t e r f a c e  equipment non responsive , node non responsive ,
excessive number of NAK ’s received , arid d iagnost ic  tests being
run.

An example of a situation where fault reporting to a human for

informational purposes is desirable is in the case of automatic

loop—back. Let us assume that a node fails such that automatic

loop—back occurs and the failed node is removed from the network.

This f a i l u r e  must  be reported to a human user so that  ma in t a inance
can be done on the failed node , and so that LID/FAD tables can be

modif ied  to r e f l ec t  the reconf igured  system wi th  the node removed .
In the ESM, automatic loop—back results in an interrupt being

generated to the BDS microprocessor . Af t e r  a status word is

examined the processor could format  a packet such as “ LOOP—BACK IN
EFFECT — NODE 13” . The packet could be sent to a special LID
which would be routed to the te rmina l  node G in loop 4.

I
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2 . 2 . 7  F i le  C o r r u p t i o n

Another  adverse fac tor  is the c o r r u p t i o n  of f i les  in the system .
Files may become corrupted due to disk failures or not available
due to processor f a i l u r e  for ‘~~e processor that  controls  the d i sk .
Cer t a in  key f i l e s  such as the system tables may become corrupted
( e . g . ,  INFO .DAT which con ta ins  ESM LID/FAD conversion table
i m a g e s ) .

The e f f e c t  of f i l e  c o r r u p t i o n  can be m i n i m i z e d  by in t roduc ing
m u l t i p l e  copies of f i l e s  on d i f f e r e n t  d i s k s .  It is recommended
that  the ESM d i s t r i b u t e d  data base contain mul t ip le  copies of both
d i r e c t o r i e s  arid d a t a .  Dis t r ibu ted  d i rec tor ies  are used for
associating an LID with a record of a file to indicate where it

resides in the system . Directories are duplicated on both ESM

PDP—ll’s. Data files should also be duplicated ; the loop 4 8776

processor can be used to hold a duplicate copy of the data files

d i s t r i b u t e d  on the PDP—l l processors.

For fail—soft operation with respect to file corruption , a system

utility is necessary in order for dupl ica te  f i l e s  to be created on
d i f f e r e n t  processor disks in the system . A loop utility program

which creates multiple copies of 80 byte files is described below.
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2 . 2 . 8  Loop U t i l i t y

A u t i l i t y  has been wr i t t en  for the ESM ( LPFT ) which improves the
fa ilso f t  operat ion of the system . The u t i l i t y  allows terminals  to
be reattached to another processor , allows f i les  to be sent to
another processor ’s disk , p r in t e r , or tape , and allows f i l es  to be
sent f rom another machine ’ s d i sk .  A flow d iagram for the
machine—human dialog ue for  LPFT is given in F igu re  2 . 2 — 6 .

A host—to—host  level interprocessor communicat ion and synchroniz-
ation scheme is implemented in FORTRAN for LPFT by means of access

commands contained in byte 7 (D7) of the packet. These access

commands are given in Table 2.2—1.

Table 2.2—1. LPFT Host—To—Host Access Commands

Access Command D7

Request f i l e  X Record size Y 20
Wri te  Fi le X Record Size Y to Device Z 2].
Record to Wr i t e  22
End of File 23

Record Received — Send Next 24

The t e rmina l  reconnection f ac i l i t y  is provided by a new control
packet generated by the dialogue d i rec tor  host and interpeted b y
the CRT node. The control packet has bit  2 of byte D3 on wi th  the
new dialogue d i rec tor  LID contained in byte D7. A new version of
CRT4.OBJ and CRT8 .OBJ is supplied to in te rpre t  th is  new control
packet.
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LPFT allows mult ip le  copies of f i les to be made on another

machine ’s disk or tape , allows peripherals to be shared by

processors, and allows ESM terminals to dynamically attach to

other processors as comman d ed by the system user in order to -

impr ove the f a i l—sof t  capability of ESM. -

•

1
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2 . 2 . 9  User Language Considerat ions

System Control  f a i l - s o f t  exper iments  are performed v ia  the ESM
User Language. LID/FAD table updates and read addresses can be

changed in the System Control Mode 3. Changes are entered on ESM

terminals and the dialogue director host processor (only host B

implements Mode 3) formats control packets that are interpreted by

the node whose data  memory is modified . Modification s are stored

on the host computer ’s disk (file INFO .DAT) and displays of nodal

memory parameters are presented via System Inquiry Mode 2 of the

User Language.

The system file should be stored on only one host processor ’s disk
and modifications should only be done by that dialog ue director

host. Thus Modes 2 and 3 of the User Language are only resident

on one host. A system lock should occur after a change has been

made so that only one change can be made at a time . Checking and

verification of inputs should be used for Mode 3 so that  minor
typing changes can be detected before nodal memories are modified

incorrectly.

The file INFO.DAT keeps track of changes as they are made to the

system. A baseline system that corresponds to the table para-

meters contained in the nodal microcode is contained in the file

INFOPM.DAT. At system startup time or when the system is cleared

the PDP—ll command file STESM deletes old versions of INFO .DAT.

System modifications are then made to the file INFO.DAT which is

used to generate the displays of Mode 2.

Althoug h INFO .DAT is only stored on one processor , it may be
useful to store INFOPM .DAT (corresponding to the baseline system)

on all system dialog ue director hosts so that Mode 2 can be

accessed on a l l  processors.  If the c u r r e n t  tables wish to be
viewed ( i . e . ,  INFO .DAT in Mode 2 on Host B ) ,  the user can ex i t
from the User Language and attach his terminal to Host processor B

us ing  LPFT .
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2.3  ESM Fa i l—Sof t  Features

This section describes the ESM fea tures  that  wi l l  be used to
counter the adverse fac to rs  described above. This section
summar izes the wor k done for Task 2 .3  of the ESMD proposal. Loop
4 of ESM wi l l  be implemented using the double loop a r ch i t ec tu re
wi th  the automatic loop—back f ea tu re  described in Section 2 . 2 . 4 .
Task 2 .3  wi l l  provide inputs  to the acceptance test d e f i n i t i o n  of
Task 4 . 7 .

The fo l lowing  demonst ra t ions  wil l  be done to s imulate  SYSCON
failures arid indicate fail—soft operation :

i.) Node Failure Simulation — Remove an LIU card f rom Loop 4.
Automatic loop—back occurs on both sides of the removed node. The

fault is reported to the CRT terminal attached to node G. Demon-

strate that terminal—host communication is still possible with

newly conf igured  system and recovery to o r i g ina l  configuration
a f t e r  “ bad ” node is repaired .

ii.) Interprocessor Communication Networ k Failure Simulation —

Ground or open a primary loop wire. Automatic loop—back occurs.

Report f a u l t  to CRT terminal  node. Demonstrate t e rmina l—hos t  
-‘

communication still possible.

i i i . )  Host Processor Fa i lu re  S imula t ion  — Power down the B776 to
simulate  a f a i l u r e .  The BDS connected to the B776 occasionally
sends an ARE YOU THERE? message. When the B776 is non—responsive ,

- 
- the BDS sends a f a u l t  report  message to the terminal  node.

i v . )  Link Fa i lu re  Simulation — Remove a gateway in t e r f ace  card
connecting ESMD ( loop 4) to ESM. Attempt to send a message f r o m
loop 4 to ESM; when no ACK is received report  f a u l t  to te rminal
node. A l t e r n a t e  rou t ing  was demonstrated for  the o r i g i n a l  th ree
ESM loops .
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J V . )  Loop U t i l i t y  Demonstrat ion (LPFT ) — This prog ram is descri bed

in Section 2.2.8. The features of file transfer and resulting
duplicat ion on other processors , peripheral sharing , and terminal
reconnection for  achieving f a i l — s o ft  operation are demonstrated .

C.
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3.1 INTRODUCTION
S

— The ESMD security task will examine the security—related character—
• istics of potential Defense Communications System (DCS) SYSCON

Architectures. The DCS system control subsystem is intended to

provide networ k control , traffic control , performance assessment

and status monitoring, and technical control (Sch 74). The esseri—
tial feature of a system control subsystem for the integrated DCS

of the 1980’s is a r equirement for a secure distributed processing

networ k environment. SYSCON is described in (Sch 74) as a multi-

level management hierarchy, with excessively higher levels of the

hierarchy assuming more and more of the responsiblity for

monitoring and controlling larger portions of the DCS (see

Figure 3—1). “The first level of control will act as an arbiter in

resolving interarea control decisions as well as coordinating

control actions affecting more than one area. The second level

will be geographicall y dispe r sed arid will repor t to level one.

The third level , normally performing the functions of data

reduction analysis and formatting , interfaces with the switching

and transmission nodes. It will provide a minimum degree of

autonomous decision making and control. The last level , level

four , will provide the necessary functions of testing , patching ,
adjusting , maintenance , status monitoring , and control that must

be performed at the equipment level...The system control paths of
communications are assumed to comprise a mix of dedicated and

switched circuits with the capability of voice, teletype and

processor—to—processor communications. ” (Sch 74)

A more recent DCS system control hierarchy as described in the
• Modular System Control Development Model (MSCDM) Phase I Final

Report Consists of f ive levels. These levels are:  I — Worldwide
Control , II — Theater Control , III — Sector Control , IV — Nodal

Control and V — Station Control. Levels I and II are involved

with networ k control , levels II and III are involved with traffic
control , and levels I I I  and IV are concerned with transmission
control .
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The need for secure d i s t r ibu ted  processing in a geog r aphica l ly
dispersed , mul t i—leve l  network for system control  of the DCS is
becoming more and more apparent.  Just what the specific secur ity
r equirements of SYSCON subsystem might be is still not completely

known or agreed upon . For this  r eason , though system control  is a
unique application with special requirements all its own , the

intent of this task will be to assess the security requirements of

d i s t r i b u t e d  data processing networ ks in genera l , w i t h  p a r t i c u l a r
emphasis on m i l i t a r y  secur i ty  pr oblems , and to descr ibe the means
by which they can be met .

There are several classes of distributed computer systems.

Ramamoorthy (RK 76) distinguishes between (1) systems of parallel

processors , (2) multi—processor configurations , (3) computer

ne tworks , and ( 4 )  h is  own model of a distributed computer system ,

which he calls the DCS. “Basically, the distinction is based on

the manner in which the processing elements cooperate with each

other to wor k on a given job or on different jobs. In parallel

systems all the processors may be performing the same operation on

d i f f e r e n t  sets of operands , and in a multiprocessor system each

processor may be working on different jobs and the degree of

coopera tion ma y be minimal. In computer networ ks the processors

are  most ly  autonomous genera l—purpose  computers  that  in most cases
are geographically apart and are connected through a switching or

a communication network. However , in a DCS (Class 4) the PE5

(Processing Elements) wor k in a cooperative way on a set of

related jobs: in other words , the processing of a given job is

distributed among various PE5.”

In its most genera l  form , SYSCON is potentially a hybrid of all

four  classes of distributed computer systems. Taken as a whole it

is essent ia l ly  a computer n e t w o r k ,  but its nodes coul d assume any
one of the other shapes of a DCS . Because of the s t r u c t u r a l
cha r ac t e r i s t i c s  avai lable  for the ESM s imula t ion  s tudies , th i s
task wi l l  r e s t r i c t  its a t tent ion  to the more loosely—coupled
systems of classes ( 3 )  and ( 4 )  i gno r ing  a l together  those
d i s t r i b u t e d  computing systems involving para l le l  processors and
mul t i p l e  processors shar ing  a common memory .

L I  
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The pu r pose of the ESMD secur i ty  task is r e a l l y  two—fold . F i r s t ,
a capabi l i ty  for the s imula t ion  of d i f f e r e n t  SYSCON arch itectures
dist inguished on the basis of their secur i ty  pr operties wil l  be
demonstrated on the ESM loops. A communicat ions  secur i ty  model
supported at each loop node by CIE f i r m w a r e  was developed with
this  purpose m m m d. The model allows for considerable  freedom in
the design of host—level policies fo r con tro ll ing access to
commun ications chann els and hence for con trol ling access to othe r
networ k resources as well. Never theless , the range of SYSCON
architectures that can be studied using this model is surely a

very small subset of the distributed computer ar chitectures that

might be suitable for the system control application. The second
goal , then , is to take a look at d i f f e r e n t  SYSCON a r c h i t e c t u r e s  on
paper , considering their strengths and weaknesses in terms of

cost , complex ity, overhead due to security, approaches to access
control , etc. The first problem of course , in making such a

comparison is one of determining just what differentiates one

SYSCON architecture from another. The dimensions of a SYSCON

architectute which impact its secu r i t y  wi l l  be examined , and
candidate architectures compared on the basis of this analysis.

This aspect of the study will also suggest further simulation

studies , impossible to conduct within the constraints of the

communications security model discussed above, which should pr ove
of value in any thorough comparison of SYSCON architectures .

There is no longer any doubt that  networ k security encompasses

issues of much g rea te r  scope than that  of communicat ions  security
alone . This repor t should make that much clearer . Nevertheless ,

the thrust of the ESMD security task is , in fact , directed towards

the study of communications security because COMSEC is viewed as

the very foundation for higher level network security policies .

It  is ju s t  as important  to emphasize at the outset that  the
communicat ions  s ecu r i t y  model described in section 3.5 of the
repor t is intended for use in areas  secure  fr om outside inter-
fe rence .  Where proce dural contro ls can pro tect communica tions

3—4
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f lines against spoofing , traf f ic  analysis , and other l ine tapping
opera t ions .  Encrypt ion  obviousl y has a secure place in COMSEC ,
but if its overhead can be avoided and communication security

main ta ined , so much the be t te r .  Where pr ocedural controls  are
inadequate or nonexistent , encryption of course becomes necessary.

An appr oach to networ k security which combines the two techniques

is discussed in section 3.6 of the report.

The remainder of the r eport is divided into five major sections :

(1) What is security? Compares and contrasts the use of such

terms as security, reliability, integrity, protection , and

guaranteed service , stressing as well that security must

always be viewed as a function of network requirements ,

(2) Networ k Security: requirements and problems — discusses

security requirements , problems , and approaches in the

context  of both single computer systems and computer
ne twor ks,

(3) Dimensions of a SYSCON architecture lists those aspects of

a network architecture which have an impact on its

secur i ty , and so serves as an introduction to (4) and (5)
below ,

( 4 )  The communica t ions  secur i ty  model describes a s imu la t ion
model, designed for possible implementation on ESM ’s CIE

loop interface , which is to be used in networ k arch i-
tecture studies related to COMMNET access control, and

(5) Security characteristics of alternative networ k archi—

tectures expands somewhat on (3) by considering in more - 
-

detail such secur ity—related aspects of networ k design as - 
- 

-

physical topology of the COMMNET , secure host processors ,
COMMNET pro tocols , and cr ypto contro ls .  - 

-
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3.2 What is Security?

The terms security, protection , integrity, and reliability are

often used interchangeably, and to no purpose but confusion and

misunderstanding . An informal description of these terms should

help delimit the scope of the ESMD security task.

The principle of policy/mechanism separation (Lev 75) gives rise

to the distinction between security and protection. To paraphrase

(CS 76), a security policy is a set of rules which specify the

access rights of subjects (processes and users , for example) to

objects (devices and segments , for example) and/or information in

a computer system. A protection inechaism is the means by which

security policies can be implemented and enforced . For example ,

H the protection mechanism of out communications security model ,

implemented in CIE firmware , guarantees that only authorized

processes are allowed to modify the nodal conversion tables of the

ESM loops ; a host—level security policy determines just who those

authorized processes are. The protection mechanism of the CIE

prevents a host from transmitting messages to a given process

- j unless it has the right to do so; such rights are granted to hosts

only as a matter of host—level security policies. Though , as
stated in (Lev 75), it is not always possible or desirable to

separate policy from mechanism , for the pu r poses of this report

the distinction between security and protection should prove a

useful one.

To paraphrase (CS 76) once again , an integrity policy is a set of

rules which specify the ways in which information in a computer

system can be modified . Even if the information entered into a

da ta base canno t be checked for cor r ectness , it can be checked for

plausibility (typically, a range of acceptable values for a given

item would constitute an integrity check against incorrect

entr ies ). Just as for secur ity, appropriate mechanisms must be
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designed to support whatever integrity policy is selected . Inte-

grit y v iolat ions occur in bas ically one of two ways . Unauthor ized
modification of information resulting from a br each in security

generall y results in an integrity violation: rarely in practice

is information modified correctly under these circumstances. An

integrity violation may also occur even when access to information

is authorized — the information can be modified incorrectly either

maliciously or by accident. The emphasis of this r eport is of
course on security, and not integrity.

“Reliability is the probability that a system will perform satis-

factorily for at least a given period of time when used under

stated conditions: which failures occur , where , “failure ” means
unsatisfactory performance ” . (Alv 64) The distinction between

security and reliability is seen to be a straightforward one. Not

so obvious is the distinction made between reliability and

correctness. Derring (Denp 76) states that “The distinction can

be put this way : a system is correct as soon as it meets its

specifications; it is reliable if it performs to satisfaction with

high reliability. If the term “error ” signifies a deviation from

specifications , reliability means not freedom from errors but

error tolerance.”

“A system need not be correct to be reliable. It is considered

reliable if the most probable errors do not make it unusable , and

if the errors that do are rare and not at times of great need .
Similarly, a correct system may be unreliable. Most correctness

proofs make important implicit assumptions that can easily be
invalidated in practice — e.g., that the underl ying support system

(such as the hardware) works correctly, that all data is

consistent and correct , and that nothing outside a given subsystem

can affect its behavior except via an interface .”
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The ESMD security task is not at all concerned with the general

issue of network reliability, but it is concerned with the relia-

bility of network security, and particularly with the reliability

of commun ications resour ce management. Questions related to

correctness of networ k security will be considered within the

context of security assurance and pr oposed techniques for

guaranteeing system correctness.

A common , though somewhat elusive , security requirement known as

the guaranteed service principle (see Section 2.3 of the report)

is closely related to the concept of reliability. The principle

states that there shall be no unauthorized denial of service ,

i.e., “Users should never be denied access to objects (i.e., use
of resources) to which they are entitled .” (Neu 75). Wher e

reliability, in its most general sense , is a measure of satis—

factory performance , or ser v i c e, the guaranteed service principle

is a service r equirement of a very absolute nature. A system may

be reliable and still (pr obably unwittingly) deny its reliable

service to some of its authorized users. Denial of service

concerns as an aspect of networ k security will be discussed

extensively in the report.

— Though , as mentioned above, a security policy can be defined as a

set of rules which govern the control of access by subjects to

objects/information in a computer system , what is or is not viewed

as security, in terms of the objects to be protected and the

permissible modes of access accorded to subjects , is always a

matter of network security r equirements. One system can be

considered more or less secure than another only if the security

requirements to be met in each case are comparable. Fr om this

point of view alone is a security study of SYSCON architectures
meaningful. A number of possible security r equirements for system

control will be considered in the report , and it is essentially

these r equirements that will form the basis for the comparison

studies of the ESMD security task.
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Finally, the study of SYSCON a r c h i t e c t u r e s  and their security

proper ties can only be one of severa l cr i ter ia  to be consi dered in
the selection of a networ k design for system control. A secure

SYSCON architecture would hardly prove acceptable if it failed to

meet r el iabi l i ty,  throughput, and/or resource sharing require-
ments. Though not its focus of study, the ESMD security task will

try to identify the flaws in a candidate SYSCON architecture which

coul d res tr ict its use fulness as a basis for ne twor k or ganiza tion ,
regardless of any desirable security characteristics it may have .

The current section has addressed the question of what is security

in a very general way . Section three goes on to discuss the

security problems and requirements of both centralized computing

systems and general computer networks , first to suggest a dividing

line between computer and network security, and then to motivate

the choice of SYSCON dimensions which have an impact on networ k

security requirements.

3.3 Network Security: Requirements and Problems

All security policies/protection mechanisms , whether applied to

the security needs of a single computer system or to those of a

network of computer systems, should make provision for

(1) Controlled access to resources

( 2 )  Secur i ty  assurance/moni to r ing , and

(3) Guaranteed service to users

A r equirement for controlled access to resources encompasses not

one , but several, important “security ” requirements. The

protection mechanism supporting a given security policy must be

complete in the sense that every attempt to acces s a resource must
be validated (at least indirectly) by the protection mechanism.

Fur the rmore , the pro tection mechanism mus t be tamper proof , so that
the pro tec tion mechanism is itself immune from unauthor ized
alteration.
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Access control al so depends on proper ident i f icat ion!
authent ica t ion of “ subjects” (use r s , processes , devices , e t c .)
des i r ing  access to the resources of a computer , or computer
network. The term identification is used to mean the process of

determining who or what an entity claims to be , and the term
authentication the process of verifying this claim (Col 75). Once

the identity of a subject has been authenticated (by using a

passwor d , for example), au thor iza tion checking on the par t of the
- 

I 

protec tion mechanism determine s whe ther or not system resources
may be accessed in ways requested by the subject.

— Security assurance/monitoring is concerned with “providing

assurance that (A) desired level of protection is maintained.”
(Col 75) Security assurance requires that a protection mechanism

be certified correct and complete and that a security policy be

shown to suppor t system securi ty requiremen ts; moni tor in g the
activity of a system throughout its lifetime pr ovides an addi—

tional check on the in tegr i ty and adequacy of a secur ity policy/
protection mechanism while the system is in full operation .

Fina l ly , the “guaranteed service principle ” holds that there can

be no denial of service to authorized users. It appears that many

cases of guaranteed service can be handled formally in much the

same way as for access control (Neu 75), so that security
assurance should be applied to denial of service concerns as well.

Before turning to the subject of network security, we will f i rs t

- 
- 

take a br i e f  look at secur ity in the con tex t of a single compu ter
system. There is no attempt at completeness here, but we do hope

to show where approachs to securi ty in a single computer system
can be applied to a network of such systems, and where the
security requirements of networks depart from those of more

tightly coupled systems.
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Neumann et al (Neu 75)  ident i fy  four pr inciples of system
secur i ty :

P1: There can be no unauthor ized  a l te ra t ion  of in format ion
(the al tera tion pr inc ip le)

P2 : There can be no unauthorized acquisition of information
(the detection principle)

P3: There can be no unauthorized denial of service (the
guaranteed service principle)

P4: Ther e can be no unua thor ized leakage of in forma tion
(the confinemen t pr inc iple)

Of immediate interest here are principles P1 and P2. There are

two commonly accepted approach es to access con tro l in a compu ting
system. Each prov ides mechanisms for complete user isolation and
for controlled shar ing of information among users. In one

approach access control lists associated with each object in the

system speci fy  the modes of access allowed to the object by
au thor ized subjects; an access con tro l le r , one perhaps for each
type cf object to be protected , mediates all attempts to access

the object , and so enforces the authorization constraints of the

access control lists. Access control list systems , like Multics,

are generally implemented as a combination of both hardware and

software , wi th access control lists in ter pre ted in sof twar e, and
tables of descriptors , which reflect the access constraints of the

control l ists, interpreted in hardware. The use of descriptors

allows for secur e access control w ithout incurring the ex tra
overhead that would result if every attempt to access an object

were to be validated explicitly by an access controller .

Capability—based systems adopt a ticket—oriented approach to

information protection . A capability is used to name , or iden—

ti f y ,  an object and to specify the rights of access to the object
accorded the owner of the capability. “A capability is protected

in that it is created by the system and cannot be modified or
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forged.. .when a capability is presented , it is interpreted by an

accessing mechanism appr opriate to the object referred to by the

capability, namely,  the type of object. Protection results from

the enfor cement of the rule that access to an object is permitted

only upon presentation of an appr opriate capability corresponding

to that object... (thus ,) authorization has meaning only with

respect to a mapping from capabilities to the infor mation in the

system . Then the authorization to access a particular piece of

information implies having access to an appropriate capability

(itself obtained in an authorized way.)” (Neu 75) Despite the

simplicity , flexibility, and efficiency of capability systems,

they do have several potential problems largely avoided by access

control list systems; in particula r , how to control the

propagation of capabilites among subjects , and how to rescind

capabilities for an object regardless of their location in the

system.

No matter what approach to access control is taken , the

identification/authentication problem described earlier remains

critical to secure access control. As stated in (Neu 75), “A

user ’s authorization.. .depends largely on what is made available

initially to the user at login. The identification and initial

authorization are thus critical to security, but are beyond the

scope of the operating system design — apart from the fact that

this initial authorization can itself be made secure as a part of

the operating system .” The identification problem is especially

acute in the area of communication security, and will be discussed

more extensively in section 3.5 of the report.

Another aspect of secure access control corresponds to an

extension of the authorization pr oblem . In (Schr 75) Schroeder

describes a scheme for passing capabilities from one protection

domain (a generalization of the Multic ’s ring concept ) of a

process , via a procedure call , to another protection domair in the

same pr ocess. The problem , of course , is one of ensuring that

capabilities passed as arguments in the pr ocedure call “be

constrained to give no more access than is available to the

calling domain. ” And the problem must be solved for the case of
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a r b i t r a r i l y  nested procedure calls as well. It will be seen that

networks  have the i r  own special vers ion of th is n ’ th par ty
authorization problem .

The confinement principle , security principle P4, adds a new

dimension to access control. Confinement encompasses three

potential security problems :

1. Leakage of information over normal channels. We have

already discussed an instance of this problem in the context

of capability—based protection systems. If a subject Sl

allows another subject S2 to operate on its objects by
passing appropriate capabilities to S2, then S2 cannot be

allowed to retain the objects itself or transmit the objects

to another subject unless permitted to do so by Si. (1) is

actually implied by security principles P1 and P2.

(2) Leakage of information over subtle channels. As an

example of (2), (Rot 74) discusses the possibility of trans-

mitting encoded information over an “Invoice Channel” .

Consider the case of a proprietary service , available to the

user s of a computer utility, wh ich uses a communica tions
channel for the preparation of invoices. Billing information

must be made available to both the lessor and lessee of the

proprietary service; in order to ensure that the lessee

receives the same copy of the bill as does the lessor (so

that the lessee can observe the presence of any extraneous

information and so detect potential security violations), all
bills are sent by the service to a “Proprietar y Services

Admin i s tra ti on ,” which then delivers identical copies of the

bill to lessor and lessee. Thus, after performing a service

for  one of its cu stomers , or lessees , the pr oprietar y service
can use the billing channel to transmit information about the

transaction to the lessor of the service.
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(3) Leakage of i n fo rma t ion  over covert channels. It is also

possi ble to access inf o rma tion illegally by ma ki ng i n f e r e n ces
f r om system behavior ; for  example, one subject can modify the
wor k ing set si ze of a process so tha t ano ther subject wi th
access to system state info~ma tion can in ter pre t changes in
working set size as a low bandwidth data channel. To para-

phrase (Neu 75), although some cases of (3) can be covered by

f o r m a l  asser tions for pur poses of secur ity assuranc e, the
goal of eliminating covert channels is unattainable in a

theoretically complete sense.

Confinement is a particular ly insidious protection problem , and

one that cannot be ignored in any network that clal-Tis to be

secure. A network operating system , like the operating system of

a single computer , must keep hidden as much as possible any system

state information ~on networ k resource usage , for example) that

could be used to modulate a covert data channel. As important as

the confinement problem is not network security, its solution is

beyond the scope of this r eport — the simpler pr oblems of access

control are difficult enough.

This report has so far defined access control in terms of restrict-

ing access to objects such as devices , files , core memor y
segments , etc. The emergence of sophisticated data base manage-

ment systems presents an alternative appr oach , or outlook , to

information access control. Access control in a data base manage—

ment system is not defined in terms of access to objects , and thus

indirectly to their information content , but rather it is based

directly on the information contained in a data base, without

concern for the objects that may contain them. From another point

of view , the individual relations that are part of every data base

do in fact constitute separate “files” of information , and it is

to these objects , the relations of the data base , that access must

be controlled . As an example of security controls that might be

desirable in a data base management system , the following is taken

from (Dat 76). (Note: The terms file or record type , record , and

record field may be substituted for relation , tuple , and domain ,
respec tively , in the text below without any loss of under-

standing.)
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Suppose that the database. . . includes a relation employee ,
defined on domains emp * (employee number), name, add ress ,
dept. * (depar tment number), salarydate (date of last salary

increa se), and assessment (manager ’s evalua tion of employee’s

performance). Then each of the follow ing statements defines

a reasonable level of access to this relation which should be

granted for some particular category of user .

1. He has unconstrained access to the entire relation for

all types of operation .

2. He has no access to any part of the relation for any type

H of operation.

3. He may see any par t of the relation , but he may not

change its contents.

4. He may see exactly one tuple in the relation (his own),

but he may not change it.

5. He may see exactly one tuple in the relation (his own),

and alter some but not all of the values therein.

6. He may see the emp 1, name, address , and dept . # domains ,
and within any one tuple he may alter only the name and

address values.

7. He may see the emp * and salary domains , and within any
tuple he may alter the salary value , but only between the

hours of 9 a.m. and 5 p.m. and only fr c’n a terminal

located in his payroll office.

8. He may see the emp * and salary domains , and within any

one tuple he may alter the salary value , if and only if

the current salary value is less than 5000 dollars.
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9. He may apply statistical operators to the salar y domain

(e.g. to obtain average salary per depar tment), but he

may not see or alter individual values.

10. He may see the emp# and assessment domains , and within

any one tuple he may al ter the assessment value , if and
only if he is the manager of the department identified

by the dept# value.

There is still much work to be done before data base management

systems can be built to handle such a wide r ange of access control

constraints in an efficient manner. Just what mechanisms will be

r equired to support these systems is largely an open question at

this point.

Security principle P3, the guaranteed service principle , holds
that there can be no denial of service to system users. Denial of

service could result , for example , if the scheduler of an
operating system , ma liciou sly or no t, prevented a pr ogram from

runn ing . “Trojan Horse” attacks often constitute attempts to deny

service to users. “These may involve the implantation of clande-

stine side effects in a compiler , in a system routine , or in a

user—pr oduced subsystem that  gains acceptance and use by other
users . ” (Neu 75) Audi t ing  of c r i t i ca l  por t ions  of the opera t ing
system is the only possible solution to the problem of denial of
service . And even this may not be enough. Denial of service

concerns will be shown to be especially crucial at the level of
the communications subnet of a computer network.

Securi ty pr inciples P1 — P4 form the basis for securi ty assurance
in SRI’s “Pr ovably Secure Operating System .” (Neu 75) Before

describing SRI’s approach to securi ty assurance in de tail , let us
first review the problem of security assurance in more general

terms .
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The f i r s t  step,  of course, is to formula te a set of securi ty
requirements — security requirements being a function of a

particular user environment. An important consideration in this

step is the completeness of the requiremen t set, i.e., “The extent
to which  the r e q u i r e m e n t s , if complied wi th , pr ovide assur ance
tha t  a system ... (designed on the basis of these r e q u i r e m e n t s )
does not con ta in  any pene t ra t ion  v u l n e r a bi l it i e s .  It would be
very beneficial to have techniques for establishing a requirement

set’s completeness. Such means do not currently exist and may

never exist. ” (Sha 76)

Security assurance next requires the formalization of security

r equirements. “A mathematical model is a prerequisite to

formulating a convincing argument that any system is truly secure.

Such a model must demonstrate a sense of consistency that can be

translated into the design of a secure computer system. This

connection between the model and design pr ovides the groundwor k

for an argument for the correctness of the system.” (Sha 76)

Almost all of the work done in the area of mathematical modelling

has been restricted to access control requirements , and even in

this case the general confinement problem has been ignored almost

entirely. In the Mitre Model (BL 73), for exampl e , access con tr o l
is defined in terms of an access matrix wh ich specifies the modes

of access that subjects are permitted to objects in the system.

The model describes an abstract machine in terms of its machine

states and allowable state transitions. It first defines what is

meant by a secure state , and then constrains the machine to take

only those actions which move the machine from one secure state to

another. “Local Conditions” for authorized access strictly apply

to a given subject and object , whil e “Global Conditions ” specify
the conditions under wh ich a subject may access two or more

objects simultaneously. The model thus makes pr ovisions for

supporting a multi—level security r equirement in its use of global

conditions and its association of classifications and need—to—know

categories with subjects and objects.
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The “Lattice Model of Secure Information Flow” of (Dend 76) is “A
mathematical framewor k suitable for formulating the requirements

of secure information flow among security classes. The central

component of the model is a lattice structure derived from the

security classes and justified by the semantics of information

flow . The lattice pr operties permit concise formulations of the

security requirements of different existing systems and facilitate

the construction of mechanisms that enfor ce security. ” In (Dend

76) Denning states that “most control mechanisms are designed to
— control immediate access to objects without taking into account

information flow paths implied by a given , outstanding collection

of access rights. Contemporary access control mechanisms , such as

ate found in Multics or Hydra , have demonstrated their abilities

to enfor ce the isolation of pr ocesses for secure information flow

among cooperating pr ocesses.”

Denning goes on to say that “the primary difficulty with

guaranteeing security lies in detecting (and monitoring ) all

(information) flow causing operations. This is because all such

operations in a prog r am are not explicitly specified — or indeed

even executed ; as an example , consider the statement: If A=O then

B: 0; if B is not equal to 0 initially, testing B=0 on termination

of this statement is tantamount to knowing whether A=0 or not . In

other words , information flows from A to B regardless of whether

or not the then clause is executed ,” and B’s security class must

be updated according ly. Denning ’s model was formulated

specifically to account for such “implicit ” flows of information ,

and she contends that “by decoupling the right to access

information from the r ight to disseminate it , the flow model goes

beyond the access matrix model (used in the Mitre approach) in its

ability to specify secure information flow . A pr actical system

needs both access and flow control to satisfy all security

r equirements. ” It will be interesting to see what application

Denning ’s model will have to the general confinement pr oblem

described earlier in this section.
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Neumann et al (Neu 75) address the issue of how best to pr oceed

from model to implementation . Their prima r y intent is to suggest

a methodology which facilitates all phases of system development:

system specification , design , implementation , and pr oof of system

correctness. They r ecognize the enormity of the pr oblem . “There

is a general skepticism about the feasibility of ever proving a

large—scale operating system — because of the sheer complexity of

the prog r ams , the problems of concurrency, and difficulty of

stating assertions on what. the system is intended to do. The

skepticism is certainly justified with regard to contemporar y

systems such as OS/370 or the pr esent version of Mult ics.. .never—

theless , it appear s realistic to us to pr ove proper ties of an

operating system that is designed according to a methodology that

facilitates such pr oofs.”

As stated in (Neu 75), system development involves five stages of

design and implementation (Sl to S5) and five associated stages of

verification (Vl to V5), as follows:

(Si) Decomposition of the system into a hierarchy of

abstract mach ines (MO , Ml , ... MN , with MO the most pr imitive

machine , and for each abstract machine Ml , a set of pr ograms

PT can be thought of as inte rpretively executed to implement

Ml+l), selection of functions for each machine , and

determination of which functions are available at which

levels in the hie r ar chy.

(S2) For mal specification of each function in terms of the

value ieturned and/or the state changes. These

specifications take the form of assertions in a nonprocedural

assertion language.

(S3) Correspondence between the state of each machine MI and

the state of MI—i for 1>0 (in terms of “mapping functions ” I -

written in the assertion language of S2)...
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(84) Implementation of each of the functions of each machine

Mt as a pr og r am using the functions of MI-i for 1>0 . The

implementations are called abstract pr ograms (since their

execution need not be directly supported by any hardware).

(85 ) Imp lementation of all pr imitive functions as pr og r ams in

the instruction set of the hardware...

The ve ri fication phase of the methodology is closel y integrated

with the design-and—implementation phase , with five stages

assoc i ite~i with SI to S5.

(Vi) F~ t abli ~;hment of global assertions about the desired

~;y’~tem behav ior to be pr oven. One use of global assertions is
to iet ir r e the nece~~ ai y consti aints for~ the secur ity of the

system. (Security p rinciples P1 — P4, for example)...

(V2) Vet r f ic ,~rt ion of 82: Vet it ica tion that the specifi—

cation s are self—consr~ tent at each level , arid that the global

a~~;ettrons of Vi follow logically fr om the specifications of

S2..

(V3) Vet ificat ion of S3: Verification that the mapping

functions defined in 83 are consistent with each other and

with the specifications in 82.

• (V4) Verification of 84: Verification that the abstract

pr~ qram s in 54 are cor r ect with respect to the specifications

and mappings of S2 and 83, r espectively...

(V5) Ve rificat ion of S5: Verification that the abstract

pt oq r am s in stage 84 ate correctl y implemented in the hardwa re

instructions (Stage 5). This stage guarantees that the system

assertions are satisfied by the system as implemented.
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(Neu 75) describes three basic appr oaches to the design of a

secure operating system :

(1) Patching — use an existing system , detect its deficien—

cies (possibly by penetration studies), and patch it. — 

-

(Var ious studies have shown this approach to be completely

ineffective.)

(2) Language Design — design a language that can int rinsi—
call y enforce security via its own restrictiveness , or via

compilation or interpretation , and implement a tr anslator for
it in a way that enforces its use for all users. (Dend 75)

suggests two possible limitations to this approach. “First ,
(information) flows not specified by a pr og r am cannot be

verif ied . Such a flow could result from a language implemen—
• tation defect that allows , for example , array bound s to go

unchecked.. .second , a pr ogram ceit.ified as secur e can be
transformed by hardware malfunction into an insecure one.”)

(3) System Design — design or r edesign a system , and
implement it.

System design itself takes several forms . (Neu 75) lists:

(1) Virtual Machine — The system kernel pr ovides each user
with an independent virtual machine. The primar y dr awback to

this appr oach is due to the restrictions it places on the
sharing of system resources.

(2) Kernel Design — The system kernel handles only the most

• pr imitive protection functions , leaving the rest of the
system unspecified . Note that the methodology described
above could be applied to the design of a “Security Kernel. ”
(Neu 75) cites the Hydra operating system and the Mitre

secur ity kernel as examples of kernel design .
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(3) Sys tem Design — U n l i k e the kerne l  approach , this calls
for the complete design of an operating system. (Neu 75)

ci tes Multics , Plessey 250, CAP, and BCC 250 as examples of
the system design approach . Neumann opted for the system

design appx oach as well , arguing that “Specification of all

visi ble system functions is necessary to make proofs of user—

or iented security properties meaningful. For this reason ,

Kernel appr oaches and partial designs were eschewed .”

Once the system design his been implemented arid verified , surveil-

lance mechanisms are r equired in order to detect malicious or

accidental attacks against the system while it is operational.

(Sha 76) gives a good account of computer system surveillance

requirements:

In current computer systems , there are protection measures

which are either incompletel y defined or made incomplete as

the result of hardware or software failures. Consequently,

there is a need for additional deterrents to attacks...

surveillance pr ovides such a deter r ent and involves two major

types of activities: threat monitoring and secur ity

auditing .

.(Threat monitoring is the real—time monitoring and

detection) of attempted and/or successful penetration attacks

on the system. The requirements for these mechanisms should

specify the set of events that should be monitored during the

system ’ s operational phase. The threat monitoring activity

involves notifying a security administrator of the existence

of an attack. It must be conducted immediately upon

detecting an attack and in a mann er suf f icien t to ensure  an
immediate response.

(Security auditing ) is concerned with the logging , reduction ,

ex post fac to analys is and repor ting of secur ity rela ted - •

events indicative of system penetration activities...the

logg ing activity involves collec ting system opera tional data
which is indicative of system attacks , bu t which canno t be
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anal yzed and responded to until sometime after the attack has

occurre d. Thus , the amount and type of information required

for  secur ity aud i t ing di f f e r s f r o m  tha t need ed for  threa t

monito ring . It typically involves information which is

indirectly indicative of attacks and must be obtained from

extensive analysis of a system ’s ope ra tional states , data
inputs and processing results.

As a final parameter of system security, (Sha 76) also notes the

concern for the reliability of the access control , or in te rna l
protection , mechanisms:

Failure of a system occurs due to the presence of errors in

both hardware and operating system components of a computer

system . A prer equisite for a secure system , therefore , is the

absence of software errors (in the access control mechanisms)

and a minimum of hardware errors. At this point , we note that

there is a fundamental difference between hardware and soft-

ware reliability in the sense that hardware components can

never be completely error—free because of their physical and

operating characteristics.

Errors can be divied into two classes , algorithmic and

probabilistic. (Both) hardware and software components of a

computer system are (susceptible to algorithmic errors , but)

hardware components are also susceptible to failures of

physical elements (e.g. transistors , registers , etc.) which

occur during a system ’s operational phase. Such failures are

usually accounted for by the following techniques: redundancy

(static and dynamic), fault detection and location , fau l t
tolerance , and dynamic reconfiguration /recovery. Algorithmic

errors are design or implementation defects which occur in

either the hardware or software components. Such failures are

accounted for by software redundancy or certification .
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Reliability r equirements were an important consideration in the

design of the communications security model applied to the ESM

loops. This is particularly true of the “mul tiple controller ”

COMMSEC model described in section 3.5of the r eport. However , the

model is not so much concerned with the reliability of the access

control mechanism , which is embedded in CIE firmware and protects

the communications resource , as it is with the reliability of

hosts which establish the communications security policy

determining the way in which communications channels are allocated

to hosts and devices on the loop.

Access control , fairness of service , security assurance , and

reliability — these are the impo r tant parameters of computer

security, both for centralized computing systems and for computer

networ ks as well. The security issues discussed so far in the

context of centralized computing systems become important issues

of network security not onl y because networ ks are composed of such

systems , but also because these same issues emerge when networ ks

are treated as complex computer systems in themselves. Networ k

r equirements for resour ce management and protection can be very

much like those of centralized computing systems ; the distributed

nature of computer networks , however , greatly adds to the

complexity of supporting these security requirements.

Several recent studies illustrate this point very well. (Cos 75)

describes an experimental distributed network operating system ,

called the resource sharing executive (RSEXEC), which was

developed in an attempt to pool the resources of individual Tenex

hosts on the ARPANET . Resource sharing is thus accomplished over

a homogeneous network of identical hosts , with each supporting a

Tenex operating system on top of a PDP—lO computer . (Cos 75)

states: “RSEXEC is designed to pr ovide an environment which

allows users to access networ k resources without requiring

attention to networ k details such as communications protocols and

without even requiring users to be aware that they are dealing
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with a network...for many users , ...it should not actually matter
which host provides the Tenex service so long as the users could

do their computing in the manner to which they had become

accustomed . A number of advantages would result from such

resource sharing . The user would see Tenex as a much more

accessible and reliable resource. Because he would no longer be

dependent upon a single host for his computing , he would be able

to access the Tenex virtual machine even when one or more of the

Tenex hosts were un available. Of course , for him to be able to do

so in a useful way, the Tenex file system would have to span

across host boundaries.”

This observation suggests one way in which networ k security

- requirements , though much the same in general as those of more

centralized systems , give rise to greater complexity of

implementation. A network—wide file system should provide the

same file protection features usually found in the file system of

a single computer. The basic problem , as explained above , is that

the file system , i.e., the file access controller , mus t be

distributed over an entire network of computers. Information

related to the protection state of each file (indicating who or

what may access the file , and how) may itself be distributed , and

I the consistency of this information , even as it extends over an

- 
entire network , is essential. What would be viewed as an

integrity problem in the case of normal user files becomes a

security issue when the consistency and correctness of protection

state information are at stake.

(Cos 75)  also describes the use of a distributed , multi—
1. computer access controller for controlling access to the

- ARPANET. The intent here is to achieve load sharing and

• higher reliability in the area of user identification/

- 
authentication. For many users the network is usually made

L available through a terminal concentrator device called a terminal

in te r f a c e  processor , or TIP. When a user logs on to a TIP, the

F
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TIP connects to the RSEXEC subsystem of an available Tenex host ,

and the RSEXEC will act as a networ k logon server . After

supplying a valid name and password , the user can continue to use

the TIP, the networ k, and other RSEXEC facilities. Networ k

complexity in this case enhances the reliability of access
F , control.

H Finally, (COS 75) states: “Experience with the ARPA networ k has

indicated the need for a. cess controls above and beyond those

suppor ted by the constituent host service machines. For example ,

an access control mechanism has recently been implemented within

the communication subnetwor k to allow the set of a networ k hosts

with which a particular host can communicate to be admirristra—

tively limited . The access controls applied to the TIP also fall

into this category. In many cases the goals of network

transparency and ease of access conflict with those of security

and privacy. Each secur i ty or access check places a barrier

between the user (or his pr ogram ) and the desired resource .”

The r equirement for networ k—wide access controls is precisely the
issue that most concerns Cole in (Col 75). Cole pr oposes the use

of a “security controller ” , or SC, through which all requests to

access remote objects must pass. The SC maintains an access

control table which specifies the modes of access that subjects
are permitted to objects. Typically, subjects would include

pe r son s, terminals , and processors ; objects would include all or
some of the subjects , plus host computers , files , etc. The

initial design only concerns itself with controlling access to
host computers , but the design , Cole cla ims , is easily extended to
the protection of the objects as well.
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In a completely centralized approach to access control , a networ k
• would contain a single security controller . The access control

function can be distributed across a networ k , however , by div iding

the network into non—overlapping security “dom ains ” , consisting

primarily of hosts and terminals connected to a communications

subnet , with one security controller per domain. For ease of

descript ion we will confine our discussion of Cole ’s approach to

intra—doma in interactions only.

Figure 3—2adapted from (Col 75), illustrates a single security

domain within a network. Terminals and hosts , as well as the

security controller for the domain , are all connected to the

c~ rnmu ni cat r ()ns subnet via so—called intelligent cryptographic

d ’vices , or lCD ’s. Meaningful communication between networ k

entities is possible only if their lCD’s have matching keys. The

lCD ’s contain a key select mechanism which selects either a common
network-wide key, a private key, or a working key. Initially , the

lCD of the security controller , or master lCD , is set to the

comm on key, while the other cr ypto devices , the slave lCD’s, are

set to their pr ivate keys. When a host or terminal reuires the

services of the security controller , its slave lCD must first

transmit to the master lCD over the common key a “HELLO/ID”

message identif ying the slave. The master lCD is the only crypto

device which recognizes the HELLO/ID message and knows the private

keys of the other crypto devices. Consequently, all

slave—to—slave communications paths are initially blocked by the

crypto device themselves.

Upon receipt of a “HELLO/ID” message , the master lCD looks up the

private key of the slave and uses it to send back a temporar y

working key . This key is then used to encrypt the access request

sent to the security controller by the host or terminal connected

to the slave lCD . It is the job of the security controller to

determine whether or not the request should be honored . If so ,

3—27 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ • • ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~



—~~TT ~~~~~~~~~~~~~~~ 
;-

~ 
— •— -

~~ 
— •—

~~~
-- -•

~
——--- -•--—,-

~~ 
•,— — —-.

/

I — 
— / , /

.. 
~~~~~~~~~~~

~~~~~~~~ 
~~ L ; /

‘
I Li ~~~~~~~~~~~~~~~~~~~~ 

/

I
’ 

I
l
l
, 

/ 
/ 

~~~~~ 
) 

•

3—28

—— ~~~~~~~~~~~~~~~ .
~~~

- —



- -~~~~

the SC establishes a connect ion b. t ween r~~ ;u ~~; t o r  and r e source  by
distributing working keys to the  appx op t i - i t . .  slavi~ lCD ’s. All

networ k communication , then , pr oceed’, only with the approval of
the security controller . In this way, the s~ cut i ty controller

can , i f  n e c e s s a r y ,  pr event two ne twor k e n t i t r e s  f r o m  c o m m u n i c a t i n g
with each other - even though they belon g to t h e  same n e t w o r k .
Th i s  p r o t e c t i o n  f e a t u r e  is also found  in our  own c o m m u n i c a t i o n s
security model.

As descr ibed above , the security contiol1~ r is prima ri ly

responsible for establishing authorized connections between two

networ k e n t i t i e s .  For example , a host A , ac t ing  on beha l f  of one
of its users , r equests a connection to another Host B whose
services are requ ired by the user . In this case, the requested

r esource is in fact host B , and access to the r esource is
p e r m i t t e d  by the s e c u r it y  c o n t o l l er  when it establishes a

connection between A and B. • The user w i l l  then  i n t e r a c t  d i r e c t l y
w i t h  Host B , r e q u e st Ln q  any r e s o u r c e s  it owns. Cole suggests ,

however , t h a t the security controller could also he used to

control access to objects other than hosts or terminals. Suppose ,

for example , that a user at Host A needed to access a file located

at H ost B. Host A would transm it an acce~;s r equest to t he SC ,
identify ing the user , the file to be accessed , and the type of

access requested . The SC would have sufficient infor mation in its

F access c o n t r o l  t ab le  to approve  or deny the r equest  as necessary.
If t he r eq uest is honored , the SC n o t i f i e s  Host B and es tabl ishes
a working connection between the two hosts , pe rm itt in g file
transfer , for example. The pr i m a r y  advan tage  of the second
appr oach over the first is that unauthorized r equests for r emote
objects can be detected befor e any connection is made to the host

containing the resource. Secur i ty is less likely to be violated
under these conditions.

-

~~~~



-~~~ - -

-

• 

It is important to note that hosts participating in the networ k

could easily subvert the protection measures of the SC. For

example , a host could send r e quests fo r a r esource on behal f of
- ; one user , but in the name of another user with greater access

privileges. Clearly, networ k hosts mus t themselves be shown to be
“secure ” before there is any assurance of the networ k—wide

security in Cole ’s appr oach .

The particulars of Cole ’s scheme are not of real importance to

th i s  repor t , but his appr oach to the analysis of network security

problems is. He emphasizes throughout his repor t (Col 75) the

importance of examining security requirements as they apply to

every level of networ k design. This approach to networ k security

constitutes an obvious extension to the problem of supporting

security on a single computer . His design consists of three

levels: The host/secur i ty controller level , the lCD level , and
the communications subnet level; the general security requirements

issues he discusses are the issues of access con tro l , sec ur i ty
assurance , etc., already described in this report. At each level
of h is  design , Cole r econsiders the same security requirements ,

determining just what is needed at each level to suppor t them. In

so doing , he ra i ses  a number of security issues of particular

importance to computer networks.

Authentication and authorization pr oblems are especially difficult

ones for the network designer . In Cole ’s wor ds:

“Networ king...cr eates identification/

authentication problems beyond those of a single computer system.

In the multi—system (network) environment , the various systems

(host computers) must also be identified and authenticated . One

aspect of this issue is whether pr ocesses on the hosts should be

considered as entities which r equi re such identification/

authentication , either as a requester of networ k services and/or

as a server . Since the host will have complete access to the data

of its pr ocesse s, inc lu d ing any au then t ica tor s wh ich they mi gh t
have , the use of process level authenticators does not protect
against malicious host behavior... ”
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Cole goes on to raise other design issues as well regarding
distr ibuted vs. centralized authentication checking (his is “a

hybr id scheme, with checking being distributed to the level of a

given region or domain , but being centralized within each domain ”)

f and the pr oblem of n ’th par ty authentication (“when one si te mus t
operate on behalf of another , which itself is operating on behalf
of yet another , but in all cases fo r some ances toral  user who
initiated the r equest”). On the subject of authorization , Cole

states: “Several entities are involved in alsont ever y computer

transaction , e.g., a person , a terminal , a host computer , and a

pr ocess. Each of these entities must be authorized to either

r eceive , pr ocess, or transport the information being handled . The

logical intersection of these authorizations will establish the

level of information which can be sent via this sequence of

entities , but a further step—by—step authorization check is also

necessary to ensure that only the pr oper entity (or entities) are

• the ultimate recipients of the information , e.g., one entity may

he authorized to pr ocess, but not to copy the information... In

some instances , a requester will be connected to a host which

w i ll , in turn , need to access other resources on the r equester ’s

behalf. This need can inter actively grow to the general n ’th

par ty authorization pr oblem. Two different appr oaches (to the

pr oblem) are possible: (1) continually subsetting the

authorizations as necessary so that the final privileges are the

inters ection of those of the or ig inal reques ter and all
intermediate nodes , thereby ensuring that no intermediate node

gets any information for which it is not authorized , and (2)

handling the author izations iteratively on a pair—wise basis , so
that the n ’th level w i l l pr ov ide any r equ ested i n f o r m a t ion for
which the n—r st is authorized , and leave the burden of further

controls of passing of data to that host.”
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Cole also mentions a number of other security issues important to

a networking environment , such as the distribution of access

con tr ol in f o r m a t ion in a ne tw o r k ,  the use of ne two r k aud it cen ters
for security monitoring , failure modes of operation of the access

control mechanism , er r or containment , etc. In addition , he
discusses the security r equirements most commonly associated with
compu ter ne twor k s , i.e., those related to the use of physical
commu nication lines. The most pressing security issues at the

COMMNET level concern the design of authentication mechanisms , and
protection against line tapping, tr aff ic analys is , playback of
r ecorded messages (spoofing), and denial of service . As discussed

earlier , Cole uses encryption as a means of protecting information

transmitted on communications lines , but encryption alone cannot

H guarantee the security of the communications net . The pr oblem of

COMMNET security will be discussed at length in sections five

( COMMSEC model descr iption) and six (the comparison study) of the

security task.

Another approach to networ k security is based on the concept of a j
secure pr ocessor . As an example of this approach , we consider
here briefly the networ k design of Fitzwater , Kr amer , and Cowan as
descr ibed in DCA ’s Unified Software Ar chitecture Study (USAS 76).

The design pr oposed in the study represents a much more

distr ibuted appr oach to access control than Cole ’s does. Unlike

Col e’s design , it imposes specific constraints on the behavior of

hos t proces sor s , and they must be shown to abide by these
constraints before they can belong to the network. In particular ,

• hosts must support protection mechanisms designed by the networ k

architects to protect resources even as they are passing fr om one

process in the networ k to another , whe ther or not the processes
sharing the resources are located at the same host. (This does

no t mean tha t the same phys ical mach ine mus t be used at each
networ k node — only that each node implement , by whatever means
available , the protection mechanisms required by the networ k
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design. The result is a virtually homogeneous networ k of secur e

pr ocessors having identical protection features from the point of
view of pr ocesses running in the network.) If , for example , a

• - pr ocess chooses to allocate one of i ts  re sources  to another
process in the networ k , the allocating pr ocess may associate an
access control pr ogram with the resource — the pr ogram will be

invoked whenever the resource is accessed by the receiving
• pr ocess, no matter which host now contains the resource. The

acc ess control pr og ram may r estr ict access to the r esource in
arbitrarily complex ways; access control need not be restricted to
the simplistic read/write/execute modes of more conventional

• systems . Since a process may associate a different access control

prog r am with a resource each time it allocates the resource to

another process, the secur i ty policy of a process is thus defined

in terms of the pr ocesses it allows to access the resource , and

the access control pr ograms it uses to mediate access to the

resource . In this approach , then , pr otec tion comes down to the
pr ocess level — a much finer granularity of protection than is

provided in Cole ’s design , which can only guarantee host—level

protection with its security controller .

• In  a d d i t i o n , pr ocess r i g h t s  are also viewed in the networ k design

as resources to be protected. If a process owns a communications

resource allowing it to send messages to a pr ocess at a different

networ k node , it may do so. If no such r esource is owned by the
process , the host containing the process will not allow

communications to take place. There is no need to consult a

secu rit y con tr o l l e r  as in Cole ’s scheme. To repeat , though , each
hos t must be prov en to suppor t the ne twor k des ign cons tr a ints
which would ensure  the pro tection of resources  accor d ing to the
secur ity policies of host-level processes. And the assurance is

an essential ingredient in the design of any secure pr ocessor .
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Enoug h now has been said about the genera l  ne twork sec uri ty
problem to put the work described in this report in its proper

prospective. We could not hope to address all of the issues

discussed above , nor do we intend to discuss many other aspects of

ne twork  secur ity ,  such as tempest test ing , administrative

controls , phys ical secur ity,  etc., which have little to do with
the protection of information once it is introduced into the

network. What we do intend to discuss will be made clearer in

section 3,4 which identifies some of the more important aspects ,

or dimens ions , of a System Con trol ne twor k arch itectur e wh ich have
an impact on security as it has been informally described in this

report. Section 3.5 then presents our communications security

model an d indi ca tes how it may bes t be used as a tool for the
simulation of System Control architectures distinguished on the

basis of the architectural dimensions outlined in section 3.4.

The model , as explained in section 3.5is not by itself

sufficiently general to allow all such dimensions to be fully

explored. For this reason , other important dimensions will be

discussed outside of the context of the security model in section

3.6 of the report.

3.4 Dimensions of a System Control Architecture

This section serves only to identify those dimensions , or
parameters , of a System Control architecture which have an impact

on its security. The list of security—related features given

below is based on the survey of security requirements of the

previous section. A fuller discussion of many of these features

will be deferred until sections 3.5 and 3.6 of the report.

Interconnection scheme. The physical topology of the

communications subnet (e.g., loop , star , bus , circuit switched ,

etc.) will have an impact on security, espec ia l ly  wi th  respect to
den ial of service. Moreover , the interconnec tion pro toco l used to
initiate communications between two network nodes may have

security implications. Logical interconnection constraints

imposed by higher level controls affect security in ways that will

be demonstrated in section 3.5 of the report.
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Protocols. Protocols/schemes (at every level of a network) for

the purpose of identification , authent ica tion, authoriza tion ,

detection of spoofing , connection establishment and usage , etc.,

may differ radically among networ k architectures. For example , we

have already seen how Cole uses encryption as a means of pr oviding

a “secure ” communications channel between two networ k nodes —

another approach will be described in section 3.5 of the repor t ,

when we present our communications security model. Farber ’s (FL

75) secure networ k protocol will also be discussed (in section

3.6) to illustrate this point.

• Cr ypto Controls. Cr ypto controls are required in any networ k

where physical security alone is not s u f f i c i e n t  to pr event
outsider s from tapping the communications lines. Our own

c o m m u n i c a ti o n s  secur i ty model does in f a c t  assume adequate

physical security against tampering by outsiders , but schemes for

integrating the model with link and end—to—end encryption

techniques will be described in section 3.6.

Resource Protection Facilities. Networ ks may differ in the kinds

of r esources guaranteed protec tion by the networ k , and in the

operations that can be per formed on these resources. A “secure ”

processor in a networ k supporting multi-leve l security (MLS), for
example , is expected to protect devices , f i l e s , memor y blocks ,

etc., against illegal access by unauthorized users. Each subject

and object is assigned a classification level , so that subjects of

a lesser classification level than that for a given object are

denied access to the object. Authorized subjects may have read ,

wr i te , and/or execute access to the object. In a more

sophisticated system , users could define their own object types

and associate with them appropr iate access control pr ocedures and

resource operations for the protection and manipulation of these
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objects , as is the case with the networ k design of Frtzwater ,
Kramer , and Cowan discussed in section 3.3. For example , messages
could be treated as objects to be protected by networ ks hosts so

that only certain processes with the necessary access rights could
read/write sensitive portions of a message. The protection of

objects is a particular ly difficult problem in a networ king

environment since the same protection guarantees must apply to an

object even as i t  is moved from one network node to another . Each
level of the networ k must be shown to suppor t these protection
quar antees.

Nature /location of securit y controls. We have alread y seen how
some network designs make use of “secure ” pr ocesso r s, whose
secur i ty pr operties are well—defined , while ot.her designs do not ,

relying ins tead on control s external to hosts for purposes of

networ k securi ty. Cole ’s security controller is an example of the

second appr oach. Fitzwa ter ’s networ k design , following the first

approach , specifies the constraints ott host behavior necessar y to

make guarantees about r esource protection down to the process

level (see our description of his design in section 3.3). In

Cole ’s scheme , the security controller can be depended on to

pro tect hosts fr om one another (at least with respect to the

establishment and use of author ized host-to—host . communications

channels), but Cole can only make vague assumptions about the

trustworthiness of hosts in their interactions with the securit y

controller and other hosts in the network. The basis for networ k
security in this case depends largely on the verification of

- 
-
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security—related host behav ior  without specifying the protection
mechan isms and system design constraints , as Fitzwater does , to
ease the bu r d e n of pr oof. Our communications security model is
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another example of the use of security cortrols external to the

hosts and devices of a network. The loop access controls are

embedded in CIE f i r m w a r e , and not in the pr ocessor s attached to

the loop. This was necessary because no assumptions could be made

f about the behavior of devices attached to the loop — some d e v i c e s

would not have been intelligent enough to support the necessary

controls , while other devices with the necessary intelligence (the

PDP—ll’s, for example) may not pr ovide the requisite architectural

featu res for assuring the correct , tamperpr oof , and
uncircumventable operation of the secur ity controls. Embedding

the controls in CIE firmware physically isolates devices fr om

controls so that such guarantees regarding security controls on

the loop can convincing l y be made .

Distribut ion of Access Controls. The degree of distribution of

access con trols (whether they apply to f i l e s , to devices , or to
the communica tions med ium itself) is an important parameter of a

secure networ k ar chitecture , especially as it affects the

distribu tion of the access control data base , and the throughput —

and reliability constraints on the access control mechanism. As

described in section 3.3 , Cole provides for some measure of

distributed access control in his networ k design , but control of

r esources is centralized within any given domain of the network.

Fitzwater ’s networ k design (see section 3.3)permits a much greater

degree of distributed control than this. In our communications

s e c u r i t y  model , each node acts as a loop access c o n t r o l l e r  so tha t
access control at the COMMNET level is distributed to the fullest

extent possible. Fur thermor e, there are no constraints whatsoever

on the distribution of access controls at higher levels of the

networ k — this allows any variety of networ k ar chitectures

distinguished on the basis of this parameter to be simula ted on
the ESM loop. Like Cole ’s approach , however , no explicit

security—related constraints have been placed on the operations of

processors attached to the loop, i.e., we have not attempted to

def ine  a “secure ” network processor in this study.

I
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Error Containment. Measure must be taken in any networ k to

minimize the impact of a secur ity violation on the net. In the

case of the ESM loop , for example , the CIE at a node might fail in

such a way as to al low messages with illegal destination addresses

to be t r a n s m i t t e d . Such v io l a t i ons  should be detected as soon as
possible , before they have an undesirable impact on other networ k

nodes or on higher levels of the net. Of course , though

pr ovisions must be made in the architecture for the containment of

er r or s , schemes should be designed so that , even in failure modes ,

no secur i ty compr omises can occur . For example , hardware failure

of an LU) (Line Inter face Unit) at a loop node should result in

the electrical isolation of the node from the loop, thus

eliminating any possiblility of spurious mesages entering the - •

loop. Service may be denied to some networ k users , but network
security otherwise r emains intact.

Heterogeneity/homogeneity of the Net. The extent to which networ k

nodes are alike or different strongly affects network security in

terms of security assurance requirements. The task of security

assur ance becomes easiest when network hosts are identical , i.e.,

when a single physical system is used at each host site , with each

host supporting the same operating system. This is the case with

RSEXEC (see section 3.3), which consists of a collection of

PDP—l0’s on the ARPAN ET , all r unning the Tenex oper ating system

(and identical networ k control pr ograms). Fitzwater ’s design
certainly does not preclude the use of identical physical

processor s at host Sites , but its pr imary intent is to allow for

the possibility of managing a heterogeneous networ k of dissimilar

physical machines . The design establishes a logical homogeneous

ne twork  by defining an abstract machine and r equiring each network
node to emulate it. User pr ocesses see the same logical machine

(and networ k interface ) at each node in the net , so that the

networ k—wide software portability is achieved ; per haps more
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• important in terms of this report , a uniform scheme for the
m a n i p u l a t i o n  and pro tec t ion of r e s o u rc e s , wherev er their locat ion
in the networ k , is made possible. Nonetheless , the impl emen tation
of the logical machine must be certified for each different

physical machine in the net. Typically, the job is difficult

enough for a single machine.

Tr ansparency. The possible effect of security on transparency has

already been noted in section 3.3 of the report in the context of

RSEXEC . The transparency of the net vis—a—vis the user may, in

t u r n , have an a f f e c t  on network security. The results of network

operations that should be made available to the end user mus t be

carefully considered in any network design , or covert channels of

the kind described in section 3.3 will be unearthed and exploited

by the malicious user . The same care should be taken in the design
of every networ k level so that information reflected back to

h ighe r levels  could in no way be used to compr omise networ k
secur ity.

The above list of architectural features , admittedly incomplete ,

gives some indication of the all—pervasive effect of security on

networ k design. Our communications security model , described in
the next section , was to serve as the basis for the study of

SYSCON architectures , whose security characteristics varied along

the dimensions described above. It has its limitations , however ,
and these will be carefully noted as well. Later sections will

address issues of network secur ity which cannot be treated within
the contex t of the communications security model.

1
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3.5 The Communications Security Model

The communications security model described here in no way

represents a best , or necessarily complete , design of a secure

in terface to a communications subnet. It was designed pr imarily

for use on the ESM loops as a simulation tool for the study of

SYSCON network architectures having different security properites ,

and there has been no attempt to optimize the model for a given

architecture. Nor does the model concern itself with the problem

of encr ypting information injected into a network. The assumption

is that physical security is sufficient to prevent outsiders from

tapping the communication lines. Security controls in the CIE

inter face to the loop, as defined by the model , guard against

(cer tain kinds of) malicious behavior on the part of any devices

attached to the loop. If several such “secure ” loops ( or , m o r e
g e n e r a l l y ,  networ ks) are to be integrated into a single networ k ,

and ph ysical security alone (due per haps to the geographic

isolation of the individual loops) can no longer be expected to

protect the net from outside interference , then crypto controls

should be used . Section 3.6 will investigate the problem of

incorpora ting crypto controls into such a network of secure loops.

The previous section suggested a number of ways in which networ k

archi tectures could be distinguished on the basis of

security—related attributes. Obviously, the term networ k

ar chitecture is used in a much more general sense than to mean the

physical topology of the communications subnet alone . No COMMSEC

model could be sufficiently flexible to explore all the dimensions

of a networ k architecture which have an impact on its security. A

discussion of our COMMSEC model , what it does best or not at all ,

will be given later in this section. It should be mentioned here ,

however , that our model does not depend in any critical way on the

ESM loop architecture itself. It could just as easily have been

3 — 4 0  

-
•_z - -_~~~~~~~

-
~~~~~~~~-----~~-— - • —.- — -“-- ~--~~~~~- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -



r ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

I
I
J implemented on a networ k architecture of completely different

topology. The extent to which the security properties of network

architectures having different logical and physical topologies can

be studied on the ESM loop will be discussed in this and the nex t

section of the report.

The description of the model , as given below , will largely be

given in terms of its possible implementation on ESM loops 1, 2

and 3. Minor differences in the possible implementation of the

model on loop 4 will , of cour se, be noted . It is impor tant to

recognize , however , that the model was developed with loops 1—3 in

mind . It had to be simple enough that it could be implemented

• without too much difficulty in CIE firmware. Obviously, more

sophisticated security—related simulation features could have been

incorpora ted into the power ful networ k interface provided by the

“ALGOL Machines ” of the BDS nodes in loop 4. Then , too, security

controls in the CIE could not become too elaborate without making

difficult the simulation of potentially interesting network archi-

tectures. Those security features were included which wer e

thought to be useful in simulations , and not necessarily final

solutions to the general problem of communications security.

Our communications security model provides a means by which access

to a communications subset can be controlled in a distributed

fashion. The model specifies the nature of security—related

information r equired at a node ’s CIE , and the ways in which this

informa tion can be manipulated by the CIE (CIP in loop 4). In

terms of the general security models described earlier , each CIE

serves as a con tro l l er for the loop object by monitoring the flow

of informa tion both to and from its attac hed device.
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The CIE of a given node maintains its security—related infor mation
• (as defined by the model ) in an access control table, or ACT .

There is one entry in the table for each networ k logical ID (LID).

Essentially, an LID serves as a name for a termination point of a

communications channel. As described below , there exists a

hierarch y of r ights associated wi th the ability to mod ify the LID

en tr i es of a node ’s act.

Each LID at a given node has a single owner . Its owner has three

basic capabilties. First , he may set the corresponding LID entry

in the node ’s conversion table (in loop 4, he may set the

appropriate bit in the process ID matrix). This allows the owner

to specify the nodal location , or residence , or the LID. Second ,

he may set the source and destination sub—fields , each two bits in

length , of the LID attribute field associated with the LID in the

node ’s access control table. The two sub—fields are used to

determine whether or not the LID can be used at the node as a

legal local sour ce address (the node may send out messages to the

loop with this LID as a source address), remote source address

(the node may receive messages from the loop with this LID as a
source address), loca l destina tion addr ess (the node may receive
messages from the loop with this LID as a destination address), or
r emote destination address (the node may send messages to the loop

with this LID as a destination address). Any combination of uses

is possible for a given LID.

As a third capability, the owne r of an LID may set the de l i v e r y
bit of the LID’s attribute field. The deliver y bit allows the

owner , on a temporary basis , to discontinue its use of the LID as
a destination address in CIE control messages sent to a network

node. Setting the delivery bit , however , explicitly indicates
that a security violation should not be signalled at the node as a

r esult of receiving from the owner a control message which uses
the LID as a destination address. In this way, for  ex amp le, the
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LID can be used as the remo te des tination add ress of a CIE
broa dcas t message, to be sent throughout the networ k, wi thout
caus in g er r o r  cond itions to be r a i sed at the few nodes no t
intended to act on the message. Network nodes, then , need not
receive such messages on a node by node basis.

• The owner of an LID , some host—level process running in the

networ k , is itself identified (indirectly) in the ACT by the

logical ID it uses as a source address for control messages

related to the LID it owns. For example , suppose the CIE at a

given node receives a contr ol message from the loop, specifying

that the residence of some LID be changed . The source address of

the message , as explained above , indicates who the supposed owner

of the LID is. If the source address matches the owner ’s LID as

specified in the access control table , then the CIE will carry out

the request. Otherwise , the request is denied . A pr ocess may use

any one of a number of LIDs in its communications with other

nodes, and it is only by this association with logical lOs that

its capabilities are known to the CIE loop access controllers.

Capabilities , then , are associated not with pr ocess identifier s

per Se, but rather with the channels (or , more pr ecisely, the

source addresses) they use in communications with the CIE’s. The

ability to use a given channel is implicit authentication of the

identity of the process using it. This approach is thought to

simplif y CIE design and improve r un—time efficiency considerably.

Thus , it is up to higher level controls to ensure that these

channels are used only by authorized processes. (In the absence

of such con trols  — in a netw o r k ,  for example , whose hosts canno t

pr event their processes from using any channels they choose, and

channel control is only possible on a node level basis — the

capabili ties listed in the ac t would have to be viewed as
belonging to a networ k node , and not to one of its pr ocesses.)
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The ques t ion a r i ses as to how con tro l  messages are  to be add r essed
so that they can be sent to the appropriate nodes. For this

purpose , each node coul d be associated wi th a dis tin guished LI D
which uniquely identifies the node throughout the network. Nodal

conversion tables would have to be initialized appropriately. The

same solution can be applied to loop 4, but , in addition , it is

also possi ble to update LID en tr i e s  in a node ’s ACT without

knowing the nodal residence of the LID. By using the LID as the

destination address in a control message , the message will be

transported to the node containing the LID, and the updates

r equired by the control message can then be made . It should be

remar ked , however , that this alternative approach on loop 4 may

conflict with a desire to keep control channels separate from

normal inter—process communication channels.

Although an LID may have at most one owner at a given node , it

should be pointed out that an LID may not necessaril y have the

same owner at each node in the net. Whether or not an LID does

have the same owner at each networ k node is a matter of host—level

policy; for one thing , a determination of the consistency of all

the ACT’s is in large part an application dependent one , and for

another , the inclusion of any such consistency checks within CIE

firmware would complicate its operations significantly.

For a single pr ocess to establish a connection between two devices

attached to the loop, it must own LIDs at both nodes. Ownership

of LIDs at a single node permits the use of only one end of a

connection. For examp le , suppose a process somewhere in the

networ k commands the CIE attached to device one to mar k some LID

at the node as a legal local source address and another LID as a

legal remote destination address for messages sent to device two.

This action permits device one to send messages to device two, but

unless the same LIDS at device two have been specified as legal

r emo te source and local destina tion addresses , respectivel y, the

messages will not be accepted by the CIE attached to device two.
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I Of course, two host—level pr ocesses may cooper atively establish a

connection between network nodes If each owns LIDs at opposite

ends of the connection . Consider the case of a pr ocess P1 running

on host Hi , and a pr ocess P2 r u n n i n g  on Host H2.  Suppose P1 owns
• LiDs 10 and 11 at Hi , whil e P2 owns the same LIDs at H2. P1 mar ks

LID 10 as both a legal local source and local destination address ,

and marks LID 11 as both a legal remote source and remote

destination address; similar ly, P2 marks LID 10 as a legal r emote

sour ce/remote destination address and LID 11 as a legal local

sour ce/LOC destination address. In this way, messages may pass

• from Hi to H2 with source address equal to 10 and destination

address equal to 11 , while messages may pass from 1-32 to ill with

source address equal to 11 and destination address equal to 10.

The importance of the concept of LID ownership becomes obvious if

we take a look at the centralized LID management scheme of the

or ig~rna1 ESM loops . In this appr oach , a single host is

responsible for maintaining the conversion tables at each net wor k

node. Since no other host is pr og r ammed to manage these tables ,

no conflicts could possibl y occur in the use of networ k LIDs

(except through errors on the part of the centralized controller).

Unfor t unately, this is a rather inflexible scheme . The concept of

LID owner ship allows the management of LTD space to be distr ibuted

among networ k nodes with the assurance that no host , or other

suitably intelligent device , can mod i fy or otherwise misuse the

LID space of another . Each node can use the LIDs it owns (through

its pr ocesses) to define its communication channels , and th e r e  is
no possibility (except as noted below) of another node using these

LIDS for its own pur poses. This assurance is pr ovided by the

CIE’s at. each node — the CIE’s ensure that nodes (pr ocesses)

modif y ACT ’s and nodal conversion tables only in ways that their

capabilities permit. CIE controls are the only means of

protecting against malicious or accidental misuse of networ k LIDs.
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As suggested above , possible conflicts might occur in the use of
LIDs if an LID does not have the same owner at each network node .
A good example of this  p roblem ar ises on Loop 4 , where a process
ID matrix is used at each node instead of the LID/functional
address conversion tables of loops 1, 2, and 3. If a process P1
owns an LID at one node , while a proccess P2 owns the same LID at
a different node , each process could choose to mar k the LID as a
legal local destination address (accompanied by appropriate
changes to the pr ocess ID matrix) for their respective nodes.
Thus , the node to receive a message addressed with this
destination LID would be determined by the relative positions of
the nodes and processors on the loop — an undesirable situation at
best. A similar problem occurs on loops 1—3. Suppose pr ocess P1
owns LIDs at node Ni , marking one as a legal local source address
and another as a legal remote destination address; Pr ocess P2 owns
the same LIDs at node N2, but marks them for use in communications
with another node as a legal remote source address and a legal
local destination address , respectively. If P1 specifies the
residence of the LID at Ni as N2, Ni can send messages to N2 even
thoug h P2 had no intentions of establishing such a connection .

Such conflicts are avoidable only if ownership of LIDs is assigned
to network processes in a controlled way . This is the function of
host—leve l pr ocesses known as LID controllers. Theoretically,
there could be any number of LID controllers in the networ k, each
responsible for managing some portion of the network’ s LID space.
They would do so, as suggested above , by assigning ownership of
LIDs to networ k processes.

For most simulations , however , it would seem that the model need
support only a single LID controller , which would manage the LID
r esource at every node in the network. Examples of this will be
given later in this section . Only when there is concern for the
reliability of the LID controller function , or its counterpart in
the system to be modelled , would simulations involving more than
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one controller be necessary. Nevertheless , we will examine the

pr oblem of using multiple LID controllers as a means of discussing

both the role of the LID controlle r , as well as the pr oblems that

arise when an access control function is to be distributed across
several processes or nodes. The discussion is also important fr om
the point of view that LID controllers have essentially the same
r e l a ti o n sh i p to ow ner s , as owners  have to LID u s e r s , the pr ocesses
(or nodes) wh i ch actuall y use the LIDs for normal interprocess

communications. The same considerations given below apply to

owners and users , t•oo.

The r e a r e  a number of possible design choices with respect to the

problem of associating multiple LID controllers with the LIDs they

control. In the most general approach , the one admitting the

greatest variety of simulation models , each LID at a given node
would be paired with an LID controller in the node ’s access

control table , and only this controller would have the right to
determine the owner of the LID at the node. In this way , any
number of LID controlle rs could manage designated portions of a
node ’s LID space. Typically, an LID controller would manage the
same set of LIDs at each network node , or some subset of networ k

nodes. If a host wanted t.o establish a connection between itself
and another device in the networ k (assum ing it did not already own
enough LIDs to do so), one of its pr ocesses would first have to
contact a networ k LID contro ller . The con tr o l l er , i f  the
connection wt~re authorized , could then assign owner ship of one or
more LIDs to the r equesting process at the two nodes terminating
the connection . Obviously, unless the controller has control of
LIDs at both ends of the connection , more than one controller
would have to be involved in the tr ansaction .

A problem arises when an LID controller iuns out of its LID
r esource, only to r eceive another request for an LID. Again ,
there is a variety of possible solutions. One appr oach is to have
the LID controller contact another control ler whose supply of LIDs
has not yet been exhausted . The controller can allocate one or
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more (or none ) of its LIDs to the requesting pr ocess (by making it
the owner of the LIDs) as it finds appr opriate. The decision

woul d depend on the r i gh ts of the reques ti ng pr ocess as g iven in
access control tables maintained by the LID controller. When the
process no longer required the LID, it would n o t i f y  the or iginal
controller that the resource was no longer in use. - 

1

(Notice how a covert channel can be established between two
pr ocesses if they share a common LID controller , and they are the

only pr ocesses to use the LIDs it controls . Unlike the approach

suggested above , assume in this case that the LID controller does

not look for help when its supply of LIDs is exhausted , but

instead merely notifies a r equesting process of the condition ,

indicating that it should make another request later . To

establish a covert channel , the two processes would first consume

the LID resource by requesting ownership of all available LIDs.

The sending process can signal a 1 or 0 by either returning an LID

to the controller or doing nothing , respectively. The receiving

pr ocess detects a 1 if , upon r equesting an LID , it receives from

the controller the only one currentl y available; otherwise , a 0 is

signalled by the controller ’s denial of the request. Information

could be exchanged in this way indefinitely. Clearly, ca r e should
be taken  to prog r am the LID controller so that there is no ser ious

threat of information leakage over covert channels.)

When an LID r equest is made, the r equester must somehow be

identified to the LID controller , as must the location of the LID.

For this purpose distinguished LIDs may be used to identify both

the requester and the location of the LID. The use of

distinguished LIDs implies that measures must be taken at network

in i ti a l i z ati on time to ens ure tha t approp ri ate hos t pr ocesses
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(e.g., LID controllers) be made awar e of the correct association

of network nodes with distinguished LIDs. Otherwise , even though

J a node uses i ts assigned d is t inguished LID, if some host process
m istakenly associates a d i f f e r e n t node wi th the LID , host—level

security controls are likely to br eak down completely.

The use of distinguished LIDs is only a partial solution to the

problem. Ideally, in a networ k of “secu r e” pr ocess or s , for
example , pr ocesso r s coul d support a pro tocol which  es tabl ished the
identity of their pr ocesses and associated these pr ocesses with

unique LIDs. The processors would ensure that processes could use

only their assigned LIDs in their messages. These LIDs could then

be used to identify individual pr ocesses~ ?rsflE ai of nodes , to an

LID controller . (Alternatively, it woul d also be possi ble fo r

hosts to suppor t an interprocess communication scheme similar to

that found in the ARPANET . In this case , multiple conversations

are multiplexed over a single logical host—to—host connection .

Each hos t is assigned a set of names which , like LIDs, ser ve as
channel termination identifiers and are used to distinguish one

conversation from another . Now, however , the channel identifiers

are defined at the host , instead of the COMMNET , level . )

Of course , the precise role of the LID controller is reall y a

function of network r equirements. In some networks , fo r exampl e,
it may be sufficient for the LID controller to establish owner ship

of LIDs at network initialization time , so that owne r shi p of LIDs —

would r emain essent ial l y unchan ged th r o u ghou t the l i f etime of the
network. LID controllers would intervene only in case of node
fa i l u r e , should ClEaccess con tr ol tables become dama ged , or if ,
for exa mple , the security—related capabilities of a processor , as
r ecorded in its node ’s ACT, ate to change when it runs a different
mix of pr ocesses. In other networks , however , it would seem
des i ra ble to allow ownership of LIDs to f luc tua te dynamical ly
along with the changes in the communications needs of the network.
In general , availability of the LID resource would probably be the
dete r m i n i ng fac tor in the decision to use LID control le r s in othe r

than those situations mentioned above. When there is enough to

satisfy the needs of LID owner s, LID con tr o l l e r s  should have v e r y
little to do.
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As mentioned ea r l i e r , the genera l  approach out l ined above pr ovides
for distributed management of the LID resour ce , and it is expected

to have the advantages of h igher  r e l i a b i l i t y  and throughput
( t h o u g h , in gene ra l , the  LID con t ro l l e r  func t i on  would h a r d l y  be a
bottleneck) that are usually associated with a distributed

processing approach. The controlled segmentation of LID space

among LID c o n t r o l l e r s  should p e r m i t  them to manage the LID
re sou rce  w i t h o u t  i n t e r fer i ng w i t h  each o t h e r . Al though  ne twork
LID c o n t r o l l e r s  would g e n e r a l l y  be viewed as m u t u a l l y  cooperat ive
managers of the LID r esour ce, it is impor tant that accidental

er r or s be protected against by the CIE - LID controller s cannot

n e c e s s a r i l y  be depended on for  comple te ly  e r r o r - f r e e  o p e r a t i o n .

When er r ors  do occur , the CIE should s ignal  a s e c u r i t y  montior ,
n o t i f ying him of the event. A logical ID identifying the monitor

must be known to the CIE , and the CIE must be identified by a

logical ID, unique within the networ k, in i ts communi cations wi th
the security monitor . The CIE’s LID should not be made available

to any other pr ocess at the node.

There must also be a means of recovering from the loss of an LID

con tr oll er , as, for exampl e, when its supporting host goes down.

In this case , there are two alternatives. The networ k can wait

for the host to come back up again , but it will have to do without

the  s e rv i ces  of an LID c o n t r o l l e r  for perhaps an i n d e f i n i t e  period
of time. Alternatively, there could be some means of assigning a

new LID c o n t r o l l e r  to the LIDs once managed by the downed
controller . This is the privilege of the node controller . The

problem of r e a s s i g n i n g  LID space to another LID cont ro l le r  under
these condi t ions  is not necessari ly an easy one , since processes
r equirin g the services of the new LID controller will have to be

n o t i f i e d  of the change , and the new cont ro l le r  must be told of the
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current state of the LIDs it  is to manage.  Of cour se , the node
controller can be used to redistribute LID space among its

controllers under normal networ- k condi t ions as well. As a fin al
pr ecaution against network failures , mor e than one node con tr o l l e r
could be assigned to each node , so that if a node controller

fails , another assigned to the same node can take its place. If

a l l  node con t r o l l e r s  go down , manual restar t pr ocedures must be

used .

I t  should be made clear that a pr ocess is node controller only for

those nodes where it is so designated in an access control table.

A node controller has access to all LID space at a given node , and
r eassigns LID space to another LID controller by chang ing the LID

controller associated with the LID in the node ’s act.

The most general form of the model , then , can be summarized by
examining a single entry in a nodal access control table , or ACT.

There ~s one entry for each of the networ k LIDS , and each entry
specif :es the owner of the LID , an LID controller , and a

capabil ty map. The owner and associated controller are each
des~qnated by an LID — the LID to be used as a sour ce address for

c o n t r o l  messages r e l a t e d  to the LID entry. If either of these
LIDs :s zero , the LID is unavailable for use. The capability map

consis ts of an LID attribute field and a pr ocess rights field. As

descr i bed e a r l i e r , the attr ibute field consists of the source and

destination fields (each two bits in length for the local source ,

r emote source , local destination , and remo te destination

designa tions), and a delivery bi t if desired . The process rights

field specifies any rights that- are to be associated with the

pr ocess using the LID as a source address in its control messages

to the node . The only example we have seen of this so far is the

4
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node controller right. Other rights may allow the process to

mod i f y  a node ’s functional address (loops 1—3), or to change its

write token address. All these rights are device—independent. A

pr ocess may have , in add ition , various device—dependent rights

which , in the case of a CRT, for exam ple, would permit the pr ocess
to change the host that the CRT is logically connected to.

In addition , the ACT specifies both the LID used by the security

monitor and the LID used by the CIE to identify itself in

communications with the security monitor .

We will now give two brief examples of the model’s use. Each will

assume a less general form of the model by making  use of only one
LID controller. The LID controller will act as node controller

throughout the networ k as well. Recall Cole ’s scheme for
establishing a connection between two hosts in a network. Let us

assume that the hosts belong to the same domain , and hence are
associated with the same secur ity controller , or SC. To establish

a connec t ion ,  one host must first send a request message to the SC

(we ignore the case of simultaneous requests from both hosts). If

the requesting host has authorized the connection , the SC will key

the appropriate crypto devices so that communication can take

place.

Though it does not rely on encryption for protection , our
communica tions security model can support a similar connection

pro tocol. To model Cole ’s approach , at networ k ini tialization

time a single LID controller would assign to each security

controller ownership of all LIDs at each node the SC controlled .

Thus , no communications can take place without the cooperation of
the security controller . When a host at one node requests a

connection to another host in the same domain , the SC would update

the ACT’s at each node to allow the connection. The SC would

ensure that no other nodes could use the same LIDs as were

assigned to this connection.
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As a second exam ple, consider a small networ k of three hosts and

several CRT d isplays whic h is to main tain a da ta base consis ting

J of both classified and unclassified information. One host , H—U ,

main tains the unc lass i f i ed  data base, whi le  ano ther host, H—C ,

J maintains the data base of classified information. The third

hos t , H—K , pe r f o r m s  a “kernel” function by preventing human
— operators from accessing the classified data base over CRT’s

unless they are authorized to do so.

H—K , assigned ownership of all networ k LIDs at networ k

initializa tion time , could establish the following communications

paths:

~H K ‘H— U

CL~~~
Note , first of all , that H—K will ensure that no classified

information will ever be sent to the unclassified host H—U , where
it could be transmitted to a CRT and displayed before an operator

lacking the necessary clearance for classified information.

Notice , too, that there is no communications path from H—C to the

CRT. If there were , H—C could directly pass on classified infor-

mation to an unauthorized user .

An operator at the CRT logs on to H—K , identifying himsel f by nam e

and password , for  exampl e, H—K will then look up the operator ’s

clearance level. If the oper ator is cleared for classified

information , H—K will grant any requests for either classified or

unclassified information ; otherwise , only re quests for
unclassified information will be granted . H-K passes on any

re quest for unclassified information to H—U which could then
* transmit the information directly to the terminal. Requests for

classified informa tion result in information transfers through the —

kernel , since no direct link can exist between H—C and the CRT.

-
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The link fr om H-U to the CRT would also have to go if need—to—know

categories were to be supported by the ker nel. Otherwise , H—U

coul d leak i n f o r m a t ion to an opera tor who la cks su f f i c i e n t

need—to—know.

These two examples are only suggestive of what can be done with

our communications security model. In general the model might

possibly be used in two different ways — either as an approach to

network security whose properties may be of interest in

themselves , or as a tool for the simulation of alternative networ k

architectures. Since the ESM loops permit any logical networ k

topology to be simulated , and the model defines an approach to

• controlling the direction of information flow as well , the model

obviously admits simulations concerned with COMMNET topology and

i ts effect on denial of service considerations. The model would

also be suitable for studies of the reliability of the COMMNET —

accesss control mechanism in its pr ovision for multiple owners ,

LID controllers , and node controllers. In addi tion , much can be
done within the constraints of the simulation model to study the

role of owner s and controllers in a network; the procedures and

protocols for establishing connections , identify ing pr ocesses to

remote hosts , or recovering from failures in COMMNET access

control; and more generally, the r equirements for  c o n t r o l l i n g  a
communications subnet in a secure fashion. The interaction of the

host—level security policies with communications security policies

can also be stud ied .

The model , however , has obvious inadequanc ies — both as a gener a l
prote ’tion scheme and as a tool for simulations. The model was
never Lntended , for exam ple , to provide process—level access
con t ro l  to the COMMNET. If a host may transmit down any one of

several channels , as determined by the node’s CIE access control

table ,  any process on the host has access to those channels .  Such
controls , if desired , must  be included in host—level  so f tware .
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Less obvious , perhaps , is the fo ll owin g example.  Suppose a node A
used LIDs 5 and 6, each mar ked as both legal local source and
remote destination LID. To receive messages fr om A , node B uses

the same LIDs , but , in this case, they are marked as both remote

source and local destination LIDs. Originally, LID 5 at node A

was p a i r e d  w i t h  LID 5 at node B to form one simplex channel , w h i l e
LID 6 was used at both nodes to form another . With both channels

present , however , node A may now send messages to B with 5 as the
source address and 6 as the destination address. This would

allow , for example , the process associated with LID 5 at node A to

communica te with the pr ocess associated with LID 6 at Node B. In

ter m s o f the model , this apparent “misuse ” of allocated channels

would not be viewed as a s e c u r i t y  violation since the nodes
clear ly have the ri ght to communicate with each other . A hi gher
( H o s t )  level pro tocol  is r e q u i r e d  to avoid this pr oblem.

As another example of the model’s limitations as a general

protection scheme , suppose that two hosts wished to establish a

communications channel between them. It would be desirable if the

two hosts could be sure that the connection , once made , did in
fac t  t e r m i n a t e  at the  two hosts , so tha t  each could be c e r t a i n  of
the iden t i ty of the hos t , or device , at the opposite end of the

connection. If the two hosts cooperate in making the connection ,

t h e r e  are  no p rob lems .  But if n e i t h e r  host qu i t e  t r u s t s  the
other , each believing that the other mi g h t  subs t i tute ~ d i f f e r e n t
host at i ts end of the connection , then the model provides no
mechanism by which the connection can be made , except by way of a

higher authority (a host—level process owning LIDs at both nodes)
which could es tab l i sh  the connect ion for  them. Note , however ,

that this limitation does not prevent such connection

establishment protocols from being stud ied on the ESM loops. Host

software can easily be developed to simulate “secur e” hosts
capable of cooperatively establishing such communications channels

between them .
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The usefulness  of the model as a simulation tool is limited as
wel l .  Its application , obviously,  is res t r ic ted  to studies of
access control with respect to the communications med ium . Access

control to other objects plays no part in the model at all. More—

over , the model ignores  several aspects of a communicat ions subnet
that can have a decided impact on networ k security. For example,

the physical topology/ interconnection scheme of the subnet ( e . g . ,
loop , star , circuit switched , message switched , etc.) may make a
computer networ k more or less vulnerable to attacks directed at
denying service to its users. COMMNET—Level protocols may

influence networ k security as well. Nor is the model concerned

w ith network security problems related to encrpyption. These

problems and others can be studied in simulations on the ESM loops
using host—level software , but the model i tself is simpl y not
general enough to allow for these variations in networ k archi—
tecture. In the next section , we will discuss several important
issues which cannot e f f e c t i ve l y  be stud i ed w i t h i n  the cons t ra in ts
of the s imula t ion  model , and consider once again other problems of
network security only briefly mentioned earlier in the report.

3.6 Security Characteristics of Alternative Network Architectures

This section takes a closer look at some of the parameters of a

network architecture that affect its security. The emphasis here

is on those architectural features which have not yet been given
sufficient attention in the r eport , or cannot be adequa tely
studied in terms of the communications security simulation model.
Again , there is no attempt here at comple teness , only a desire to
presen t some cr it ical design issues in the area of compu ter
network security.
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To begin with , v e r y  l itt le has been sa id about the ef f ec ts of the
COMMNET ’s interconnection scheme (loop, star , message—switched ,

ci rcui t swi tched , etc.) on the overall security of a computer
network. The following discussion on this subject is taken

largely from (Col 75).

If it is assumed that the communications subnet operates on

encrypted data , the basic security threat to the networ k is one of

denial of service . With this in mind , Cole examines seven
different interconnection schemes; point—to—point , circui t
switched , tr ee, star , mul tiply—connected , loop, and radio br oad—
cast.

Point—to—point network. “A seemingly straightforward approach to

controlling access between network entities is to directly inter-

connect all those devices authorized to communicate with each

other , such that only those connections would exist in the net.

If a given entity such as a host would change its security level

during the day, an appr opriate portion of its links would be

enabled or disabled , giving some ability to adapt to change.

- I “Several pr oblems plague this scheme . In all but the smallest

nets, the number of interconnection combinations quickly gets out

of han d, since the number of meaningful connections tends to be a
sizeable portion of the N(N—l) different possible links connecting

N to entities. Also , implied connections via possible n ’th party

access tend to circumvent the careful isolation of the different

entities , unless a hi er a r c hical au thor iza t ion scheme exis ts, which
in itself is not necessarily proper security. Other all or

nothing aspects to such an ar r angement tend to viola te our con-
cepts of how networ k access should be determined and controlled .

Ther efor e, the dedicated connection net represents one class of
networ k structure , wh ich is an interes ting poin t on the spectrum
of possibi l i t ies, but one that is too extreme for any general
utility. ” (Col 75)
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C i r c u i t — s w i t c h e d  n e t w o r k .  “ The best example of a c i r c u i t — s w i t c h e d
net is t h e  d i r e c t  d i a l  te lephone sys tem , which  of cour se can be
u t i l i z e d  for da ta  communica t i ons  as well  as voice. The p r i nc ipa l
pr oblems in such usage a re  the limited bandwidth and the time

r e q u i r e d  to esta~~l r s h  the  con n e c t i o n , w h i l e  the  pr imar y advantages

- - a r e  it s  widespread e x i - . t en c e  and ava r  l a b i l i t y . . .

“The d i r e c t  d i s t a n c e  &1~~~i l net is p a r t i c u l a r l y  i n e f f i c i e n t  for the
interactive user , who typ~ca1Iy can never utilize the full line

capabilities and mult iplex ing of a dial connect ion is feasible

only under ‘ond~ t~ ons which tend to contradict the availability

advan tages  of t h e  d irect d ia l  ne t .  A combina t ion  of d i r e c t  dial
and mult iplexed po int—to—point lines is often utilized , but

borders on other comb i nation nets such as a message—switched net

w ith direct dial access.

“The secur ity— related aspects of the direct dial net are largely

related to its i mpact on the cryptog r aphic equipment , and in

pa rticula r , whether multi plexed cyi pto devices are economically

advantageous. For example , if individual direc t dial lines are

brought - to a host computer , they would then have to be multiplexed

prior to entering the crypto device. Much of the flexibility of

addressed multi plexing , e.g., by the use of message header s, is

therefore lost , and many of the physical port constraints begin to

• show up on the design of the multi plexed cr ypto devices. Handling

of the  l a r g e  number of input lines , connectors, etc., may also
grow beyond expectations for such usage.”

(A minor secur ity advantage of the direct dial net is) “The

d i f f i c u l t y  that  an enemy would have in per f o r m ing an y meaningfu l
traffic analysis. There is also a large (apparent) r edundancy in

t he  d i r e c t  d ia l  net , but  t h e r e  are pr obably a number of sens i t ive
points  which would be ve ry  vu lne rab le  to sabotage and would
thereby sever a large portion of the user community from the net.

In additiorr, mal ic iou s users might tie—up all of the input por ts,

the r eby denying  se rv ice  to l e g i t i m a t e  u s e r s . ” (C ol 75)
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Tree—st ruc tu red  nets (message—switched) .  “The t ree s t ruc tu re  is
occasionally ut i l ized for networks when i ts re la t ive ly  low line
cost, and h iera rch ica l  organiza t ion  match the needs of the networ k
communi ty, and when its high vulnerability to loss of any l ink is

• acceptable (Or correctable by back—up methods) .  ( The tree net has
l imited u t i l i t y  in applicat ions)  which r e q u i r e  hi gh ava i lab i l i ty
of basically non—hierarchical resources.” (Col 75) Nevertheless ,

it may be well suited to the h ie ra rch ica l  control s t ruc tu re
associated with the system control application .

Star Nets. “The star topology is also very vulnerable to loss of

components , pa r t i cu l a r ly the central  switch , and to a lesser
extent , to any l ink  since tha t loss woul d sever one en tity from
the net. Line costs would also be high if the networ k entities

are separated by inter—city distances , and the opera tional
performance can degrade rapidly when a large number of small

messages must be handled concurrently (i.e., swi tch satura tion ).
There are some minor posi t ive fac tors as well , such as the
convenient spot for monitoring operations , namely the cen tra l
node. However , since it is vu lne rz ’b lz i  to overload , adequate
moni tor in g may no t be feas ible.

“ Denial of service is the grea tes t  s e c ur i t y  t h r e a t  of the star
networ k , p a r t i c u l a r l y  due to i t s  exceptional vulnerability to the
loss of components or message flooding as discussed above.” (Col

75)

Multiply—connected message—switched nets.  “The r el i ab il i ty/
availability disadvantages of star and tree nets can be overcome

by adding redundant links between the nodes. The particular

s t ruc tu re  of the net can then become independent of any predefined
topology , and instead , can be based on expected t r a f f i c  loads and
geographical locations. The ARPA ne twork  is the prime example of
this type of n e t w o r k . . .

- 
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“The major  s e c u r i t y  related advantage of the mul t ip l y—connected
message—switched net is i ts high res is tance  to e r r o r s  and/or

• malicious damage. This flexibility is, at the same time , its only
apparent s e c u r i t y  disadvantage since complication tend s to breed

- • exploi table  combinations of events and circumstances. This

4 subject ive observa t ion  is not an ind ic tmen t  against  message—
switching ; i t  is mere ly  a word of caut ion in the usage of what
appears to be the best available data communication technology

ava i l ab le . ” ( C ol 75 )

Loop ( r i n g ) networ ks.  “One of the most attractive aspects of a

loop net is based on the fact  that  each e n t i t y  on the r ing  sees
ever y message as it goes by ,  and t h e r e f o r e , one can address
messages to a given process (instead of to a physical processor).

The only requirement is that each inter face be able to match

pr ocess names (from message addressing ) with a list of current

processes which it contains. Other advantages a r e  based on the
expected low cost of the interfaces between the devices and the

net , and the simple communications technology which utilizes only

digital devices (similar to the telephone Ti carrier). ”

“The sing le loop is inherently vulnerable to the loss of a line

segment. Although back—up paths can be added , the increase in
complexity and added line costs tend to detract from the

a t t r ac t iveness  of the loop except for well controlled , local
env i ronmen t s .  T h e r e f o r e , the loop net would seem to be an
appropr ia te  candidate for a local subnet , but not for the global
subne t to interconnect such subnets.”

“Other s e c u r i t y — r e l a t e d  aspects include some increased v u l n e r —
a b i l i t y  to t r a f f i c  analysis , since all messages go by any g iven
spot on the ring . However , message headers could be encrypted
(wi th  a common key) to avoid this  problem .” (Col 75) on a more
positive note , this characteristic of the loop architecture allows

a “ secur i ty  moni tor ” to be inser ted anywhere  in the loop for the
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pu r pose of monitoring networ k traffic. Cole also notes the

d i f f i c u l t y  of implementing a priority override scheme on a loop.

On the ESM loops , for example , a node mus t wai t to receive a wr i te
toekn be fo re  send ing o f f  any of i ts messages. There is no obvious
way of a l lowing  a node to pr eempt the loop resource  for the
purpose of t r a n s m i t t i n g  a high priority message through the net

ahead of other traffic. Other loop protocols have similar

difficulties.

Radio Broadcast Nets. Among the possible drawbacks to the use of
radio br oadcast nets , Cole mentions: (1) the lack of available

frequency spectrum , (2) geographical coverage pr oblems , (3) ease
of tapping the communications media , and (4) denia l  of service
threats by jamming the radio net.

Cole neglects the use of a bus as a network interconnection

scheme . Nevertheless , ETHERNET (MB 75) has demonstrated the

effectiveness of a bus architecture for- local networ ks. Though a

br eak in the bus would divide the network in two (and , in
add ition , g ives rise to interference problems due t.o signal
reflections at the br eakage point), the failure of any node

a f f e c t s  the communica t ions  of onl y a s ingle  device since the
commun ications facility pr ovided by the ETHERNET is a passive one.

Once access to the bus is permitted , the bus allows maximum

wire—speed transmission with minimal delay. Only one tr a n s m ission
can take place at any time , however.

A network’ s interconnection scheme should be examined for its

impact on network security both fr om the point of view of:
• (1) its “communica t ions topology ” and (2) the connection protocol

used in the COMMNET to control the transmission and receipt of

networ k messages. For example , a loop def ines  a net wor k in which
a l l  nodes a re  phys ica l ly  connected to each of two other nodes in
the n e t w o r k ;  though each node di rec t ly tr ansmi ts infor ma ti on to
only one of its ne ighbor s , i n fo rma t ion  can be passed f r o m  one node
to the next  so tha t  each node is log ica l ly  connected to ever y
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other node . Unless redundant  l i nks  are  used , however , a single
line fault or node failure will severely affect communications on

the loop . In addit ion , a t iming node is genera l ly  used to ensure
that an in teg ra l  number of bi ts  is always present on the loop,, so
the loop is only as re l iable  as its timing node. All of these

considerat ions are re la ted  to a n e t w o r k ’ s commun ications topology.
Er r or and f low control are included under ( 2 ) .  If t ransmission
e r r o r s  go undetected , securi ty—related information contained in

network  messages may be a l tered , possibly r e s u l t i n g  in a secur i ty
compr omise. And we have al ready noted , for  example, tha t a simple
write token protocol may not be appropriate in a loop networ k when

h igh pr ior ity tr a f f i c mus t be g iven more rapi d access to the net .

These aspects of a network’s architecture are ignored entirely by
our communications security model - the model defines a higher
level of network design. The ESM loops, and the simulation model ,

do admit experiments concerned with the logical interconnection

scheme of a network (as defined by the presence or absence of

connec tions between ne twork nodes) , but there is no immediate way

to take into account the e f fec t  on ne twork  s e c u r i t y  of redundant
physical links, of circuit—switched connections , of a l t e r n a t i v e
stra tegi es for f low con trol , etc. These variations in networ k

a r c h i t e c t u r e  must be simulated in host sof tware , or addi t ional  CIE
f i r m w a r e.

Another impor tan t parame ter of a networ k ar chi tecture , men t ioned
in section 3 .4  of the r eport , is the na ture/ loca t ion  of its
secu r i ty  controls .  As def ined by our commun ications secur ity
model , for  example , the CIE ’ s on the ESM loops play a significant ,

but min imal , role in COMMNET secur i ty .  The communications
processors of Farber  and Larson (FL 7 5 ) ,  on the other hand , a re
much more comp lex and , in fact , are intended to overcome
altogether d i f f e r e n t  problems of ne twork  s ecu r i t y .  In the i r
design , ~reasonably secure ” hosts i n t e r f ace  to a loop networ k via
communications processors. According to Farber , the communi—

cations processor was chosen as the major component in networ k
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secur i t y  because of “ the lack of a u n i f o r m  envi ronment  w i t h i n
hosts at d i f f e r e n t  si tes , and the increased pro tec t ion  ( t h a t )  a
separate , autonomous component , the communicat ions processor ,
creates .”

The loop transports messages addressed by pr ocess name . “The
secur ity scheme... is based on the idea that if we ar-e capable of

dynamical l y chan ging the names of in tercommun icati ng processes ,
then if the names are changed frequently enough , an observer
looking at messages passing over the commun ica tion su bsystem wil l
be unable  to t e l l  who is communicating with whom... in addition , it

is difficult for an intruder to tell by what name a transmitting

process will be addressed in the return message; thus , it will be

extremely difficult for the intruder to create false messages.”

The pr ocessor s, then , were not designed to restrict host—to—host

communications , as is the case with Cole ’s scheme , for exam ple ,

but instead , to protect against outsiders monitor ing networ k

traffic. What is proposed , r eal ly ,  is an al terna tive to the
encr yption of message headers.

The details of Far ber ’s scheme ar e no t of rea l  impor tance her e —

the brief discussion above should , however , illustrate the r ange

of v a r i a t i o n s  possible in COMMNET level secur- ity controls ,

especially when ne twork  security r equirements differ. Once again ,

Farber ’s scheme departs radically from any our own communications

secur ity model would support. As another example , the BDS nodes

of loop 4 could be used to suppor t much more  sophis tica ted -

•

secur i ty  controls  than those fo rming  the basis of the comuruni—
cations s ecur i t y  model discussed in section 3.5 of the r epo r t .  In
p a r t i c u l a r , they could be prog r ammed to pr ovide cont ro l led
terminal access to networ k hosts. Instead of logging on to a host

directly, a user would first identify himself to a BDS and r equest

access to some networ k resource.  The BDS would then connec t the
user to the appr opriate host if the request were authorized . In

this way, a ne twor k hos t is relieved of the burden of in terac t ing
wi th users  who intend to access a d i f f e r e n t  networ k host.
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The na ture  of host—level security controls may also vary consider—

ably. Our COMMSEC model makes no genera l assumptions abou t the
behavior of host processors. Other networ k designs , however ,
requi re  host pr ocessors to sa t is fy  a number of security—related
requirements. In a networ k of multi—level security (MLS) hosts,

for example, each host must provide for s imul taneous , con trolled
access by users/processes of d i f f e r e n t  clearance levels and the
need—to—know to i n f o r m a t i o n  of d i f f e r e n t  classi f ications and
categor ies .  This can be accomplished by way of a processor
“kernel ” , or reference moni tor , wh ich is au toma tica lly invoked
whenever i n f o r m a t i o n  is accessed to enforce  MLS au thor iza tion
r equi rements .  Cori str ast  this  “ secure processor ” approach with
that previously taken by the military whereby in f o r m a tion of only
a single class i f ication level was allowed on a host system at any
given time , and changes to a lower level , fo r example , involved
purging the system of any sensitive information it contained .

Verification of the correct operation of a “secur ity kern el” is a
difficult task , but the flexibility and expected cost—

ef fec t iveness  of the approach seems suf ficient jus tification for
its use.

Host—level  secur i ty  r equi rements  must , of course , be supported
w i t h i n  the communications n e t w o r k .  The COMMNET mus t ensur e, for
example, that top—secret files or messages are kept separate from

those of d i f f e r e n t  c lass i f icat ions .  When p r i o r i t i e s  are
associated wi th  network t r a f f i c , response and preemption requi re—
ments must also be satisfied by the COMMNET. Obviously, COMMNET
secur i ty  requi rements  are not formulated in a vacuum .
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Earlier we saw another example of how constraints on host behavior

could lead to a more f l ex ib le  network design by pr oviding process—
leve l , rather than host—level , pr otection guarantees. In this

way , for example , if a CIE supporting our COMMSEC model received a

message from an LID controller , there woul d be the assurance that] the message was actually sent by the LID controller , and not by

some other process contained in the same host. It would also be

possible to make guaran tees  concerning the transmission and
r eceipt of interprocess messages , even though the processes are

r located at different network nodes. The problem , of course , is
è one of specifying the necessary enforceable constraints on host

behavior which would permit such guarantees to be made.

The most general networ k design discussed in this report , that

presented in ( USAS 7 6 ) ,  also pro poses a “secur e pro cessor ”

approach. It defines an abstract machine which must be supported

at every node in the network. The primitives of this mach ine
allow a networ k pr ocess at one host to allocate its resources to

another process at a d i f f e r e n t  host , and the allocating process

need only know the “nam e” of the pr ocess to receive the resource .

F u r t h e r m o r e , the allocating process may preempt the resource from

the remote pr ocess should the pr ocess refuse to return it. The

abstract machine supporting the remote process will return the

resource at the request of the a l loca t ing  pr ocess .  Again , to
prove that an implementation of this  abs t rac t  machine is c o r r e c t
would be a difficult task , but it need be done only once if hosts

and communications pr ocessors are  essential ly identical throughout

a network. Of course, whether or not these and other protection

f ea tu res  would be required in a SYSCON networ k is not yet known.

The USP~S model does suggest , however , what can be done in the area
of security when appropriate constraints are placed on the

behav ior of host processors.
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Finally, the question of just what security controls should exist

at a given level of the network design depends c r i t i c a l l y  on wha t
controls are assumed to exist at other levels. As noted earlier

in th is section , for  example , Far ber an d Larson ’s choi ce of a
commun ica ti ons pr ocessor as the focal po in t of ne twor k secur i ty
was based , in their words , on “the lack of a uniform environment

within hosts at different sites , and the increased protection a

separate , au tonomou s componen t, the communications processor ,

creates. ” (FL 75) The same arguments apply to our communications

security model. The USAS design , however proposes to establish

just such a uniform environment at host sites in order to

f a ci l i t a t e  i n t e r — n o d a l  i n t e r a c t i o n s , and to provide  processlevel
protection on a networ k—wide basis. Hosts can now be depended on

to enforce process—level communications constraints , whatever they

m i g h t  be. Add i t i ona l  s e c u r i t y  con t ro l s  a r e  no longer needed in a
communications processor to protect against malicious host

behavior .

We complete this section with a brief discussion of cr ypto

controls and their contribution to network security, considering

first the pr oblems of traffic analysis and spoofirrg before going

on to present other issues related to data encryption.

Traffic Analysis. In a message—switching environment , for
example , switches must have access to the routing infor mation

contained in the message headers. Unfortunately, if routing

informa tion is sent in the clear , outsiders tapp ing the cominuni—

cations lines will have access to the same infor mation . Far ber

and Larson (FL 75) pro posed one solution to this  pro blem , as we
have seen. More typically, however , link encryption is used to

protect against traffic analysis , so tha t message headers are
passed in encr ypted form from one node to the next , decrypted

wi thin the node for routing purposes, then encrypted once more

befor e transmission to the next node.
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Spoofing . Cole (Col 75)  states: “In essent ially every networ k,

i t  is possible for some person to tap into the communication

f a c i l i t y  in such a manner that he can modify otherwise legitima te

messages or can c rea te  extraneous messages (by play ing back
recorded messages , possibl y modif ied , for example). Such actions

are referred to as spoofing , and are per formed with the intent of

either : (1) causing improper actions to take place , (2) causing

confusion at the host sites or in a networ k control center , or (3)

degrad ing service in some major way such as by creating er r oneous

routing table updates in a message—switched network. Spoofing

threats can be countered by (1) detecting modified messages by use

of error checks on the clear text , (2) detecting the replay ing of

legitimate messages by the use of encrypted sequence number s or

time stamps , and (3) discarding any messages that do not meet

these checks.

Data Encryption . The issues of interest here concern the use of

link versus end—to—end encryption , and the integration of

encryption techniques into a networ k composed of smaller subnets

whose physical controls are such as to eliminate any need for

enc ryp t i on  w i t h i n  the subnets themselves. The choice of end—to—

end encr yption versus the simpler , and less expensive link

enc ryp t i on  approch to data s e c u t i t y  l a r g e l y depend s on whether  or
not the switches on a message path can be “trusted” with clear

message t ex t .  If not , end—to—end encr yption of the text , fr om
source  to destination switch , is r equiied .

Our own communications security model does not d’—~pend on

encryption to pr otect information passing tht o’~gh the network. It

• assumes instead that physical security is adequate enough to

prevent  ou ts iders  f r o m  tapping the c o m m u n i c a t i o n s  l ines .
Fur the rmore ,  it. assumes that the COMMNET inter face can be tr usted

with clear message text. Under these conditions , if loops, for
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exam ple ,  are used for the smaller , local subnets , link encryption

between gateway nodes should provide adequate protection against

outsiders. Of course , in some networ ks end—to—end encryption may

be d e s i r a b l e  in that it can pr ovide additional confidence that the

COMMNET cannot misuse  the message t ex t  in any way . Although an

expensive solution , and one whose complexity makes certification

of the protection mechanism itself non—trivial , an end—to—end

(sour ce to destination gateway) encryption scheme much like that

descr Abed by Cole (Col 75) might be the only recour se when an

extr a measure of security assurance is required.

3.7 ESMD Loop 4 Security Monitor Demonstration

Node H (Node Designator 19) of ESMD Loop 4 will be connected to -~~

general pu r pose pr ocessor (e.g., PDPI1/70) which could be used as

a security monitor . An experiment/demonstration which could he

pet for med to illustra te the use of the security monito r with

respect to the Loop 4 automatic loop—back feature which can remove

a security violating node from the system is described below:

i) The security monitor processor is used to monitor a

terminal—host dialogue. It sends control packets to the ioop 4

B776 pr ocessor node (Node Designator 16) and the loop 4 CRT

t e r m i n a l  node (Node Designator l~ ) 3uch that their- p rimary read

addresses are read non—destructive. This would involve modify ing

the address comparison memor y chip so that real address 4 is real

non—destructive for the B776 (HSTC) node and read addre~3s 7 is

r ead non—destructive for the CRT node (CRT 18).

ii) The security monitor modifies the address comparison

memory of its connected node such that it reals non—destructive

both addresses 4 and 7.
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iii) The secu r i t y  moni tor  d isplays  the CRT—host dialogue on

one of its local terminals.

i v )  The moni to r  checks the v a l i d i t y  of the password entered on
CRTI 8.

v) When the password fails , control packets are sent out on

the loop in order to r emove CRT18 from the system. This is done

by sending a control packet to node 17 to do a backup line switch

( B K L N S W ) ,  and a con tr ol packet to node 19 to do a primary line
switch (PRLNSW).

3.8 Conclusion

We have reviewed the gener al networ k security pr oblem. In addi-

tion a communications security simulation model was described

whose purpose was (1) to illustrate one appr oach to COMMNET access
control and (2) to serve as a basis for the simulation of a small

f a m i l y  of networ k architectures. Given this general background to

the networ k security problem , what is needed now is to determine

the special requirements of a network for system control  — in
particular , those related to network security. Once these

requirements are well understood , the simulation model should

prove useful in evaluating different network architectures

intended to suppor t SYSCON security requirements. There is , of
coui se, no substitute for designing and testing the actual system. 

I 

-

Appropriate simulation experiments should , however , help pinpoint
many design flaws before they are committed to a final

F implementation.
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