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1. MAN—MACHINE INTERFAC E ANALYSIS

1.1 INTRODUCTION

Information ga i ned in evaluating and solving man-machine interface

problem s that occur in complex communications systems is extremely important

to systems engineers comitted to the mission of the design and fabrication

of future generations of equipment. Sophisticated systems of comand and

control , computer-aided man-in-the-loo p systems (e.g., manned spacecraft),

human response to audio and visua l displays , pattern recognition , man-
computer languages , and many other face ts , are of concern where an operator
must perform a control task , or decision task. At present there is some

ongo ing work oriented towards man-machine interfaces which span the projected

needs of the armed forces , [1], [2], [3], [4], [5 ], [6 ]. Work in progress

by many agencies generally deals with evaluation of complex system interfaces ,

assessment of operator performance capabilities for a wide variety of tasks

(including performance as a function of ambient light alone), analys i s of
manual functions into tasks , analysis of human control functions , and the

physical and psychological characteristics which affect the assessment of

operator performance capab ilities. Much of the ongoing work concerns the

psychological and physiological aspects of command and contro l ,.wea pons
systems , log istics, and communications .

Examination of ongoing research in these areas indicate that there is

rio clear-cut procedure to evaluate the human subsystem in sophisticated

commun ications systems or the effects of environmental stress on operator

performance. Army commun ications requirements in a tactical situation often

require 24—hour operations. Personne l are required to work either on

standard , or unpatterned , and freqi~ently extended duty schedules in a variety

of environments , each characterized by multiple stresses occurring in a

random manner . In an effort to seek novel measures of man~mach i ne i nterfaces
which occur in communications systems and to enhance the design of future

families of equi pment , this section will address teletype operator perform-
ance as the environmenta l factors of ~nbient :~~h~ and acous~~c v~o~se are
varied. The discussion will center around an experiment conducted at
Fort Monmouth , New Jersey , during Apr i l and May, 1975. The experiment was

desi gned to answer the followin g questions :

1
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:~ t bPr~ a sianifican t deteriorat ’on of ooerator oerformance

(committed errors j as toe env ironm eneal ~~ctors j e  :.—:~~~~:‘. :e 3 nC ~
eo~ .3e are varied?

ii ) Does acoustic noise afn ect operator oerformance more than ambient

liq ht in a deter iorate- ’o en v ’—v n n ’ eee
~~~~~~~~ ~S oceratcr aernormance ~~cni~ ican ti .’ ~~~~enent ~or the ept~ca

c i so la y ter~in al as opposed to the teletypewriter termi nal?

~~‘i) 3iven certain ambie nt 110CC and acoust-c noise levels , ca n one
:redicz the number of transcri ction errors that will be committed for a given

~~rHra~~
v) fliven the ocerating cond it ons. can one specif y the levels of lion t

iH Sounc sc ~‘ H mn ’n~:e the number of commi cted errors ?

t is an ~im of His study to answer the above questions w ith respect

Tent loc en c.’ table anai ’.’sis , three— factor an a ivs~ t of variance , and

titl e acn-~ ~‘ear ~‘ecros:icr..

~~ nev ~ sect~on . 1.2 , tee nes :an c~ tee ~x~er~neot is cescriced

anici incljoes He manner in wh~ c~ tee in~ernatio n was obtained , toe tyoes

oculom ent emoloved , and the env~ronmen t under which the experiment was

ct”e ucted . The levels ~f the variables consider ed are eyo ’cai of those

3 tact ical eflv~rOnme flt .

wn~ce era can :roceec en ~r~ wpr eo~ ~ues:’ene w~~t C

~ ~~ ~ o~ ’derce af toe ~nv~ronme ntal var~~tles inc tee o;~mcer

. ‘~~-tten or~”~s operato r oer~ormance ). nt~~aenc .’ tat e ana l ise s was

~~~~~~~~~~~~~~~ ~r. toe one ca s e .  whith is ccvered in :cea~ ~n section 1.3; a cemoar-

~;nn .~ias made o~ the second case to the cl a ss i cal three— fac tor anal ys i s
var iance techniques as described in section 1.4

An extens -ve search was conducted to find toe best non -linear -‘ecressior

~e~el teat best coaracteni zes the relationsh~c between the depenaent ana

~‘deoendent vand ables. The best model was judged by the criterion of minimum

— es idua l ianian c e. ~ect’on 1.5 descr ibes the reeress ion models tested. ~
summar y of resu lts, conclus ions , and recommenda:~ons ~or 

n.t Ure work

cr~sented in secteon 1.6.

O~ ~~E E~~~~1~EN

The s~ :r~~~cap ca act~ st’c sc’se ar-~ amc~~et lith,t on ooe~-atcr cer ’cr- ”-
a— ce ~as 1 n ’ e ~~t c c ted  jsinn t O t ”  an o:c~ ce1 ~i snl ay transm ~:.s~c.r dev~ce ( see

- -



fi gure 1.1), and a standard teletypewriter (see figure 1.2). The visua l

display terminal is designed to interface with computers or store-and -forwa rd
devices.  Primari l y, it is a developmenta l equipment intended to visuall y

cresent cnessa~es on a CRT d ispl ay where an operator can see and correc t his

message prior to transmission .

The experiment consisted of testing the transcript ion ac curacy of six
ex perienced communications -center operators under 16 different combinations

tf env i ronment. Ambient light was varied at four l evels, ranging from

24 foot-candles to 3 foot-candles; and acoust c noise was concurrently varied

at four sound pressure levels ranging from 55 dBa to 95 dBa . Sound pressure

le vel (SPL), measured i n dBa , is in reference to .0002 dynes/cm 2 and is

cons idered the threshhold of hearing. This reference is roughly equivalent

to a leaf “falling ” on a quiet day. The 55 dBa level was considered the

cu iet condition where only the inherent noise from the termina l equipment ,

sound room noise, and therma l noi se were recorded. The 95 dBa level reore-

sented an extremel y annoy ing and distracting “pink” no ise. The noise_power

ter un it frequency for this type of noise is inversely proportioned to

‘~reauency over a specified range and slopes down at 3 dB per octave from

20 Hz to 20 KHz. These characteristics are more comon to conference—type

noise where the higher and l ower freauency components characteri ze motor and

eou i pment noises. Pink noise was also used because it has relatively Constant

energy oer octave—bandwidth . The chosen ambient light levels of 24, 12 , 6,

and 3 foot-candles , respectively, represented successively deteriorating room

l ighting conditions. Throughout the testing, the brightness of the optical

display was constant.

For each test the operator was required to type his name , treatment

combination , and date as cart of the message (see figure 1.3). The messa ces
for the exoeriment consisted of forty random-letter word groups of five ‘1

characters each. They were derived through a random number generator and an
al o hanumeric conversion. No message was a duolicate , nor were they dupli-

ca ted by any of the ooerators on either terminal equipmen t. The random letter

format was used so that the operator could not identify or recognize —o utin e

words and , therefore, would have to concentrate to avoid making transcri ption
er~-ors . The aim of the exoeriment was to vary the environmental variables

and to observe the transcription accuracy of each operator utilizing the
visual display terminal as a function of time . The response varia ble ,

_ _ _ _
_  

j
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accuracy (number of commi tted errors), was the measure of transcription
errors that each operator committed per four-second interval . The errors
considered were the followi ng :

1) transposition
2) missing letter
3) extra letter
4) incorrect space
5) extra line feed
6) missing word groups
7) wrong letter
8) line out of sequence (skipped lineinserted after detection)
9) word group out of sequence

The results were compared to an acceptable operator norm , i.e., typing
a message format on a standard teletype termina l under the same conditions.
Each operator was tested alone in four sessions , each session having been
programmed for eight random environmenta l combinations , four for each term-
inal equipment (see table 1.1). The tests were alternated between the optical
dis play unit and the standard teletypewriter. This was done to reduce the
effects of learning . A thirty-minute familiarization period was given each

operator prior to the tests, and a standard instruction sheet was distributed
during this period to insure uniform orientation with the equipment and with
the purpose and procedure of the exDeriment.

1.3 CONTINGENCY TABLE .ANALYSIS [7], [8 ]

The following analyses will attempt to answer whether or not:
i) acoustic noise affects commi tted errors more than ambient light

level ,
ii ) there is a difference in commi tted errors when the optical display

terminal is used as opposed to the teletypewriter ,
i ii ) operator performance deteriorates significantly as the light and

sound l eve l s are varied .
Specifically, the purpose of this analysis is to show how the variation

of li ght and sound level s affects the number of transcription errors made by
communications operators using two different tactical communications term i-
vial s.

7

~
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TABLE 1.1

TR EATM ENT SCH EDUL E PER OPERATOR

Env 4 ronmenta l Treatment *
Combinations

Optical Display leletype
Session Run Terminal Term i na l

I 1 1 ,4 3,1
2 4,3 4,4

3 3,2 2,2
4 2,1 1 ,3

II 5 3,1 4,1
6 4,4 1.2
7 2 ,2 3 ,4

8 1.3 2,3
III 9 4 ,1 2 ,4

10 1 ,2 3,3
11 3,4 1 ,1

12 2 ,3
1’.’ 13 1 . 4

14 ,3
15 1 ,1 3 ,2
16 4,2 2,1

* Treatment = (Ambient Light Level , Acoust ic Noise Level )

Ambien t Light Acoustic No i se
Level Value Level Value

1 24 ft-candies 1 55 dBa
2 12 ft-candles 2 70 dBa
3 6 ft-candles 3 80 dBa
4 3 ft-candles 4 95 

dBa8
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A trainee was chosen as a member of the operator group t3 provide
insight into the number of committed errors he would commi t versus those of
the more experienced personnel. There was i ndeed a signifi cant difference
in his performance, as will be shown later in this section. As a result , the
data generated by the trainee was deleted from the final analy sis. Hereto-
fore, the trainee will be referred to as the “fifth” replication. The
analysis , therefore , was broken down into the following major categories :

1) section 1.3.1 — contingency table analysis , all subjects , for the
teletypewri ter terminal.

ii) section 1.3.2 - contingency table analysis , all subjects, for the
optical display terminal.

i ii) section 1.3.3 - contingency table analysis with the fifth replication
deleted for the teletypewri ter terminal .

iv) section 1.3.4 - contingency table analysis with the fi fth replication

deleted for the optical dis pl ay terminal .

1.3.1 Contingency Table Analysis , All Subjects, For The Teletypewriter
Terminal

The data was formed into a two-way contingency table by summing the
number of errors for each replication in each of the sixteen cells (environ-
mental combinations). For ease of description , the ambient light level will
be referred to as factor A , and the acoustic noise level will be referred to

as factor 3. Thus , for the teletypewri ter terminal , the followi ng hypotheses

were tested:

H0: factor A is independent of factor B ,

versus

H1 : factor A is dependent on factor B ,

with the test statistic:

2 - 

(n~ - 

n~~n~
— 

j=l i=l ~~~~ 
X (a- l)(b — l ) ‘

9
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where a = number of levels of factor A ,

b number of levels of factor 8,
n. - = number of observations in the ~ th cell ,

= sum of observations in the i row ,
n .  sum of observations in the ~th column , and

n = total number of observations .

The calculated test statistic resulted in x2 = 17. 41 , and the appropri-
ate critical values or points at various levels of si gnificance wi th
(a-1)(b—l ) = (3) (3) = 9 degrees of freedom are :

= .05 . X ( g) = 16.9
= .025 , ~~(g) 19.0
= .31 , 

~~(9) 
= 21.7

Therefore , one rejects the null hypothesis at the ~ = .05 level.

To determ i ne the level or ~-~veis of either factor for which the number

of errors is minimum , the row and column totals of either the entire table
or aoproor~ate partitions should be considered . Considering factor A alone ,

from the following hypotheses:

H0: row sums are equa l , i . e., P1 
= 23. =

versus

K1 : row sums are unequal , i. e., ~1~
: P2~ ~ P3~ ~

where P1 is the probability of an error in the 1 th row; and using the test
Statistic: -

a (n 1 — n/a)2
= 

1=1 n/a ~

the calculated value was found to be <
2 = 10.43. In this case , the critical

points at various levels of significance , c~, with a-i = 3 degrees of freedom
are :

10
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= .05~ X~3~ 
7.81

= .025, = 9.35
.01 , 

~(3) 
= 11.3

This indicates quite strongly that there is a difference in the levels of
factor A with respect to the number of errors . This further indicates that
there exists a l evel , or group of l evels, that results in a minimum number
of commi tted errors . Through a similar process , the row totals were compared ,
one at a time , to all the others to determine at which level the most signif-
icant difference occurred . The test and the test statistic were similar to
the above wi th a~2 being the number tested in this case. When comparing the
smallest row total to the largest, the calculated x

2 = 10.08 with a— i degree
of freedom. A strong, significant difference was observed in this case .
When considering the smallest row total and the second largest , ~ = 5.22
with 1 degree of freedom , which indicated a significant difference at the

.025 level . Finally, when considering the smallest row total and the
second smallest, x~ 2.83 wit~ I degree of freedom, which strongly indicated
no significant difference in the number of errors committed . Thus, one can
conclude that at 3 foot-candles and 6 foot-candles of illumi nation , the
number of transcribed errors are minimum .

Now , considering factor 3 alone , the following hypotheses were formu—
lated :

H0: column sums are equal , i. e., P 1 = = P~3 
=

versus

H1 : column sums are not equal , i. e., ~ ~ P~3 ~

where is the probabili ty of an error in the ~th column . Using the test
statistic:

n ,
b~~~.j  E~= 

j=l ~ 
“ < (b— I)

b

yielded a calculated value of x2 13.99 with (b-l) = 3 degrees of freedom,
which strongly indicated a significant difference in the l evels of factor B

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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at the -
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= .05 level with resoect to the number of errors . Again , this
ind cates that there is a level , or ~rouD of le’i&s. at .~n ic c toe oumber o f

committed errors is minimum . It was further observed tha t onl y :~e level
wi th the least number of errors compared to that with the most errors snowed
an i signific ant diFf erence , or acceptance of H3. Therefore , the conc iu s~cn
for the standard teletypewriter terminal is that the factors of ambient light

and acoustic noise are dependent , and that the m inimum number of commi tted
errors occur when the amb i ent li ght is at or above 6 foot-candles, and, concu r-
rentl y, when the noise level is at or be l ow 80 d8a .

1.3.2 Continaency Table Analysis, 411 Subjects, ~or The Optical Display
Terminal

For the ootical display terminal , the procedure described in section
1 .3.1 was again dup licated with the hypotheses formulated as:

H3 : factor A is indepen oent of factor 3

‘iersu s

H1 : factor A is oeoendent on ~actor 3.

The calculated test ~tat~stic ~~r z~~s cate was ?.
‘ 

~~~ o r
f reedom , which strongly indicated the independ ence of the two ~acoors
(acceptance of the null hyootheis at the i = .05 leve fl . ~ontinu~ng on, or

factor A alone , i .e., the significance of the levels of ~ on opera tor
oer~ormance , the appropriate hyootheses are :

H3: row sums are equal; 
~~ 

= 0
2 

= 3. =

versus

H,: row sums are une oua l ; P1 P2 ~ P~ X

The calculated test statistic was ~ 3. 1 7 with 3 degrees of —eedom , w h i c h

ind~cated no significant difference in the 1 evels of fac tor A at ~ =

~~~ shows that varying the level ; of factor A (ambient light ) does not
o~orficant l y a~~~ct the number of committed errors.

12
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For factor B alone , the following hypotheses were tested :
H0: Column sums are equal , i. e., = 

~.2 
= 

~.3 
=

versus
H1 : Comumn sums are unequal , i.e., P 1 ~ P~2 ~ ~

The calculated value of the test statistic obtained was x2 14.29 with
3 degrees of freedom. This , of cou rse, indicated a strong difference in the
levels of factor B at x = .05 with respect to the number of commi tted errors ,

and further indicated a l evel , or group of l eve l s , at which a minimum (or
maximum) number of errors occurred .

To detect which of the levels is most significant , the followi ng tests
were made :

H0: Least column sum equal to the largest column sum , 
~.1 =

versus
H1 : Least column sum unequal to the largest column sum , ~

In this case, the calculated test statistic x
2 = 10.24 with 1 degree of

freedom indicated a significant difference between these sound levels , i. e.,
55 dBa and 95 dBa for c~ = .05. Repeating this procedure again for:

H0: Least column sum equal to second largest column sum , P 1 =

versus
H1 : Least column sum unequal to second largest column sum , P 1 *

The test statistic , -<~ 
= 1.41 with 1 degree of freedom , indicated no signif-

icant difference in the number of committed errors at the ci = .05 level
This, of course , implies no difference in the effects of these levels , i.e.,
55 dBa , 70 dBa , and 80 dBa . The conclusion of this series of tests was that
the factors were i ndependent , with the minimum number of errors occurring
when the level of acoustic noise was ~t or below 80 dBa . The level of light
did not , however, affect the number of errors produced . This was apparently
due to the fact that the huma n eye is highl y adaptable to deteriorating
light conditions , at least to the 3 foot-candle l evel.

1 .3.3 Contingency Table Ana1~isis With 5th Replication Deleted For The
Teletypewriter Termina l

What remained , then , was to show the effect of the tra i nee (fifth
replication) on the results. Thus , the above series of tests were again
duplicated , with the fifth replication deleted , as follows :

13
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—h : ~~ c t°r 0 i ndependent of factor B

;e r-s ~s

H, : f3ctor A not i ndependent of factor 3,

‘or .~h i co toe test stat~stic ~ = 5. 42 w i t h  9 -degrees of freedom i ndicated
acceotance o~ H3 at the i = .35 level ; that is , the two factors are independ-

ent. Testing again with respect to the levels of amb i ent l i g h t :

H0: there is no difference in row totals, 0, = 2- = 0

)

-ie rsus

H 1 : there is a difference between row totals , P, P2~ 23. ~

toe test stat ’stic -
~~~ 

= . -
~ wot h 2 degrees of freedom ind~cated a ~e~ection

of H. at a level of sian ificance. a = .35. Thus . there is a ~-anoe of levels
at woic h the number of errors ~s m inimum. For the soecf~c levels of A;

H3. there is no difference between the sma llest and largest row
totals , P P4~

vers;;s

H,: there is a difference between the smallest and larcest row
totals , 2.

The test statistic ~< = 6.49 with I degree o~ freedom indicated a sign-Picant

difference at a = .05.

Compar ing the smallest and second largest row totals , P
1 

and 23 .
= 1.382 with I degree of freedom , indicated no difference at a = .05,

i .e., P1~ 
= P~ • . Thus . the range of levels at which the commi tted errors are

minimum 4 s 6- 24 foot~candies.
Ta inveot i :ate the error behavior wi th respect to acoust ic nolse , we

nave:

14
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3
: there is no difference between column totals , ~

‘ = 

~
.2P.3 =

versus

H1 : there is a difference between column totals , P 1 ~P.3 ~ P~4

In this case, the test statistic , x~ 
= 31.29 wi th 3 degrees of freedom ,

indicates that there is a significant difference at ci = .05 between the
levels of factor B (column sums) with respect to the number of committed
errors . This again affirms that there exists a range of levels at which the
number of errors is minimal. Testing for these specific levels , we again
compare the smallest column total , P 1 , to the largest , P 4. Here , x2 =

23.35 with 1 degree of freedom, indicates there is a significant difference
at a = .35. Testing again for the smallest column total and the second
largest , P 3, ~ = 20.15 with 1 degree of freedom. This indicates , as before ,
that P 1 ~ P 3 at ci 

= .05. Finall y, testing for the difference between the
smallest column total , P 1. and the second smallest , P .2, ~ = 3.34 with 1
degree of freedom . Here , H0 is accepted at the a .05 level . Thus , there
is no significant difference between them ; that is P~1 P 2. This means
that the range of level B at which the number of errors is minimum occurs
between 55 dBa and 70 dBa .

1.3.4 Contingency Table Ana l ysis With 5th Replication Deleted For The

Ootical Display Termi nal

A similar procedura l approach was implemented to study the optical
display terminal. One begins by testing the hypothesis:

factor A is independent of factor B

versus

H1 : factor A is dependent on factor B

the test statistic x 2 = 14 .84, with 9 degrees of freedom, indicates that
factor A is i ndependent of factor B (accept H3) at ci = .05. Next ,
considering the levels of factor A alone , we test:

15 
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H .~: there ~s ~o d ference ir m .d tota ls .

versus

H,: there is a difference in ~ow tota l s.

The calculated test statistic y~ = 2.96 with 3 degrees of freedom , indicates

no significant difference in the levels of factor A at the a = .05 level .
Th i s means tha t varying the level of ambient li ght did not cause the number
of committed errors to vary significantly as one would expect. The test to
define the range of factor A levels is, therefore , not necessary since the
previous test indicated acceptance of the null hypothesis.

Mow, testing the hypotheses with respect to the level s of factor B alone ,

we nave:

H3: there is no difference between column totals

versus

H,: there i s a dif ference between col umn to ta ls

In this case, (2 = l2.78 with 3 degrees o~ freedom indicates a differ-

ence between the leve ls  wi th respect to the number øf transcribed errors at
tle a .35 level . Th~ s ,  of cours e , indica tes that tnere is a ~evei , or

~rouo ~f levels , at w nich the number of er ro rs is m inimal. To ~ef~ne onese

leve ls  (or range), the fol lowing hypotheses were tested :

H~ : there i s no difference between the smallest and largest column
~ totals , P .1

versus

H1 : there is a difference between the smallest and largest column
tota ls , P~1 ~

Here , -( = 13.25 with 1 degree of freedom indicates there is a signif i-
cant difference at ~ = .05 . The comparison of the smal lest  and second
lar gest column totals , P 1 and ? 3. where ~ = 2 .62 with 1 degree of ~“eedom ,

indicates acceptance of H0 at the ~ = .05 le vel. This further defi nes the
range of levels at which the minimum number of errors are committed , namely,
55 -iBa to 30 dBa .

16
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Thus , from this series of tests we conclude that the factors of ambient
light and acoustic noise are independent , with the minimum number of errors
occurring when the sound level is below 80 dBa . The level of light , however ,
does not significantly affect operator performance. The human eye is highly
adaptable to deteriorating light conditions , at least to the 3 foot-candle
l evel .

The conclusion evident from sections 1.3 .3 and 1.3.4 , in comparing the
results with those of sections 1.3.1 and 1.3.2 is that , due to the discrep-
ancies in the results , the trainee (operator with only three months
experience) should not be considered in the analysis of the performance of~
experienced operators . Therefore, the conclusions of sections 1 .3.3 and
1.3.4 should be considered the most valid.

1 .4 ANALVS IS OF VARIANCE

In view of the fact that the data was limi ted in the number of observa-
tions, the contingency table analysis was implemented to answer the relevant
questions without having to place a probability structure on the observed
information. Secondly, although the assumptions of normality cannot be
justified with the limit ed amount of information available , an anal ysis of
variance , r 9], ElO], was performed on the man/machine interface data so as
to obtain comparable results on the questions posed in section 1.1.

1.4.1 Two-Factor Analysis of Variance

Considering the teletypewriter termina l fi rst , the initial mode l :

Y~~~~+ a. + 6 . + y .. + E ..
i j ij i jk

was taken , where :

Y = the dependent var i~ ble which represents the number
of transcribed errors ,

u = the overall mean effect,
ci . the effect of the levels of factor A (ambi ent light)1 for the jth level ,
8 . the effect of the level s of factor B (acoustic noise)
~ for the ~th level ,

17
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~~~~~ -~~~~~~: o the e”~~ t ion ‘ ~ r”~ ~~,

= one ex~er e’~tal -~-~-~r~ on c: -
~~~~~ o~e —~ oo ’- : cc .-~“i:~the observec data anc the genera l model o~sagree ~ork rep lic at’o ns.

~~~~~

- oti s o~ -~lat~or , and ~rnm ote tO~~t ,oewr~~9r t.~ ~~l~~ a:a , toe

~o~~ow im c ~NOV ~ ta ole was obta’ned :

df. Sum of Square , S.S. M .S. - Mean Souare =

factor A a-l = 3 55.9375 18.6453

~actom B o— i = 3 75.0375 25.01 25
interaction (a-I) (b—l ) = 9 107 .5125 11.9458

er~~or 
- 
ao (~~- 1 ’ = 12 12 20.5

Tota l - ab K— i = : l 55Q .~ 875

~irst . testinc ~or the s~on’~~canc e tf one i nterac :~on ~B. the foilowin o

hycotheses were formulated:

- = 2 acainst ~~ - : V f • ~~~ =
-‘ -2 -

~~~~~ ~co r~~
- ’ - a ~~a st ~~o~~ct~ c re -o s:

.5327 and F (a~ = F ~
‘ .35; = 2 .3g .

(a- i )~ b-l), ab (k-l) 9 ,6~

Thus , the null hypothesis that the inter action of A and B 4 s not signif-

~cant at ci= .05 is acceoted . This shows that the model is addit ive as

-occosed to the DoSS ib~i ity of be inc multi p licative . One san. tnerefore ,

Comb ine the - - . .,  an d . Th i s results in a model of the form :

‘I = - - ,
~ • ~S. 

-

~ 1 ~j

where c ’~~~ 
= c.. ~,. The new sum scuared error term for oni s model 4 s:

= :3: = lcl~~.2l25

-,~-oo 
‘a- ~~~~~~~~~~ — ab (-< - i) = 72 -ecrees c~ 

£,
~eedorn .
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Now, testing for the si gnificance of the levels of factor B, namely

H0 : t3~ = 0 versus H1 : .3~ * 0,

we have = 1 .235 and F (ci) 2 2.74. Thus, we accept the null hypothsis
3,73

at the cx = .05 level of significance. This result shows that varying the

levels of factor B will not significantly affect the number of commi tted
errors. Now , since is not significant , one may combine the t3~ and
This results in a new model :

V = u + CL . +

where

LY . = £ . .  + 3. = 5. + y . .  + ~~~ . .
ij k  13 k  j  j  13 ij k

and the S S E 1 ’  SSB + SSAB + SSE = 1494.55 with (a-l)(b-l) + b-i + ab(k-l)
= 76 degrees of freedom.

Testing for the significanc ! of the levels of factor A; that is

H0
: ci. = 0 versus H1 : ci~~ 

: 3,

we have ~~~~ = .948 and F (ci) 2 .74 , which implies that H3 must be3,76
accepted at the ci .05 level of significance. This shows that varying the

levels of factor A will not significantly affect the number of errors
produced . The apparent conclusion of these tests is that the model which
characterizes the differences in the number of errors in each cell is:

= 

~ ~~i j k

where -

c ’~~ ~ + 5  + y +~~~~ij k i j ii ijk~

Repeating the above procedure for the ort ica dis~~ay terminal with the
same initial model , hypotheses , and parameters as previously defi ned , the
initial ANOVA table IS :
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Decrees of - Sums of Mean Sauares .
- eec~ ’ .__i.__. -ou~r~t .  

__________

A 3

~~c:or 3 22. -~375 2~ ~~

~‘o-or~c: :‘~ ~5 
- 

-

- 

7~ 
V i2E2~ 1 875

0esm~nq i-or the significance of the interaction , we iave:

H : -
- - = 3 versus ~ : -

- - - = 2-
-J 1

The ca c ated b est ~~atist c in ~~~~~~~~ :a~e is 
~~~~~~~~~ 

= 
~~5 ra

= 2.~ d . Thus, we acceot H~ at the a = .25 level o’ sion ~~ica nce. ~‘is

acai r~ ~nd cates that the mcde i is acd~ tive . ana the interactio n term , ‘
~~~

,

can be combined with ~‘low . the rev~sed model is wr i tten as:

-J = - - - -
V-i  

~j  ~ 4 j k-

k = — arc ~~e °SJ t or = - -n -: aeqrees

le~:. we cons~cer t ie s~c n’ f ~cance c~ acous tic no’- se ; that is ,

H3: 3. = 0 versus ~,: ~~~. 
= 3

~ BThe :ac ~ iated test stat-tt : -s ~~~~~~~~ = 1.51 6 and F ( - i) 2.7~ . ~~eref-c~e.

we acceot H at = .35. —

~~~~ ‘~‘-~~- :at ion is t hat var-m g the levels ~
~a:tor 3 will cot sigr~~ i ;aro J ~f~~ct the numoe r ~ er-~-or~~. Thus, :cno -~~ -’o

cr 1 ~~
‘
4 ik y ields toe revised nc-de l :

I — - ~ ;- ‘
~~ --- —

~
- 

:. ~~c the 352 1200 .55 ~ioc 7~ degrees of-
— ‘S 

~)
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Finally, we test the levels of factor A , the cx1 ; that is ,

H0: ci~~ 
= 0 versus H1 : ci~~ ~ ü

one obtains the test statistic: 0.3997 and F (ci) 2.74. Thus, we
3,76

accept H0 at the ci .05 level of significance. Here again , as wi th the tele-
typewri ter , it is indicated that varying the levels of factor A will not

~ignificant 1y affect the number of errors. The conclusion reached from these
tests is that the model which describes the difference in the sums of errors
in each cell for both the optical display termina l and the teletypewriter
termina l is:

Y = +

T h i s  means that there is no apparent effect on operator performance for either
termina l as the l evels of ambient light and acoustic noise are varied within
the chosen ranges. It should be noted that the criteria for analysis of
variance (that the observations in each cell are normall y distributed and
that the variances in each cell are homogeneous), were not substantiated .
Therefore , the results of sections 1.3.3 and 1 .3. R shoul d prevail.

In view of these results , the next step in the everall analysis was to
i dentify and to sort out any additional factors that may have affected the
experimental error . The followi ng sub-section addresses the incorporation of
the most logical third effect, namely, performance differences between
operators .

1.4.2 Three—Factor Analysis of Variance

Since there was an appreciable difference in the number of committed
errors among the subjects tested , an additional variable was defined , name l y,
operator difference . Thus , for this analysis a three-factor analysis of vari-
ance , £11]? was performed wi th factors A , B , and C , representing light , Sound ,
and operator difference , respectively. The respective l evels of each main
factor a = 4 (the levels of ambient light), b = 4 (the level s of acoustic
no i se),  and c 5 (the number of o perators , excluding the tra i nee).
* Chapter 12
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, 3 = 1 , 2 , . . . 5 ; k = 1 , 2 , and l = l , 2, ...n, where

i~~L-1 ~s the dependent variable representing the number of errors , -
~~ is the

over all mean effect, cii , 3~ and 
~ 

are the main effects; (ciS)1~~
, (aY)1k~ 

anc

~~~~ 
are the two—factor interaction effects that have the same interpreta-

tion as in a two-factor experiment. The term (ci 
~~~~~ 

is cal led the three-

~actor interaction effect, namely, a term that represents a nonadditiv ity of

the ~~~~~ over the diff erent levels of the factor C. The sum of a l l  main
J

ef~ects is zero and the sum over any subscript of the two- and three-factor

~nterac tion effects is zero . In many situations , these higher -order inter-

action s -are ins i gnif icant and their mean squares refl ect onl y random
-ian’ at ion.

The reneral philoso ohyof the analysis is the same as that for a one— or

t~vo-.factor experiment. The sum of squares is partitioned into ei ght terms ,

eac° ‘-ecresentiri g a source of vari ation from which one obta i ns independent

estima tes of the common variance , o~, when all the ma in effects and inter-

‘-:t -~n o~~-scoo ar~ :ern. If the ef~ects of any riven ~actor or interaction

a’- ’~ -~ot a~ i cern , then the mean sauare wi l l esttmate toe error var i ance p lus
a -comoonen t ~ue to the effect in cuestion .

The com putational procedure for obtaining the sums of squares in a

three -factor analysis of variance requires the fol lowing notation:

- = sum of a- l i abcn observations

sum of the observat ions ~or the i level of factor A

= sum of the observations for the j
~~ 

level of factor B

T sum of the observations for the ~~~~ le vel of factor C
= sum of the observations for the level of A and the level of B

sum of the observations ~or the I
L level of A and the k t level of C

~k. 
sum -n f the observations ~or the j

~ l evel of 3 and th 1 1  of C

s-im ~ the observations for the (ijk)th treatment combination.

L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~I±. - .
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This notation is used in constructing the following two-way tables of
totals and subtotals:

I B

A 1 2 ... b Tota l

1 T1lk~ 
Tl2k. ... Tlbk Tl k

2 T21k~ 
T22k T2bk~ 

T2 k ~

k = l , 2 . . . , c

a Tal k Ta2k ~~
. . ~~~ Ta.k.

Total T
~lk~ 

1 2k .. .  T bk T

B

A 1 2 ... 5 Total

Il l  112 T~~ T1

2 121 .. 122 T2b~ 
. T2

a l
~~ 

Ta2 ~~~~~ 

Tab S. Ta •• .

Tota l 1 1 1 2 T.b .
~ 

I
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2 - . . c To tal

1 T 1 1 .  T1 2  ... Tl

2 T2 ,  T2 2  ... T2~~ 
T2

a ‘
~ T Ta~c~ a~

To tal I 
~~~~~ 

1 2 T . .~~ T

C

3 2 . . . c Total

1 T~~ T 12 • . .  T •~~~ T 1

2 T 21 T22 . . .  T~~ 
: 

T
2

b T bl T b2 bc T
b

Tota l T 
~~ 

1 2 ... T~~~ T

The sum of squares are computed by using the following computational
formulas. Eli] :

SST = 

i= l j~1 k~1 1=1 ~ijkl - abcn

a
— 2

5-.

- 
i=l IL..SSA — 

bcn 
- abcn
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b
I . . ..

SSB = 3
~~ 

-
acn abcn

C
-

~~k=l “ .

SSC - 

abn 
- abcn

a b a b
2 2 12 . ~ E 12 . 

2

SS~AB ’
~ = 

i=l j=l ‘~ 
- 

i= l 1 
- 

j=l ~
‘ / cn bcn acn abcn

a c a c
2 2 Ti- k S ~ ~~~~ . ~ T k 1

2

— 
j l  k 1  i 1  k=l 

_____

~~~~~~ 
- bn 

- bcn 
- abn abcn

b c b c
,- ~r2 r r2 ~

-

L.. ~ ~~~~~ . ..L.. T2
._ i  

~~~~~~ 
.3,’. ~=1 ~=l “ . .

SS(BC) = ~~~~~ ‘ ~~~ - - +

an acn abn abcn

a b C a b a c
2 2 2 IL . IL 2 2

SS’ABC ’ — 
i=l j=l k=l ijk 

- 
i 1  j 1  ~ 

- 
i= l k=l i’k-

‘ / n cn bn

S c  a S c
2 2 T

~ .k 2 T~~~ 2 I~- . 
. T

~~k
- 

j=l k=1 ‘~ 
+ 

i= l 1 
÷ 

j=1 ~ 
+ 

k l  
—

an bcn acri abn

.r2

abcn

and the SSE, as usua l , is obtained by subtraction. The computations in an
analysis—o f—variance problem for a three—factor experiment wi th n replica-

tions are süimiarized in the followi ng table , El i 1:
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~~~~BLE 1 .?

THREE-~ AY ~NOV~

Source of Sum of Degrees II ~1ean 
‘ Computed

Variation Souares - Freedom Square ’ -

Main Effects
I 

I -

A SSA a—I ~ 2 - =

I S 2

V B SSB b-l ~ 2 =
- I 2 I 2 25

C SSC -c-i s2 
~~~ V 

= —+
Two-~~ctor - 

-

interactions - : 
-

5-
AS - SS(AB) (a— l)( b— 1 ) s2 :‘ =

V. -.

- I S
A C - S(i~C) (a— l ) (c—l ) s~ =

- :

;- - S 2

BC - 55(30) (b— l)(c- l) s2 =
- 

~ 5 2

Three— factor
Interactions

- - -ABC - SS(ABC ) ~a-l)(b-l ) (c-1) - -

~~~~~~~~ 

-

Error SSE I abc(n-l) s 2

Total 551 abcn-l

For a three—fact r ana l ysis with a single replicate , one sets n=1 and

uses the ABC interaction for the error sum of squares. In this case , one
assumes that the ABC interaction is zero and that SS (ABC) represents varia-

tion due only to experimental error and is , therefore , the estimate of the

e r— o r  var iance.
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Using this methodology , the following ANOVA table was obta i ned for the
teletypewriter terminal data :

Source of Sum of Degrees of Mean Computed
Variation Squares Freedom Square 

_________

A 55.938 3 18.646 1.91 2

B 75.037 3 25.012 2.564

C 813.674 4 203.418 20.854

AB 107.512 9 11.946 1.225
I 

AC 125.020 12 10.418 1.068

BC 22.126 12 1.844 0.189

ABC (error) 351.161 36 9.754

The associated critical values of the F distribution for the ci = .05

level of significance are :

F (ci) = 2.88
3,36

F (ci ) 2.65
4,36

F (ci) = 2.16

F (ci) = 2.04-. 12 ,36

-~~~ - In this case , n l  replica tion per cell , the trainee was deleted , and
the error term, as previously mentioned , is the mean square of the ABC inter- 

-

action term. One can conclude from the compu ted f statistics that the
operator differences are indeed significant , and that light , sound , and the
second order interactions are insignificant.

This shows tha t the model is additive with respect to factors A , B, C ,
and the interactions , as opposed to the po ssibility of being multiplicative.
Since we are primarily interested in the main factors A , B , an d C , one can
comb i ne the ~~~~~ (aY )th, ~~

‘
~jk’ 

and (a
~
!)
~Jk. 

This results in a model
of the form :
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~1

Y = u + ci.~ 
+ + ‘

~
‘k 

+ 

~~ijk

where

~~i j k  
= (ci8)

~~
, + (ciy )jk + + (-ci

~~
) i,k

The new ANOVA table and new sum squared error term are shown below :

Sum of Degrees of Mean Computed
Source of Var iation Squares Freedom Square 

_________

A 75.037 3 25.012 2.849

3 55 .938 3 18.646 2 . 124

C 813.674 4 203 .318 23.168

(.AB BC AC ABC ) 605. 8 1 9 59 3 . 7 3 0

The associated critical ialues of tne distr ’but ion ~or the = .05
level of si gnif icance are :

~ (ci) = 2.76 and ~ (ci) = 2 . 52
3 ,69 3~ S9

Thus, one can conclu de that vary ing the ieve 1 s ~f ambient ligh t

(~ ac tor ~) ,  does not s~gnif~cant 1 1 af~ect the number O~~ errors ccmn-ntted ,

while varying the levels of acoustic noise does have a si gn i fic ant effect on

operator performance. Therefore , sor ti ng out the opera tor differences
(which were significant as expected ) achieved a decision comparabl e to the
cont i ngenc y table  anal ysis of section 1 .3. Now , for the second case ,

considering the optical display unit data , the following ANOVA table appli es
(with the F distribution critical points the same as for the teletypewri ter
data):
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Source of 
V 

Sum of ~egrees of Mean Computed
Variation Squares Freedom Squares 

_________

A 19.637 3 6.546 0.531

B 88.438 3 29.479 2.392

C 487 .998 4 121 .999 9.899

AB 58.110 9 6.457 0.524

AC 49.799 12 1.150 0.337 H

BC 116.497 12 9.708 0.788

ABC(error) 443.679 36 12.324

The conclus ions drawn from this information are similar to those of the first

case . ~ith the interaction effects not significant and thereby additive,

the following model was formulated : y = -j + 
~

. + ~ . + 
~k 

+ 

~~i~ k’ for n - 1

observations per cel l , where 
~~

‘ = 

~~~~ 
4 (ci’~’Y~ 

+ ( V 3’d j k  ~
- 

(ci~~~~~)~~ 1k

as in the first case. The fol lowing A NOVA table was constructed for the new
model:

Source of Sum of Degrees of Mean Comouted
Variation Squares ‘-eedom Squares 

________

A 19.637 3 6.546 0.676

B 88.438 3 29.479 3.045

C 487.998 4 121 .999 12.500

Error
(AB+AC+BC+ABC) 668.080 69 9.682

~or the ci = .05 level of significance, both operator differences and acoustic
noise  had a significant effect on operator performance. Therefore , sorting

ou t the operator differences as a third variable (which was again significant

as expected) achieved decisions comparable to the contingency table analysis ,

namely, that acoustic noise significantly affects the number of errors
coninitted , wh ile ambient light (within the 3 to 24 foot-candle range ) does

not . In view of the results obta i ned through this section , the next step in
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oh-~ anal ys is  r s to devei oo a scheme to predict or to precisel y characterize
ocer000r oer rrm~nce ~ un cO ~-r lir r , o and noise. ~ th~s end, ~~
~— 11 ~~~~ sec oi-~n .~i il address ~ non -linear regression technique spec ifica lij

oedreo to oh~~ tyoe of oroblem .

.5 A NCN -L :NEA R REGRE SSION MODEL ~0R MAN—MACHINE INTERFACE

:~ to~ s sect i on , an acceotable model [12], [13], to predict ooerator

perfor~iance is presented with the appropriate technique to determi ne the

~nv~ -anmental combination of ambient light and acoustic noise that generally

:au:es a m inimum number o~ comm i tted errors . Various linear , rn ul ti ol e
- 1nea r , and non -linear models were tested for both the optical display term-

inal and the teletypewriter termina~ . What follows is considered to be the

test model f~r both experiments . The criterion used for choosing the best

~~~~ ‘~,as the mi n imum SSE (sum of squares error) where

= 

i~~~i 

(1/  
— 

- ,, ) 2

and = observe d er rors

oredi cted errors

1 .5 .1 ~ion-Linear Model ing :

The ~eneral model toat best describes the observed data is o’ the form :

(= 3 ,~~ 21 X1 ~~~~~~~~~~~~~ ~~~~~~~~~~~ -~~3 - X~- I -~ I 4 D r .

66X 1 X2 87X 1 X2 
+ 

~8~l~2 
39X 1 ~~~~

(1 .2)
-~ n e ~

= average number of errors (operator performance) per

= amb i ent l i gh t level ,

— a c 0 u~~~~~ c nc~~e ieve 1

= model coef~’:’ents. 1 = 0, 1 , . . .  10 ,

31)
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= experimental error , j = 1 , . . .  , ii (the extent to which
the observed data and the model disagree , where ~~ s
are independent and c N(O, c~

2I)), and
n = 16.

The estimated values of the coefficients , error variance , correlation ,
and appropriate F statistic for both terminals are sunii~arized in table 1.3.

TABLE 1.3 ESTIMATED PARAMETERS FOR NON-LINEAR MODELS

-~Parameter Optical Display Teletypewriterf
Terminal Termina l

34.7500 -7.793

.5092 -6.365 -I -
-1.0840 1.018 -

- .0399 .1588

34 .0359 .1668

35 .0137 - .32055 -

35 .0002373 - .0007769

37 .001990 - .4J04906 -

88 
- .000011 .00002257 

-

-

~~~~~~ 

- 

.003293 .001425

~lO 
.000053 .0001 1 33

SSE 5.136 3.389

S~ 1.027 .6779

F(MODEL) 2.735 6.536

.8455 .9289

R~; .9195 .9638
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In ~he case of the optical disp lay terminal , the F statistic indicates

~ t os s  i b ie  ove r und~rce -~~r a c - ~c. :-~ or~ toe

t~’~ ;m all SSE , la m e ~ - and relao’ - iel j sma l l stat-st~c , inui-- yy
ca:e an c-jcertable model

~~~ -~e te r m o ‘p”~~ct ta te  Y-e ?OS E O~ ~~ t’j  o reduc ing th~ aoc- .-e tc r~e

:ons~s:ent -~:o~ the pr inc i D ie of pars i mony. Tbdt is , ~e el iminat e the iar’-

ab ies in the model that do not signi ficantl y contribute to the dependent

-~arta ble. The orocedure used to Form the reduced models was the forward

selection procedure , ’ [9 ]~ which begins with the variable , X 1 , that has the

ci-ihes : correlation ox~~. lle~<t , the oartial correlation coef~icients of the

- ema i nin c x and i , c (x ./ x .). ~ i , -are calculated. The x. with the

:reatest c~ x.y !x~) is selected to enter the regression eauation. This

process :s continu ed , and as each ,Ian ,a ble is entered into the equat ion . the
m ltiol e :orr~iation coe ffic ient R~~ and the partial F test value or the
— ost ~ec~”~ e”t~’y a~e examined . :~ t~te fi rst case, one checks to assure a

-~~~ t :-i e l-r - :n~ f ’ c a nt  coance ~n R~~ . an d , second ly , -,inether or ~rt the- /1 
-

-r t ertec i~ -- aol e oas taken up a ;i :nificant amount of I ,ar .at ofl over toe
crevious -,a’-’a oies in the regression mode l . -4hen the part ial ~ tes t becomes
in sior.~~~can~ (the 5E ~s su~~~cien ti / reduced ) ~nd ~~ ‘s oct ver- -’ o’~~~ e re rc

V /1/ -

~-om toe I mo de l .  toe orocess i t  term inated. The ,‘c,i,-~~~~~~ “oce~ -

rs ~~ —r car 4 )~~ ab~es o ~~~~~~ ~~~~~~

- s’on:~ ’:ant var iable s cc acctmrrolate any error due to toe es:~ma tar.

3asec on the general model oreviousi -J stated (see equation 1 .2) ,

aoorooriate reduced models tnat cnaracterize ooerator performance ~or tcto

terminals are as fo l l o w s :

1) for the ootical d i sp lay term inal:

y = I I J ~~~~~~ . V I  ~ - I 3

~~ere: 5 ’ =

3’ = -:- .1239 .

3’ = 2. TC023 ,

V I  
=

S
) -VI 

_ V- -- — — — -
~~~~~~~~ ----- —-- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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~~ -- ----

~~~~
-
~~~~~ ~~~~~~
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3’ = 0.000008367,

with SSE = 8.678,

S2 = 0 .7389 ,

F ( M ODEL) = 7.783,

= 0.7389,yy
R = 0.8596yy

ii) for the teletypewriter term inal:

Y = 3 ’ 
~
- 3’ X + 8’ X X + 3’ X 2 X + 3 X 3 

+ 3’ X 3 -
~

2 1 1  2 2 3 2  4 1  5 2

- where:- 3’ = 3.211 ,

= -1 .365,

3’ = 0.03532,

3’ = -0.001288,

= 0.002123 ,

3’ = -0.000004273,

- - with SSE = 7.63,

S~ = 0.763

- 
F (M QDEL ) 10.5

R2
~ 0.34

- - - 
yy

R~ = 0.9165

The reduced models now provide the capability to predict the number of
transcribed errors , given the desired combination of ambient li ght and
acoustic noise. Further , they also permi t a reasonable extrapolation outs i~e
the tested environmenta l limits to simulate additional data .
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The can now attempt to find the light -soun a combinat ion that causes the
least numper -~~~ errors 0-c oe :omm itted. One method of accomoli s~iing this
ta sK IS  t~’e standaro methoa ~ — iif fer ent ial ca l culus. This entails taking
the cer ’vatt ’es o~ the pred~ctio n equation with respect to X 1 an d X 2,
resoect’vei y, se ttin g them eou a l to zero , and solving the resultant system

eouattons simu lt aneou sl j for X 1 and with the proper constraints. The
method used instead is to simply evalua te the predicted value of Y for
ordered oairs , (x, , X

2), 
where X 1 assumes all integer values from 1 to 26,

3~iC 
~
, assumes even integer values from 50 to 100 . These ranges of X1 and

-
~~ -.~ere chosen based upon the levels of X~ and used in the experiment.

The o reaicted Y values , i .e., the oredicted number of errors , were
ca l cu lated ~ or the environemtnal combinat ions described in section 1 .2 for

c~ sc 1 a’ -cata (using the reduced model ) to ootain the matrix of

zat le l. t . !;;ual examina tion of this matr’x snows that the minimum numoer

a .  ~~~ will occur at a li ght level pf 24 foct-candles and a

:crcur~-erc -co’;e level of 54 dBa , or , i~ we are willing to extrapolate
;Ii:o tl - .’ c utci - c e tne region from woi co data nas oeen obta i ned , the absolute

minimum , 3.3, occurs at 26 foot-candles and 50 dBa . Thus, one can conclu de

~ at the minimum number of errors committed on the optical terminal (in the

~ecion for whi ch data was taken ) occurs at the minimum sound and maximum

l i g ht :ombination , that is , 2~ foot-candies/55 dBa .

A similar matrix of predicted errors was computed for the reduced tele-
typ ewr i ter model , and is shown in table 1 .5. in this case , visual exam ination

shows that the minimum number of predicted errors occurs at a light level of

about 16-17 foot-candles and at a concurrent sound level of about 55 dBa. In

both cases (optical display and teletypewriter) the results of the minima

were exDected . It is to be noted , however , that in a tactical situation , the

env i ronmenta l factors of ambient light and acoust ic noise are far from

:ot i- iai.  The true w o rth pf the matrices (predictions) is to show for a wide

/ ar ietj  of toe en vi ronmen ta l ~actcrs. and X2, wha t one ca r expect . that is,

bow well exoerienced communicators will perform .
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1.6 SUMMARY OF RESULTS, CONCLUSIONS , AND RECOMMENDATIONS

The table on the following page has been formulated to suninarize the
analysis of the preceding sections. The indica tions from the tests of
i ndependence are clear , that the effect of the trainee did in fact bias the
initial results . The decision , therefore , to delete the trai nee ’ s results
from the analysis was indeed valid. One can note from the results , that the
non-parametric decision-analysis was consistent with the parametric approach
and is considered extremely necessary to verify analy sis when the data base
is not large enough to support the basic assumptions of normality .

From the data base , using the two-factor analysis of variance , no statis-
tical significance can be attributed to the effects of ambient light and
acoustic noise on oDerator performance. However , considering a third varia-
ble , the difference between operators (performance-wise), and incorporating
a three-way classification analysis -of-variance , one can conclude that oper-
ator performance deteriorates sigri~ficantly as sound is increased to annoying
levels above 80 dBa , while the effect of ambient light had little effect on
the number of errors comi tted. This indicates the adaotab ility of the
operators to ohc-oic noise.

It is clear also, that the operators ’ performance was somewhat more
cr itical wi th the optical display unit. The results show clearl y that ooer-

ator performance deteriorates considerably as arnbiem t light decreases to
levels at or be l ow 3 foot-candles of illumination and as acoustic noise
increases to levels at or above 80 dBa . Contrary to what one might expect
for the teletypewriter terminal , however , the level of ambi ent li ght is not
significant at all and noise levels above -30 dBa are critical.

Optima l and acceptable environmenta l conditions for both terminals can
be adjudged from tables 1 .4 and 1 .5. They show the number of errors one can
expect for a full range of light and sound conditions for each terminal. The
tables are the result of direct computations utilizing the reduced non-
linear models (see section 1.5.1 and 1 .5.2) which best describe the data .

The experiment , inferences , and conclusions outlined in the preceding
sections could be strengthened to give more accurate results by incorporating
the following improvements : first , there were the environmenta l factors
which were limited to ambient light and acoustic noise , which may not (in the
ranges speci fied ) be the most important factors influencing operator perform-
ance. Certainly, operator performance is a function of other stress
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TABLE 1.6 SUMMARY OF ANALYSIS

TYPE OF ANALYSIS AND DECISION AT THE ~
= as LEVEL

NULL HYPOTHESIS All Subjects Trainee Deleted

Tele type Opt ical Teietjpe Optical
CONTINGENC Y TABLE ANALYSIS

H0: Factor A Independent of B Reject Accept Accept Accept

~ac-tor A Alone (Ambient Li ght)
H0: Row Sums are Equal Reject Acce pt Acce pt Reject
H0. P1 

= P4~ Reject -- -- Reject
H
0
: P1~ 

= P 3~ Reject -- -- Accept

~~ 
p

1 = Accept -- -— --

Fac tor B Alone (Acous ti c No i se)
H0: Column Sums are Equal Reject Reject Reject Reject

a- 

~.4 
Reject Reject Reject Rejec t

0 , a- A ct ~ pt ~c :eot A c c e o t  ~e ;ect
H

H~ : ? i = 
-- --  --  CCEDt

TI-JO-FACTOR ANALYSI S OF ‘/ARIANCE

In terac ti on , H0: ~~~~~~ 
= 0 Acteot Accect

-Acoustic ~4oise , H0 : -~~~ 
= 0 Accept Accept

Ambient Light , H0: ~~~

. = Accept Acc ept

ThREE-FACTOR ANALYSIS OF VARIANCE

Thteractions:

H
0
: (~~) . .  = 0 Acce o t ~cceot

~c 
= 0 -Acce ot Accept

H :  
~~~~~ 

= a Accept Accept

Main Effects:

Acous tic No i se , H0: ~ 
0 Reject Rejec t

Ambient Li ght , H0: 3. = 0 Accept Accept

Operators , H0: ‘
~k 

= Reject Reject
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variables , such as training, temperature , humidity , room configuration ,

fatigue , message backlog, and even the number of people present in the room ,
to name a few. Addit ional stress should , therefore , be created through
longer messages (fatigue , training), and by imposing a message backlog.

Secondly , by increasing the number of environmenta l level s, an d also
the range of levels, the sample size (number of cells) would be increased
and thereby provide additional information on the opera tors ’ performance.
Intuitively, if ambient light became extremely low , i.e., factor A < 1 foot-
candle of illumination , extremely noisy conditions should distract the
termi nal operator to a much higher degree than indicated here, thus causing
a greater number of errors to be comitted . Since human operators all behave

in a random manner , and no two are alike , the increased ranges and levels
should indicate the tolerant stress level one can expect under deteriorating
environmental conditions. In this case especially, the models obtained would
be strengthened , producing a more accura te reduced model. Consequentl y, the -

inference derived from the models would also be strengthened .
Realizing these improvements would , of course, increase the expense of

the experimentati on ; it is felt that the improved results would justify any
additiona l expense. Lastly, from the operations research analyst’ s point of
view , there is a need for further information regarding the proficiency and
tra ining of the operators involved in the testing. It was felt that further

information co uld have been acquired had the experimentor known to what
degree the subjects were random , or if their performance was truly indicative
of the general class of communications operators which would operate this
type of equipment.
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TIME—SERIES MOD [LING OF MAN/MACHINE INTERF ACES

2.1 INTRODUCTION

The best non -linear reares sion model which characterizes the re1ati~ r--

sh~ p between trie deoendent an~ independent variables found in Section 1,

dealt with the orediction of the number of committed errors as a function of

ambient light and acoustic noise. ~1ore often , the communications engineer

is interested in such factors as reliability , performance , and efficiency as

a unct ion o~ time . Thus, ut i lizing time-series models , it may be oossib le

to -c haracter ize each operator , or take the group as a whole for orea~ct ing

H near _ rea l_ time the number of commi tted errors at times t ,  , t a - ,  t 3, - . - ,

: , in the future. The time-series approach for this type of information is

somewhat uniQue in tnat this is one of the first attempts to imp lement tfli s

metho~oi oay in anal y:ina time-deoendent man-machine interface data . In -i~ew

sf this ~niaueness, there are a number of shortcomings that were ex oer ience d .
One of the most serious limitations was the sample size. However, enough

information is available so that one -can H-H-~~~ tne t i me—series ~nethodo locy
into this particular subject area. Th i s aporoach is extremely iseful because

it characterizes, within reason , tne error performance of any -communications

te~-r~ina l ecu-~ rnent operator wor~~nq i n  a tact ical environmen t.

Incoroora ted into the design ~ the experiment (detailed in Section 1)
was a a-our-second time interval counter. This provided a runn ing count of

cre number of transcr ibed errors ~n each four-second time period ~or the

curation of the test. Thus , thirt ’i-two non-determin’st~c time—s eries were

created (sixteen oer terminal , one correspond in-o to each combination of
-~nv~rcnmenta1 factors). Of tne t’c~e :er’es so obtained , and because of the

-lagnitude of the work invo lvea , the two mos t cr iti cal en vi ronmen tal comb i na-
tions are presented , namely, ,4- - an d ~1 ,4} (refer to section 1.2). Recal l

that criticalit y was determined s’i the -deQree of non -sta tionari ty ~f the
sea-ies, or in other words , the 3mount -:~~ filterin g required to bring the

orocess into statist~-ca i ecu~ 1~ br~-jm . ~av ing these stochastic realizat ions.

we ;hal oroceed to a”al y:e the ~ata in acco rd~ice w i t h  the recommended

acoroach o~ Section 2.2.
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In section 2.3, the appropriate forecasting models will be developed to

predict the number of errors committed by the operators . This section will

include filtering the data to eliminate non-stationarities , model identifica-

tion , estimation of the appropriate parameters , and diagnostic checking.

Actual “t” steps ahead forecasting and updating the future values of operator

performance will be addressed in section 2.4. Finally, a sumary and conclu-

sions are presented in section 2.5.

2.2 SOME BASIC CONCEPTS OF TIME—SE RIES MODELING

Identify ing the Stochastic Realization

In a given physical situation such as the man—machine interface

experiment , we have available a time series , say x1, x2,..., x~, of n obser-

vations. Our aim is to obtain a suitable difference equation or model that

will accurately represent the true underlying process which generated the

information , xt, t=1 ,2,...,n. First , we must identify whether the series xt

exhibits stationary or non—stationar y properties . That is , when we speak of

stationary time series , we imply that the statistical properties of the

series are independent of absolute time. A graphical representation of the

experimental data would be of some aid in exercising judgment about the

behavior of the data . Of greater importance is the sample autocorrelation

function given by:

~~~ 
(k)

rxx (k) = c ‘o~ 
, k = 0,1,2,... ,n—1

xx’ /

where c~~(k) is the sample autocovariance function defined by:

c
~~

(k) = 
~ ~ 

(X t 
- 

~~~
) (x t+k~~

), k=O ,1,2,...n-1 ,

of the observed data . If the observations are stationary , the sample auto-

correlation function would exhibit fairly rapid dampening . Furthermore , one
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CO ?i  ~1O 
~Y v~~’Ho~,s ~-Y: ’ ’ s~ i cal t - - tn c h n - I  a- -~ r non—stat ion a ry properties .

c ~~ i- il k tau t.nst ~7j

If the man—machine interface data were not in st atistical ‘ni il i h —

n; (s1-~ti -~-~ ~r - ), ti c~n we c -in t i ont thc n in — s ta t ionar y  coninonents by

us i ’q various difference filters . In all enviro nmenta l combinations of the

‘;,~n-m~i:pjne interface e~neriment , ~~p’~ r~~s u T t ~~no iota was shown to contain

—S at ion ‘v  -c otopon ent S.

I - ‘-n ’ra l difference filter is niven by :

= ( i - B ) ~ X t ,

where 13 is a shift operator and d is the order of the filter. When d 0 , this

1 ind i cat~ t h a t  the experimental data is stationary ; d 1 , will indicate

t ha t  a Hrst uifference filter is necessary to filt er the ori ginal series ,

and so no . For the ma n — m achin e ~n~nrmatirin , ~-/n used filters up to d = 2.

Toe procedure to deten-;ine the Proppi- value for d is to compute

the first differenc es of the ori n in al data , X t ,  t=l ,2,... ,n. That is , we

orocess 
~ 

through a first di~ ferencc filter:

= (1—B ) X

t 

= — 

~
t_
~ ’

ich w i l l  “ ye n — i  cb-~ervat Hon . and thon through a second difference

~1l t e r :

(l — B )~ x~ 
- - 

- 
~~~~~~~

H 11 ~~~~~~~~~ 
( _~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~ 
r~~- t ic  or ig inal observations , x~ , and

t m-i c f i l t -~’n- -! v , ~rd 
- -i
~~~ , we ceil c ilat .p the samnie autocorre lation function and

U
~~~~~~ l l * ~~ ta - L]• By ohner’.n.ng th e sample autncorre lation functi on of the

on -n ina]  — -n - in s, t’- e filtered ~r~nrma tior .and the results of the trend tett

(Venda ll ‘ s t i n ) .  w ’  :ar Hf ’- ’  -‘ n;j i rm ble va lue for d , that is, the deqr~e of

-i~ ~
f e- - nnn i r n ’ ‘ en a -- . to i r- 10, - ~h—~ s no le autocorrelation function to

-y~~ - j - l ,’ r~ iidl v ‘nd i , t r  ~‘nd,~- l  ‘ n t o. tes~ not to he significant.
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For predi cting or forecasting operator performance for one or more

time slots in advance , the initial step is to determine the particular

process that characterizes our data. There are three basic models that are

candidates for this purpose:

a. The Autoregressive Process

b. The Moving Average Process

c. The M i xed Autoregressive —Moving Average Process.

A discrete rn-order autoregressive (AR) model is of the form :

- xt—u = :t1 (x t_ l_ u ) + c
~2
(Xt_2~

u) + + 
~~~~~~~~~~ 

+Z~ ~~~~~
where X

t 
is the autoregressive series which is being generated by the series

Z~, a purely random process , 
~~ ~~ 

• • •
~~ ~ 

are the parameters of the non—

ordered process , and ii is the expected val ue of the series. Such a process

assumes that the current value , xt, of the data has resulted from a linear

sum of past vdlues of the series , together with an independent error term,

Z~, not connected with the past.

A discrete q—order moving averaqe (MA ) process is g iven by:

xt - 

~ 
= Zt — 

~i
Zt_ i - 27t-2 — — i

~q
Zt_q (2.2.2)

This process is a weighted sum of a random series , Z~. Each realization

(comm itted error , xt) is made linearly dependent on a Z~ and on one or more

prev i ous Z ’ s. Also , is the ex pected value of X t, and ~~ ~~•‘
3q are

the paririeters of the model .

The mixed mode ] consists of the autoregressive and moving average

model where ni is independent of q. (m is the order of the AR process and q

is the orde r of the MA process).

We shall d iscuss in some detail a procedural approach in fitting an

autore gressive model to the man—machine interface series. A similar approach
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f H ’ - - - ’ ~~ ‘ ‘ o ’ o , l - t - ‘ h -  ‘ - ‘  
~

- 
~n r-- i c -  t h i -  “ ‘, i r - 1  - s eem 0- i d

~s ~-:i th minor changes .

-
~ ~t - e - n n n iv ’ -  ‘OL~~~S

T o ’  iutorer,re’-,sive nüds’l prev iousl y defined can be adapted to

rep ’eoe rt  the c-oa -ac~ r’r’ ;‘atian - f  oneratr i r performance for the purpose of

~o’-~ c~~ t inq . )i s c us s in q  the t heory of th~ general mth order model is quite

coon] icateci and , therefore , we sha l l  f i ro t give a brief discussion of the

c- ro”r rod ~’l which is ouit c- useful in man y physical situations.

The second order disc rete autoregressive process may be written as:

X t 
- = ‘1 (X t l~~~) + ‘2 (x f_?- ) Zt. (2 .2 .3)

i’ . at the ini t ial stage, it was necPnsary to filter the data to have the

~nfenma tion i st a tistical ~n nili l w  . tP~ n i - i ’:  ‘nu -~ c- 1 Cc Cf l - ”i : 1 f l  ‘‘-:-~-tn iC—

ti no or- es t imat in g the pa r am r i e t r ’ r— , of t o -  model to make sure that our  series

remains  s ta t i o n- i cc . To ob ta in  t hese -
~ st r ic t ions on the para met ers,  we use

the c o ! ; c ep t  o a- 
~ —tr ansforms. , to o c t a  in the character is t ic  equation of

th~ r rocess.  ~-oi v inq the cn o ra~~t - ’ri s~ ic - ?q ua t i o n . we can place condi t ions ni

i t~~ rout ’. Sc ~~~~ the n i i t o ~~~ ~n ’ -] ~- i 1~ -v” v i’-’late the assumption of

nt ~ t io~a r i t ,’ .

The ~ —trans Hrn of u-q~~a~~~~ -n ~~.2 . 3 )  i~ qivr ’n by :

S ‘ —( 1 — I~ I’~ 
‘

a~o - it s t’--in s~~’- function H(~~~ in o’ ,”n by :

= 
1 (~~ ‘4

’
(1- ~~~~ ~~~~~~~~~

~ h r ;~~, the c~ ~- a c ~~ ri s t i c  ~~i - o Y j O r  of the necond_o rder amm t r m c ~on,isSiv ~ model in:
0
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whose roots are given by:

- 
+ /‘ 2~~ -

2 
and~~2 = 

2

In order for the second—order model to be stationary , we must restrict the

estimates of the parameters c~ and a2 so that the roots of equation (2.2.4)

will be conta i ned within a unit circle , that is , 
~~ 

and -ç2~ 
must be less

than one. This is equivalent to having ti and lie in a trian gular region

formed by a1~~2 < ~~~ ~2~
’
~1 

< 1, and -1 < < 1. For additional deta ils see

[isj , and [163

A similar approach can be carried out by considering models of

higher order. The ~ —transform of the m
th order autoregressive (2.2.1)

process is given by:

... — a~~~~) (Xt
_

~~
) = Z~. (2.2.5)

The transfer function of (2.2.5) is of the form :

= 
1 

. (2.2.6)
(1—a1~~

1—ct2~~
2— ... — ~~ —m )

The characteristic equation of the m th order process is given by:

. m m l a~~~m 2  ... - = 0 . (2.2.7)

Thus , for the general finite autoregressive model to be in statistical

equilibrium , we must estimate the parameters of the process so that the roots

of equation (2.2.7) must lie within a unit circle.

- The Fitt ing Proce dure

The initial stage in devel oping any one of the three models under

consideration usually invo l ves deciding the order , m , of the model , and then ,

given ii , estimating the parameters , ~~ a1, c~~~, 
~~~~~

‘ ‘
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The m- iter inn Hr ;n c’n inq the best order w h ic h c har ac te r ize s the

obse rs .’i”l ser ies is based upon the residual var iance.  We proceed by estima —

t i~ n - - m’ - - ‘ - ‘— n - - ° ~~~ — s -  d~~-’ ni—~~n~ o~—~~~s r c , ~~;i~~ t hee Hf’ res idua l

V i’ 100C e’~ s~o~ oflflon tei a i i m r i ot t ed  aqainsi  toe - 01cr o ‘0- I- ’n ’ - .s . Ho

-~in i ;i;n residual variance will correspond to the order ot the model whii:~

~en~ 
- v — — • —  - — o- --o.- - - ‘~ d to -; 

• 
- t. ic a iitr i s ~O0 s i en - n:’--

‘ t ’ - ~~- n ~~i- — -~ to f i r :- t -cta o~ t in.’ es t ima t ion  o~ thu n - n -: - t e n  r ’  1 ’  :1 ~

T~ ‘~ t iTn3t - ’  Ho ~,isn-i~iu’tr’rn of Hi S process . We 0i r n . ’ ~ 0- H I

‘“ -- ‘ a - .inn i~- ii~~~i ~nord . 1-J r a~~’oame t hat ti ’ /~ or’’c”’s is noi-rna l . To” , to

ixed o , the joint orohab ility den sit y funct io n et  the .aria t ,~~.

7 , -
~ 

Z~, is given by :

fl 0

- I -  - - -, — ____________ 

.— -_ ‘ — - 
t 

‘~ ~ ‘-rn. - 1 , ~~~~~~ 
. . . I , _

~ 
— - - ‘

- ‘ I ’ -’ 0- cc 1 ;- ’ — -
~~ i s  : - -

~~
-‘ . - C  - - .~~~~~o - - - - -

- ‘ e - m - - ’’ - ’ - . ‘ -  . ‘ 
s fl - - - - 

I -~~~~•~~~~~~~‘- _ _  - •~~~~
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- n , , to o h t m i n  the join t: p’—~ habi l i t .’ -iC’iSitV

Hor ion r-~ ‘ , . - . it is n i i~.’ nec es so r ~’ to mu] t i p l v  eo~ at inn

7 . 2 . ”) i-;Hh ‘“ 1- ~~~~ ‘~~ Y 1, H - ,,. c :n~~ H Hr o r l c f ’ c o l ‘ p m i i_

— ‘ 
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The Log-likelihood function of the process may be written r~
follows :

~~~~~~~~~~~~~~~ I xi,x2,...,xm )=_ (n_fl1)~lKI
/2:
~
•• _ (n_m) cA1 

~~

1 n
— 

~
(x t_U )_ I i (x t_ i— ;i )_ ..._-

~m 
(x t_m u)} . (2.2.9)

-‘z t=m+1

The sum—o f— squares function , given by:

S ~~~~~ ‘ ~2 
• m l X

1 
,X 2, . .

= 

~ m+i 
f ( x t-o )  - 01 (x t i~ o) - - 

~m 
(x t m u) }

2 
, (2.2.10)

is needed to estima te the parameters of the model . Differentiating equation

(2.2.10), with respect to ci , 
~~~~~ ~2’ ~

, setting them equal to zero , and

solving the m+1 system of equations , we can obtain their maximum likelihood

estimates .

For the second—order autoregressive process , we differentiate

equation (2.2.10) with respect to c; , 
~~~
, and 

~2’ 
ana obtain the following

norma l equa ti ons:

a. (
~~~~

—
~~ ) = -

~~~~ 
(x 2- ) + 2

and - 

b. 
~~~~~~~~~~~~~ 

(xt1 -~
)2 +

~

2

~:3 

(X t 1 J ) ( x t 2 J)

C. (x t~~
m i ) ( x t 2-u)  1 i 3  

(x t l -.
~
)(xt 2-: )+o2E (xt 2~

;i ) 2

where 1 ~= 
~~~~~~~ 

7 x t_3~j , 
j=1 ,2,3

Since 
~~ 

x 2, and 
~~~~ 

are usually close to the overall mean , R , we can use it

as an approximate estimate of u. Furthermore , we can obtain good approxim ate

estima tes of (a) through (c) using the sample autocorrelation function at lag
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r

one , r~~(1). That is ,

c~~(1) ~ 
c~~ (O) + 

~~~ 
c~~( l)

and (2.2.11)
c
~~

(2) ‘1 c
~~

( l) + 
2 c~~

(O)

The au tocova n ia nce i s an even func ti on , thus , we can write equation (2.2.11)

as fo l lo ws:

cxx ( j) ‘

~~~ 
C~~(j 1) + 

~2 c~~(j 2) , j = 1,2 . (2.2.1~ )

rn approximate estimate of the parameters o~ and 2 is given by:

rxx (1)[1-rxx(2)]
- 

1-r~x
(1)

and (2.2.13)
i’ ’~~’ 2rxx~ .)—r xx

2
1-r 2x (1)

A l so , an estimate of the residual sum of squares can be obtained in terms of

the sarnole autocovariance function . That is:

(n-2) 
~~~~~~~~~~~~~~~~~~~~~ 

, (2.2.14)

and the residual variance of is given by:

2 1 “ ~
‘S~ —

~~ s(~ , °1~ 
12 ).

Similar expressions can be obtained for estimating the parameters for the

general finite autoregressive model . The normal equations nay be approxi-

mated by using the sample autocovariance given by:

cx~
(j) ~1c~~(j 1) + 

~2
c
~~
(j 2) ... + 

~mcxx (j m) (2.2.15)

j = 1, 2 , ..., m. Approximate estimates can be obtained for the parameters

~~ ‘2’ ~~~~~~ 
nm~ by solving the ii simultaneous equations (2.2.15).

The residual sum of squares and the residual variance may be

obtained by using the following approximations:
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S(; , o~~, ...,
~~~~

) (n-rn) 
~
cxx (O)

~~ic~~
(1) ...~~~cxx (m)}, (2.2.15a )

and

n-~m-i ~~~ ~i’~~~ ’ ~~ 
(2.2.lSb)

respectively.

Checking the Fit of the Model

Once we have selected the best process that characterizes the man-

machine interface data and have its p-,rameters estimated , diagnostic checks

are made on the model to determine its adequacy . Us ing t hi s model , we can

obtain a series that should simulate the behavior of the original information .

If the original information were filtered , that is , d was dif feren t from

zero , it woul d now be necessar y to use a “backwar ds f i lter ” , rep lac ing Y t ~~

the model with (1~BY~xt, 
and using the resulting process to forecast operator

performance. For exam ple , if we fitted a first-order autoregressive model:

= 

~i (y~ -~~-~~) + Z~ , (2.2.16)

where = ( 1 - B ) x t = Xt
_X t_ l is the filter used in the orig i nal data,then

inserting trie filter into (2.2.16), we have:

X
t 

= + 1:1 X t l  + 02 X t 2  + Z~ ‘

where 
~~~~~ 

= (1—o1 ) , = (1+- i) and m~ = — ‘i. Thus , t he mt~ order au to-

regressive process , using a first difference filter , can be wri tten as

~0l l ows :

X t = 1~~~ T
1 

X t_ l 
+ 

~2 
X t 2  ... + 

~m~d 
X t_m_d Z~~ (2.2.17)

where the values of i 
~

- , i = 1 , 2, ..., m+d , wi l l  depend on m and d.

For the fitted model to give a good characterization of operator

performance , the residuals , rt = X t~~
X t, t = 1, 2, ..., n, should behave

approximatel y like random deviates . Hence , the sample autocorrelation func-

tion should effectively be zero for all lags except the zeroth lag.
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Fcrecasting and Updat i nq th- 
- 
“ndel

One of the aims in having fitted an autoregressive process to the

ex p, ’ r i r e n t m l  ‘ iH~~ is to ‘0n.- - - - an ’ ~ m ’ i~c - ‘:a ] ; r
~ c ’ ~ “- O”-o i~

- t , ’ - ’  -rr r,1 ’

(operator pertormance~ . If we wish t i ;  fore cant  a tjartic. ,l~~c H’-:e of iro~-

mat io n , x~ 4. , -
- 
> i , when we are presen tly at time slot t , then the forecast

~s - :a-~e a t  - o r 1t~~r : O r  a ]n-o—ti: ’rP C~ co - ic - ‘- , H’- o ’-fl ,-tp c ~~ ‘0 ’  1~rd O—t 1ri ’ P

te more acc ord to p~~; forN - I S t t d  ~lui: wi ll I’ .

The -:1 nimum’i mean soc ia ’- e E r ’ ni- t ome- ’~~st  for an y 1 ~‘ -~ ‘1 t inc 1’. 0

He condi tHoal rx000ta ioi , rH2 
~~ 

- - • , at time s lo t

(origin ) t, given knowl edge of al l x ’s up to time t. That is:

~~ E X~+~ 
=

d” m- l do in q  t w i t h  t -
~
- k- in equat ion  ~~~~~~~~~~~~~~~~~~~ vie nave :

xt+: = + + + • + 
‘ pi +d ’-t

~~- — rn — cl

The ‘ri ni n t imn mean square err-o r ‘nr~ cac t n~ ‘
~~ onosohe r ’ r m ’  i~ q i :‘-

~~ ry

- • - - 
- 

4 - - 
- -

- ,  - -j 
I i ri ~ r~- —i . . . - , , ‘ ,  

‘ 
t,- --

~~~
— ‘ t , 

-
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-/~~ cn-~ wr ite ~e-~at in n (2 .? .i2m in

~~~~~~ 
- 

0~~ -~- -T 
‘ rid X t+ . _,,r_d . (~ .2.21)

The variance of the step ahead forecast—error for any time slot t, is the

expected val ue of:

-~~~~ =  . (2.2.221

‘-‘I)
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Box and Jer~kins , t16~, have shown that the variance of the lead time , 2-, is

given by: -

Var (~~~~) 
= {1 + 

~~~~~ 
0~ } ( 2 . 2 . 2 3 )

j=1

where a~ is estimated by s~, that is:

- _ _ _ _ _ _ _ _ _ _

Z n ‘

and 0~ is given by:

= 0, j<O

O
~~

= 1

~~j  
= c3D10i~ 1 + • • •  ~~~~~ 0j—m— d (2.2.24)

The (1-a)% confidence l imi ts for x
~+2- is given by:

2--i .
Pr 

~
xt(2-)— U (1+z B~Y~ s~ ~ 

x~÷~ < xt(2-)+ua(1+~ e~)
½s~ 1 ~

where U~ is the deviate from the unit normal probability distri bution.
2

- In man—machine interface problems , we are often interested in

forecasting future values of an observed series for several time slots in

advance. When we forecast values at leads greater than or equal to two (Q>2)

with an autoregressive process , the forecasted value will be dependent on

previously forecasted values~ but , as additional data becomes available , we

can update our old forecast by:

~t+i 
(2-) = xt(2-+1) + 02-Zt4.i
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That is , the “t” ori gin forecast of x.~ +1 can be updated to become the

“t + 1” oriq in forecast of the sa me value, xt+~+l, by adding a constant

multiple of the one—ste P ahei—! H’-, -- - o r ’ ‘ t~ i ,

= X~~1 - x~~(~~)

is used with multiplier ‘ , .

2.3 FO~ECA ST 1N G MODELS ro~ CH°RACTEF~LI~~ MAN —MACHI NE INT ERFACES

The objective of this section is to utilize both non—stationar y and

stationary data , generated by the experiment outlined in section 1.2 , to

leic ’loo models for predicti on communications operator performance. Mo re

‘cisely, we shall fit the appropriate model , either AR , MA , or ARMA , to

man-machine performance data obtained for two communications terminal equip—

‘nents. The series involved will be those for a deteriorating environment

1.4- and the most deteriorated environment ~4 ,4 ’  as specif ied in  table 1.1.

This involves a detailed analysis of four observed series where the discrete

intervals have a duration of four seconds. Thus , we are concerned with the

response variable , namely, the number of comm itted errors pe’- foir-second

interval , as a function of the transcrir ci on tim e of a r” - - a ’ m e  (rE fer to

section 1.?).

2.2.1 Identif y ing the Series

To determine if the series for the standard teletypewriter terminal

(TTY) and the Optical Display Terminal (ODT) exhibit stationary or non—

stationary properties , one must first try to visually detect any trend or

non—randomness. Figures 2.1 , 2.2, 2.3, and 2.4 are plots of the data ,

t = 1 , 2 n, where - 50. The visua l interpretation C f  He series

a ppears to i nd ica te, for the environmental combinations ~1 ,4) and (4,4~ , that

non—s tationarities do exist. In all cases , howeve r, this is not true , a s we
will now proceed to verify . It is to be again emphasized that visual inter-

pretation must be validated by usina graphs of the autocor relation functions

and statistical tests for trend.

Figures 2.5, 2.6, 2.7 and 2.S show the sample autocorrelation functions

~or the observed data . Figures 2.5 and 2.8 are excellent exampi~ o of rapid
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dampening and indicate that the [1 ,4’~ env ironment (TT’~ da ta), and the 4,4-
environment (ODT data), are stationary reali zations requiring no fi l ter~ng
of the information. As to the contrary , fi gu res 2 .6 and 2- 7 show some
dam pening, but due to large peaks between time slots ‘-0 through 20 , the cc ’ ~-

cation is that some form of filtering is required . Fi gures 2.9 and 2. 13 show
the sample autocorrelations of the first filtered informati on for the ~~~~
ODT , and f4,4} TTY. Dampening in these cases has obviousl y been improve d ,
especially in the case of the ~l ,4} 001 data . Still , howe ver , large peaKs
rema in in figure 2.10 between the through 20th time slots. With the
indication that the ‘1 ,4} ODT data is now stationary , the sample autocorre la-
tion of the second differenced l~4,4} ITY data was plotte d (see figure 2. i
Dampening in this case is again improved about the zero ax is due prim ar i~ J
to the increased peak at the second time slot. New one can surmi se Hat ~~e

second differenced data is in statistical equilibrium .

In each case , Kendall ’ s Tau test was performed on the fi l tered ~nforma-

ti on (the ~~~~ ODT and the ~4,4s T~Y data ) and on the unfi l tered ~nfor~at~on
(the -1 ,4} TTY , and the f4 ,4} 001 data), to verif y the ind icat ions Shown ty

the graphs of the autocorrelation functions. Table 2 .1 shows the results of

the trend tests.

Table 2.1 Kendall ’ s Tau Test for the
Man—Mach ine Interface Series

CALCULATED STAT iST ICS

SERIES OBSERVED FIRST DIFFERENCE SECOND DIFFERENCE ~EFE~-EN CE
SERIES DATA DATA

~l ,4} iT? -0.520

~l ,4} ODT 2.656 3.979

~4,4} TTY 2.477 2.328 .089 :i •f~~
4,4} ODT 0.817

Clearl y, in comparing the calcu lated statistics to toe aoo roo r iate  re ’ere nce

at the ~ = .05 leve l of signi ficance , the indications of the sample aucocor-

relat ion functions are verified . Therefore , one mus t conclu de :

a. that the ~1 ,4} 001 data is stationary after a first difference

filter is used ,
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b. that the ~l ,4} TT? observed data and the ~4,4} ODT observed data are

in statistical equilibrium and no fi l tering is required , and ,
c . that the ~4,4} TTY data requires a second difference filter to

remove the non-stationarities.

2.3.2 Fitting the Models for Man-Machine Interface Data

To fit one of the stationary stochastic models discussed , namely, the

autoregressive , moving average , and a mixture of the two , the parameters are
estimated for various orders (m,q), taking into consideration the restric-

tions on the parameters to insure stationarity and/or the invertibi lity 0-f

the stochastic process. Simultaneousl y, the residua l variances are computed
for each of the orders under consideration . Fi gures 2 .12 , 2 .13 , 2.14 , and
2.15-show the calculated residual -variances as a function of order , (m-,q).
We use the cri terion of minimum residual variance to select the appropriate

model. If there are competitive residual variances , then we select the

model of least order to avoid complicated handling of the data. This is
especially important for field implementation of the forecasting scheme which

can be accomplished with a hand—held calculator , given the appropriate
parameter values. Thus , from the above figures , the fol lowing models were

selected : 
-

i) (2,3) ARMA process for the teletypewriter terminal , •l ,~~} environ-

ment,
i i ) (3 ,0) AR proce ss for the oot ica l  display terminal , -~~~ ,4’- environ—

ment ,
iii) (1 ,3) ARMA process for the tele typewriter terminal , ~4,4} env i ron-

ment , and
iv) (0,3) MA process for the optical display terminal , -~1.~1- env iron-

ment .
In subsequent sections , it ~jl1 be shown that the above model identificat ions
are the most appropriate ones to characterize the data .

Wi th the order of the process determined , the associated oarameters
which were simu l taneously computed are now also known . Table 2.2 ShOW S these
estimates for the appropriately filtered series.
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Thb le 2.2 -~DDro x~mate ~~as t Squares Estimates
of the Best Model Parameters

MODEL / SERIES I ORDER 
~
Zl ~2 °‘3 ~1 ~2

i. ~l ,4} TTY ~2,3) 1.699 0.660 0.367 0.449 -0.223 -0.422

ii. (l ,4} ODT (3,0) 0.000 -0.746 -0.613 -0.258

i i i . ~4,4} IT? (1 ,3) 0.028 -0.215 0.957 -0.191 -0.016

iv. ~4,4} 001 (0,3) 2.158 -J. 453 -0.023 -0.051

Note tha t in all cases, the estimated oarameters sat~sfy the stationar ity

and -o r inv er tibi lity conditions. These results yield , respectively, the

follow ing difference equations in terms of either zero , first , or second
difc erence filters as established in section 2.3.1:

(x~ — 1.699) = 0.660 (x
~~i - 1.699) ~

- -0.367 (x
~~2 

- 1 .699) 4 Z~.

— 3.449Zt l  0.223Zt 2  
— D.422Z t 3  (2.3.1)

~~~~~ 
- 0.000 = -0.746 (y~~ J 000) - 0.613 - 0.000)

0.258 
~
‘t-3 

- 0.000) (2.3.2)

i ii . (w~ - 0.028) = —0 .215 (wt 1  - 0 023) — Z~ 3.957Zt 1 O .l9 lZ ,7

— D.016Z÷ 3  (2.3.3)

i - i . (x t - 2.158 ) = Z~ - O.453Z~~1 ~
- 0.O23Zt 2 

-

~ 
O . O 5 l Z t 3  (2. 3.4)

2.3.3 Insertin g The Backwards Filter And Diagnostic Chec k Of The Models

To determine the adeauacy of the fi tted processes, the observe d ser ies
must ~e simulated , and then the residuals must be calculated to see if they

behave as a purely random process. Recall , th at in order to use equations

2.3.1, 2.3.2, 2.3.3, and 2.3.4 to simulate the observed series, x~, we ma ke use
of the backwards ~i~ ter which depends upon the original filter employed to

transform the original series. Referring back to table 2.1 , we must emoloy

the backwa rds filters to equations 2.3.2 and 2.3.3. Equations 2.3.1 and 2.3.4

required no filtering prior to fitting the data. Hence , insertinq the

appropriate filters into eQuations 2.3.2 and 2.3.3, the followinq characteri-
zations are obtained for simulation of man—ma chine series:

-- ---~~~~~~ 
— - -  -- ---- - - - - - - - 5 - -- -- - - - — - - --— - --5- - 5-5--- 
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i. x~ = -0.046 O.56Ox~~1 O. 367x~~7 Z~ +0 .449 Zt l  + 0.223Z4 2

~ 0.422Zt 3  (2.3.5)

i i . = ~O.254x~~ + O. l33x~ 2 0
~

355
~ t ~ 

O.258xt ~ 
Z~ (2.3.6)

iii . = 3.006 i . 7 B5 x
~~i - O .S7Ox~~2 

- O . 2 l S X t 3  Z~ ÷0. 957z t~
— J . l9 lZ~ 2 + D.016Z t 3  (2.3.7)

iv.  = 2. 158 + Z~ -0. 453Z t~ 1 ~ 
O .O23Z ~ 2 

+ O.O5lZ t 3  (2.3.8)

Setting the unknown values of Z~ equal to their unconditional expectation o f

zero , we begin the simulation by initially assuming x 1 , . . . x~~~ , are known :

to simulate x~ , we assume x~~1 , . . . , are known . Figures 2.16, 2. 7,

2. iS , and 2.19 show the simulated series along with the observed series .
21-earl y, we have a good- fit of the estimated models with respect to the

observed s~ries .
To check i f  the ~es id uals behave as a oure i y random process, tne samole

au tocorreiati ’ôn Function of the residuals , r
~~

(k). was calcula ted for all
lags. It is known that r

~~
(k)  ‘ -~ i~4(0,u / n). The calculated value of the

standard deviation of ~-~~(k) was found to be 0.158 , and the 95~- con fi dence
l imit s are = (i.~ 6) (0.158) = 0.310. ~t the 5Z level of s i gn i f i cance , one
could expect (.05) 40 or 2 out of the sample autocorrelations to lie outside

the confidence interval for the ~i1 ,41- env i ronment. The calculated confidence

interva l for the ~1. 4l- environment is 347 . Tables 2 .3,  2 . 4 , 2.5 , and 2.6
show , for the four time series considered , that few of the sample autocorre l-

ations lie outside the confidence li mit s .

Table 2 . 3  3amole~~utoco rre1at ion of the Residua ls ,  r
~~

(k ).  for the
S~rnu1ated ~1 .-~ - TT’( N!odel . Confidence Interval = 0.310

Lags Samole Au tocorrelat ion of Residuals

l -3  - 1.00 ~3O .62 51 .48 55 .53 .52

9— 15 - .43 - .31 .29 .32 .36 .32 .24

17-24 .10 .13 .23 .23 .25 .19 .15 .19

25-32 .25 .25 .30 .27 .23 .20 .21 .26

33-4Q .25 .23 .20 .17 .17 .14 .1 1 .36
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Table 2.~ Sample Autoc orrei~ tion of the Residuals, r
~~

H), for the

Simula ted ~~~~ -DOT Model . Confidence Interva l = 0 . 3 10

Sampl e 4utocorreiation of Res iduals

1-3 , 1.300 .602 .362 .122 008 - -312 - .010 - .006

- .001 - .008 .005 .000 .001 .011 .018 .305

17-24 .320 .023 .012 - .01 1 - .009 - .008 - .0 17 - .320

26-52 
- 

. 309 .001 - .307 - .004 - .005 .003 .010 .005

. 122 - . DOC .013 -353 . 129 . 156 .218 2 9

Table 2.5 Sample Autocorre lation of the Res iduals , r
~~
(k), for the

S~~uia ted 4~~i’- 
~~~~“ Model. Conf4dence Interva l 0.347

amo~~ 4u:oc~ r’-~ l ~Y-~n -Jf °-es id ua ls

- 1.200 - .330 - .~~~~~~
- - .334 .302 - 302 - .2 00 - .302

9-16 - - .007 - .000 - -302 . 302 - -303 - .301 - .014 .302

17-34 . 202 - .2i - .322 . 2 1  - .206 .336 - .312 - .15

25—30 - .209 .201 . 2-20 - _ 3’6 - 209 .331 5-26

:3-23 - .21 - 2 - :~-~~ :: :s -  .1;

2.6 Sa nci e tcccr~-~~~t~cn ~f toe ~es1dua 1s , -
~~~~~.. for toe

S’mulated i .~~~ ~:T -o~~ - 
;:3n dence nterva~ 3.347

Sarno l e ~utccor-e1~ t~on of Res~cu ai s

1 202 ~~~~~~~~ 293 .555 -~~7~ . 155 ~52 .~~:3

9-16 ~~~ .d ll 399 390 3 9  ~~6T .354 •~~ 9

1 7-24 .327 .316 .307 .29~ . 232 .269 .258

25— 22 : .237 .227 . 1 J  202 .189 .175 . 153

-297 069 0fl 
~355 2
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~ence , we conc l-jde that the residuals for the four man-machine interface

character izations do behave as a purely random process, and thus , equat ions

2.3.5, 2.3.6, 2.3.7, and 2.3.8 give satisfacto ry representation of the
observed series.

2.4 FORECASTING AND UPDATING

T
O forecast ‘

~~~~
‘ time slots in advance of any origin , t -, m * d , we

r~o1ace t with t 4- Z in equations 2.3.5, 2.3.6, 2.3.7, and 2.3.8. Having

made the apnropriate substitution , we obtained the following minimum mean

square er ror forecas ti ng models:
i . for the l ,4~ ITY charac terization:

= -0.046 0.66OX~. Q . - O .367x~~ . -

+ O.223Zt~..2 2 
+ 0.422Z~÷ 2 3  , (2.4.1)

ii . ~or the ~l ,4~- ODT characterization:
= 3 .254X

t+l
, O .133x t~~~2 

— J.355x ., 3.253x 1

(2.4.2)
iii . cQ~- the ~4,4} IT! characterization:

= 13 006 l
~
78SX t~ Q l  - O .S7Ox

~~~~2 
- 

_3.2l5x t~~_ 3

~ O .95OZ~~~~1 O.l9 1Z~~~~7 ~~~~~~~~~ , (2.4.3)

í . or the ~4 ,4} ODT character izat ion:
2.153 - 0.4E3Z t.~~~i 

0.J23Z
t~~

_ 2  J .051Z~~~~3 (2.4.4)

:~ brie~ , suppose that at t 20. a forecast x 22 is made for the t = 22 time

slot. x22 may be updated to become the t 21 ori 9in forecast of x27 oy

3d ding a constant m ulti p le of the one—step a.iead forecast erro r , =

~
.:2l . to the t = 20 or~~in forecast of ~~~~ Tha t is : <~~, x~~

~~e orecast error for this case would be : 71 = 

~2l - ~21 a~~ 7. =

giv en by eauations (2 2.19) and (2.2.20) . The updating is done when
becomes ava Ilable. Tables 2 .7 , 2.3, 2.9, and 2.10 show the ~

steps ahead forecasts ~uo to 2 = 1 1 )  at an arbitrary 20 ori gin , wi th
updating, along w ith their 95? confidence intervals.

77

I

_ _  -5-— -  - -- - -  — - 5-- -~~~~~~~~~~~~~~-~~~~~~~~- - ~~~~
- -— —

~~~~~~~~~~~~~~~~~~
~_



F’’ —

Table 2.7 Forecasted Values of the ~l ,1~- IT! Series at Ori gin t 20 ,
and Updat ing Under the 0ssum o ti on x9, Becomes A vailable

T M E  ~CTi4L .~~~~- IJ P 7i~~~~

_________ 
ERRORS 7’D P.EC 130 3~~~~” _ 2 ’ ~:T5 

_________

20 3.0 --
1 - ‘99

—— ...-~ — . . _  .io..~
-, 5- -, 1 4 . ~’~~ — -5-

-~ - ‘  =
5-

-
, 5-

- 1 --~ -—

25 2.: 5 2.6 = • 3C9 2 2 5 -

.2 .s .907 .1

2.3 7 3.1 = .997 0.89

1 . 0  3 1 . 5  :i .OCd 1 2 5
:2 ‘ .o ? 1. 1 :l. ’66 ‘

.
5 - 7

1 .2 :i.2~ 7 1 5 3
D - -~~~~ 

-—
H .~~~ .~~~~~J

—~~~~~
— 2 

5- 0 ra: e7 1 i  ~~~ ~~~~ ~~e — 
~~~~~~ ~s a ‘- - “ = 5 - 3

~n’~ ,c~ at~ r~ r’cie~- t~’-~ ~s:unct’~~n <P, . -~‘~‘- tr-es 1-/~~ i - ~n iC

95 JD39j , ... JFfl~T~-

5- 1’ 5- 5-

21 1 0  - 3 . ?  = .105

22 10.3 0 111 . 117 9.22

117 .20

1 .? = . 486 2 .37
25 3.0 5 2.3 .301

25 1.0 5 1.2 = .520

27 .9 .515

23 1 . 2  2 1 . 2  567 1 . 3 0
29 2.2 9 .D . 304

33 1 5 -  1 3  .~~33
1
, ;  .520 912,
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Table 2.9 Forecasted Values of the ~4,4-~ TTY Series at Origin t = 20,

- 

and Updating Und~ the Assumption x 21 Becomes Ava ilable

TIME ACTUAL LEAD 95”~ PROBA- UPDATED
I~JTERVAL ERRORS TIME FORECAST BILITY LIMITS FORECAST

20 4.0 --
21 7.0 1 6.8 = .297

- 22 .0 2 .0 : .752 .090

23 1.0 3 1.1 i.385 1.005
24 .0 4 .6 :2.242 .010

25 2.0 5 2.2 3.236 2.100

26 .0 6 .0 ---- .000

27 1.0 7 1.0 - —— -  1.000

28 1.0 8 .9 - -- — .960
29 1.0 - 9 1 .0 --- - 1.000

30 2.0 10 1.9 -——— 2.100

31 1 .0 11 1. 4 ---- .900

Table 2 .10 Forecasted Values of the ~~~ OCT Series at Origin t = 20,
and Updating Under the Assum ption Becomes Available

TIME ACTUAL LEAD 95~ PROBA- UPDATED
INTERVAL ERRORS TIME FORECAST BILITY LIMITS FORECAST

20 2.0 -- ---
21 

- 3.0 1 2.96 .275
22 - - - 

6.0 2 5.96 =.278 6.010
23 1.0 .. 3 .94 =.293 1.081

24 1.0 - . 
4 .94 =.307 l .17~

25 1.0 3 .99 .307 .976

26 1 .0 6 1 .07 ~.3O7 1 . 025
27 .0 7 .03 = . 307 . 2-00
28 2.0 -3 2.07 ~.3O7 2.202

29 1.0 9 LOS =.307 -972

30 1 .0 10 1 .04 : .307 - 59
31 1 .0 11 1.03 a.337 .94Q

I
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Clearl y, the forecasts for 1 < 11 are quite good for the AR , MA , and ARMA
rea l izations. For the ARMA orocess (-1 .-~~~ TT’! series , table 27) . the fore-

casts for 1 1 , 2, 3. are not -ierv -cood . As - is increased , the var iance
and the confidence limits increase correspondingly. Also , i n genera l, one
can say that as Q increases beyond m + d (m is the order of the AR compo-

nent and d is the order of the filter), the forecasts begin to over-estimate
the future values. This fact and the results of table 2.7 are stronnly

indicative of the need ~or updat inq as new information become avail ab le . As

seen in the tables above , accu racy increases with updating .

2.5 SUMMARY AND CONCLUSIONS

The procedure developed in section 2.2 and illustrated in detail in

sections 2.3 and 2.4, was followe d precisely in characterizin q the man—
machine Inter~ace data . The information ac ui~ ea through an extensive

env i ronmental exoeriment involved two different communications termi na ls and

six  experienced c ommunication s-center oDerator s . The operators were tested
under sixteen diffe rent combinations of ambient li ght and acoust ic  noise
(refer to section 1.0~ . Because of the extens ive data base , the two mos t

ca l environmenta l combinat ons name’y anc ~ , we~~ ada”ess~c
t~’eat :e ~ar i , ~be ~ine _ se r ie s  clar’cter car on 35 -  

~ e ~~ta is

ie’ - :rmnisi nci ~~om the ooint c~ ‘h ew Y af ~ ord11’c to the co mm unl-tations
— 

~jsten ~esigner and planner a means to predict the huma n element of the total

communications system architecture. t ~as been shown that the realica tion s

obtained -Nere very adequa te in characteriz ino the underlyin g process of er~or
:e~—~-trmance.

3-c ~ev ew ,

a. for the {l .4} environment , t~~~~~~~r-~:~ ” r~-S~.c , we obtained the
(2 ,3) ARMA process:

x~ = -0.046 ~ O.660x~ 1 0.367x ~ 
— — D.449Z~. , 

— O.223~~ -t~ . -

~

5- f-o r the ~l .4~ envi ronment. :~ rS-oa2 ~~~~~~ the 12 ,0) ~~
c”oces obta i ned was:

80
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0.254x~~, * O . l33x~ 2 0.355x~~, + O .253 x t 4  -

c. ~or the ~4,4 } env i ronmen t , :~ .~~:-~~~r ;~r r~ r—-i ra , we obta i ned

another ARMA process of order (1 ,3):

~ 0.006 + l . 785x
~~ 

- O.57Ox~~2 
- -3 215x~~3 Z~ ~ 0.95OZ~~.

+ 0.l9lZ t 2  + O .O16Z~~3

d. and , fin all y, for the -~4,4~- env ironment , ;:r~~~~ ~~~rJ~~
the (0,3)~~A process obtained was:

= 2.158 Z~ - O.453Zt i  ~ 
0.O23Z

~ ~ 
0.O5lZ~~3

One of the imol ied features 0f this chapter is that for each environ-

menta l combination, no oorrr7c~ realization, either ARMA , ~1A , or AR , was
obtained to characterize operator performance. One can conc l ude , therefore ,

that even with an adequately developed procedure for analysis , mo re than one
cnaracteriz ation is reouired to evaluate the human subsystem in sophist icated

commun ications systems . The orocedures develooed in section 2.2 clearly
orov ide a realistic view of the comolex man—machine interface that occurs in

current communications systems .
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