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1.1 OVERVIEW OF PROGRAM

1.1.1 Problem Definition

The problem addressed in this program is that of processing information
produced at the output of an infrared detector array to determine the pres-
ence or absence of intruders in the field of view of each element of that
array. The change produced by each detector in the array is stored in a
charge-coupled device (CCD) and read out serially at periodic intervals.
The physical and electrical characteristics of the detector array and CCD
are assumed to be known.

It is convenient to divide the problem into three major area. These

are:

a) What is the response of the detectors to intruders having

specified size, speed and thermal properties?

b) What signal processing techniques are most suitable for dis-
tinguishing between responses created by intruders of interest

and response created by irrelevant objects?

c) What performance can be achieved with the candidate system
that appears to most nearly meet the requirements?
These three aspects of the problem are discussed in detail in the following

sections.
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1.1.2

The objectives of this investigation follow immediately from the prob-
lem definition stated above.
jectives is desirable as a means of both summarizing the scope of the inves-

tigation and indicating the sequence in which the problems were addressed.

Objectives of the Investigation

Thus, the objectives may be described as follows:

L))

2)

3

4)

5)

6)

[p)

1143

Although the main body of this report is a detailed presentation of the

results of this investigation, a brief summary of the major achievements

Develop reasonable models for the specified classes of in-

truders and backgrounds.

Determine the detector response to each of the intruder and

background models.

Carry out a theoretical analysis of the basic detection prob-

lem.

Conceijve various practical implementations of the detection

scheme and evaluate their relative merits.

Select a detection scheme and identify the optimum parameters

for that scheme.

Evaluate the performance of the selected detection method with

respect to the specified intruder models.

Prepare a preliminary design and rough cost estimate for a

breadboard realization of the proposed detection method.

Brief Summary of Results

However, a more precise statement of these ob-
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provides a useful introduction to this material. All of the objectives out-

lined above have been =-hijeved.

1) Intruder models have been developed for all of the specified classes.

2)

3)

4)

5)

e R ——— or i

These models are simple enough to permit computer evaluation, but also
represent accurately the size, speed, temperature and thermal emissivity
of each class of intruder. Models of the background have also been
developed for a wide range of circumstances. In addition, the effects of
solar illumination and atmospheric precipitation have been modeled on a

simplified basis.

A computer program has been developed that computes the detector output,
as a function of time, as any intruder model enters the field of view at

any angle and with any speed.

The theoretical optimum detector has been analyzed and evaluated for

cases that permit comparison with the practicai implementation.

A proposed practical implementation has been selected and the optimum

parameters determined by "worst case' analysis.

The proposed detection method has been evaluated with respect to the
background and intruder models by calculating the probabilities of false
alarm and the probabilities of detection for each of the models. Two im=

portant conclusions from this study are:

(a) The probabilities of false alarm due to system and background
noise are negligibly small when the decision thresholds are

adjusted to reject non-threat classes of intruders.




(b) The probabilities of detection for other classes of intruders
are essentially unity under the same threshold conditions.
The major deficiency of the proposed system appears to be the possibility of

false alrms due to scattered clouds or sun glint.

6) The preliminary design of a microprocessor that can accomplish the neces-
sary data processing for the detection algorithm has been prepared. The
estimated cost of the electronics components only for a breadboard model
on a '"make-one" basis is about $1200 and the dc power requirements are

about 15 amperes at 5 volts.

7) It is recommended that the development of a working model be 1initiated

and some steps to be taken in this direction are outlined.

2.1 SIGNAL CHARACTERISTICS

2.1.1 Detector Response

The intent of this section and the twy following sections is to state
the principal equations that have been used to calculate the signals that
are generated by the detector array. These equations have been obtained
from the literature and from information supplied by ETSD personnel and no
attempt has been made to attribute them to specific sources.

The detector elements are Schottky interval emission photodiodes having

an electron yield of

2
ik C1(hV Yms’ (electrons) -1
nlv i i S photon

where

&




h = 6.6256 x 107°% (Ws®)  (Planck's constant)
v = photon frequency (s~1)
L barrier height (Ws)

and C1 is a factor determined by the geometrical, optical and transport pro-
! perties of the photodiode. It is convenient to express the electron yield
in terms of wave number, v, since the eventual integration is carried out in

this variable. Thus, if

v =X (1-2)
c
‘ !
! then
he(C, (V=vn))
| n(8) = et , (1-3)
i v
!
|
where

! 2 wms/hc

c=3x 1010 cm/s

For a black body, at absolute temperature T, the spectral radiant pho-
ton emittance as function of wave number is
~2

¢ 5,7 = — By (1-4)
exp(vhc/kT)=1

where
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k = 1.38 x 107> ws/°K (Boltzmann's constant)

in photons per second, per steradian, per cm2, per cm-1 wavenumber. If the
black body is at a distance R from the detector, and if it is imaged onto a
detector cell by lense having a diameter D, then the solid angle subtended

by thte detector is

D,2

CE) (steradian) (1-5)

2
1
N=

Furthermore, if the target has an area of Ao(cmz) and its 1image completely
covers a detector cell having an area of Ae(cmz), then the number of photons

arriving at the detector cell is

in photons per second per cm_1 wavenumber where t,"_1'5 the transmittance of
the optics ( < 1) and F is the f-number of the obtics.
The number of electrons produced in a stare time ts when the detector

element is filled by a black body at temperature T can now be expressed as

<?

wA;Jts 2 2 "
Ny, = —5— (v, THIn(V)dv (electrons) (1-6)
R
3

where 31 and 32 are determined by the detector cutoff and the optical system
cutoff.

The electrons produced by the detector are converted to voltage, stored
in the CCD, and subsequently read out as voltages. However, under the as-
sumption that relationship between electrons and voltage is a linear one, it

does not really matter what the constant of proportionality is since all of
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the subsequent computations are performed in terms of ratios.

The number of electrons given by (1-6) is in reality the mean value of
the number of electrons collected in one stare time. The actual number of
electrons in each stare time is a random variable having a Poisson distribu-
tion. One of the characteristics of the Poisson distribution is that the
mean and variance are identical [1, p. 145]. However, the Poisson distribu-
tion, being discrete, is difficult to handle analytically in making studies
of probability of detection and probability of false alarm. Fortunately,
the number of electrons is so large (greater than 105) that the Gaussian ap-
proximation to the Poisson distribution is extremely gﬁod. Thus, the elec-
trons produced in each stare time will be assumed to be a Gaussian random
variable with a mean and variance given by (1-6), or by modifications of

(1-6) to be discussed subsequently.

2.1.2 Background Signal

In the absence of an intruder each cell of the array is viewing only
background. In order to calculate the signal produced by this background it
is necessary to make two modifications to (1-6). 1In the first place, the
background 1is not a black body. For all of the calculations made here, it
will be treated as a gray body with an emissivity of €g (0 f-‘B < 1.0) that
is nof a function of wavelength. Thus, it is only necessary to multiply
(1-6) by eg to account for this.

Secondly, it is necessary to'account for attenuc:ion of the background
emitted signal by the atmosphere. This attenuation is described by the at-
mospheric transmittance defined as

-G1R
T(R) = e




e u—

where ay is the attenuation coefficient in nepers/meter and R is the dis~
tance to the background in meters. It is customary to express attenuation
coefficients in dB/km but, because of the short distances involved here, a

value in dB/m is used. Thus, let

1Oa1
a = 70 = 4.343&1 (dB/m)
so that
(R} = ¢ ~o02aR (1-8)

The original computations were performed with tabulated data for <t (R)
that were wavelength dependent. However, because of the limited number of
conditions for which data was available, and because the effect of atmos-
pheric attentuation was minimal, it was decided to employ (1-8) instead.
Values of a ranging from 0 to .07 dB/m appear to cover all conceivable at-
mospheric conditions.

It is further assumed that the atmosphere is emitting radiation as a
black body at the same temperature as the background. Thus, the number of

electrons resulting from background emission at temperature TB is

TADt
B

BE 2F2

S

{ego (V,TR)T(R) + ¢ (3, Tp) [1-t (R) IIn(D)dY (1-9)

—‘C"_N\J ?

The result given by (1-9) is applicable for both day and night .opera-
tion but during the daytime there is an additional signal resulting from the
reflected signal from background. There are many possibilities for this but
the only one considered here assumes that the reflection is due entirely to

direct sunlight. 1In this case the electrons resulting from the reflected
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signal only becomes

At V2 A
€ s sun " o
NBR = 2F2-~ 1 :B)( > )cosesun .(v,Tsun);(R)n(v)dv (1-10)
v sun
1
where

Asun = area of the sun
‘R = distance to the sun

sun

e =

i angle of incidence on the background surface

Tsun = 6ﬂOO°K, temperature of the sun.

Because of the dependence on sun angle, all calculations were made with a

2 o (-]
compromise value of esun = 30°.

On the basis of the above discussion, the background signal may be ex-

pressed as:

Night: N

B BE 1-11)

Day: N

B NBE + NBR (1-12)

Some of the parameters that enter into the computation of these values, and

were held fixed throught the computations, are:

Ay =5.16 x 1077 cn? (1 mil x 8 mil)




¢, = 0.1 (ew) "]

Unless otherwise noted, the wave number limits were taken to be

<
"

1 30 = 2380 (x = 4.2 um)

<!
"

> 2945 (= 3.4 um)

2.1.3 Target Signal

When an intruder (target) enters the field of view of any cell there
will be a change in the photon arrival rate. This change will depend upon
the emissivity of the target relative to the background, the temperature of
the target relative to the background, and the fraction of the field of view
of that cell that is occupied by the target.

The number of electrons that would be produced by emission from a tar-

get that fills the entire field of view would be, by analogy to (1-9),

2
Npg = ’2 2 !’ (oG, TOTRY + 95, TOTI-T(RIDIn(D)dY (1-13)
v
1

Similarly, in the daytime there will be an additional number of electron due

to the reflected signal from the sun. This is, by analogy to (1-10),

10




"Agts 2 Asun
| Nip = o f (1-cT)(;2——) coso_ - 6(3,T DT (RIn(Dd (1-14)
{ v sun

1

|
i
‘ In both of the above expressions €1 is the emissivity of the target and TT
1
| is the temperature of the target.

| When the target does not fill the field of view of the cell in ques-
- tion, the above numbers must be mocdified. Specifically, if the target occu-
| pies a fraction 6 (0 < 6 < 1) of the field of view, the target signal may be

! expressed as

Night: NT 6NTE + (1-6)NBE (1-15?

BR’ 1-16) / ‘

Day: §(N + NTR) + (1-6)(NBE + N

| TE

2.1.4 Signal-to-Noise Ratio

The most important parameter in determining the detectability of any
target is the sional-to-noise ratio. Tﬁis is defined as the ratio of the
b square of the change in mean value due to the target to the variance of the !
signal when there is background only. Since the mean value and variance are
identical, this signal-to-noise ratioc may be expressed as

2
(N; = Ng)

SNR = ——N——-— (1-17)
B

!
4
{
|

Under conditions of both night and day, this becomes

11
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Night:  SNR T: BE (1-18)
BE

2 2

820N, #Nyo) = (Nac*Nao) ]
Day: SNR = e TR : BE_BR (1-19)
Be * Mar

2.2 SYSTEM DESIGN CONSIDERATIONS

2.2.1 Signal Processing Requirements

The basic objective of the signal processing is to determine when the
mean value of the signal produced by each detector cell changes from its
normal value by an amount sufficient to indicate the presence of a target in
the field of view of that cell. Obviously, in order to accomplish this ob-
jective it is nece§sary to establish what the normal value is. Unfortunate-
ly, the normal value may be different for each cell and it will probably be
a slowly changing function of time. Because of the large number of cells in
each array, this operation alone represents a substantial computational
load. However, there are other operations that must be performed regardless
of what technique 1is selected to make a decision. Hence, the purpose of
this section is to list some of these signal processing requirements as a

preliminary to selecting a proposed system.

A/D Conversion: Because of the large number of opérations that need to be
performed it appears that the only feasible approach is to accomplish them
digitally. Thus, the first step in any system is to convert the analog sig-
nals that come from the CCD into digital form. The major considerations in
performing this conversion are the number of quantizing levels used and the

ampl itude separation represented by these levels. There is little point in

12
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having each quantum smaller than the rms noise associated with the signal

from each cell. It is anticipated that the rms noise will be on the order ]
of 1 millivolt.

The typical mean value of the voltage from each cell will range from
100 to 400 millivolts, and can be limited to this range, or a smaller range, 1
by controlling stare time. Hence, it appears that 256 amplitude levels,
separated by 1 millivolt, should provide an adequate range. Furthermore,
256 levels requires only 8 bits out of the A/D converter and this is a con-
venient number for most microprocessors to handle.

Since the CCD is read out serially, a single A/D converter is all that
is required for each array. Each conversion should be accomplished in about

4 microseconds.

Stare-Time Control: The photon count on each cell of the array may change by N

factors of 50 to 100 between day and night operation or because of changes
in background conditions. It appears to be necessary, therefore, to be able
to change the stare time in order to avoid CCD saturation at one extreme or
signals at the noise level at the other extreme. Because the ambient il-
lumination affects all cells in the array, a reasonable approach to develop-
ing an appropriate control signal is to determine an average signal over all
cells, or at |least over a subset of cells that spans the overall field of
view. Hence, another operation that must be performed in any system is that

of averaging signals across the array at any one stare time.

Reference Signal Construction: Any decision operation must be based on com-
paring the most recent output from the array with a reference signal of some
sort. There are a variety of possibilities for the choice of a reference

signal, including:

13
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a) Previous array output

b) A time average of previous array outputs

c¢) Adjacent cell outputs at the same time

d) A combination of (a) and (c).
Regardless of which method is selected, however, some operations must be
performed on the signals from the array in order to construct the desired

reference signal.

Comparison Operation: Several different methods of making the comparison

between the reference signal and the current array output are also possible.

The most common operations are subtraction and correlation.

Decision Operation: After the comparison has been performed, it is necessary

to make a decision as to the significance of the ccmparison result.
Although the ultimate decision is binary, (i.e., either there is an intruder
or not) that decision may be arrived at by making several preliminary deci-
sions. Thus, the eventual decision may require a significant amount of data

processing.

False Alarm Control: It is always possible to improve the probability of

correctly deciding that an intruder is present at the expense of increasing
the probability of false alarm. Since the average level of the signals out
of the array may change over a wide range, the appropriate level at which a
decision of intruder present should be made will also change. Thus, in ord-
er to maintain the probability of false alarm at a satisfactorily small
value, it is nessary to adjust the decision levels as external conditions
change. This implies that some computation must be performed in order to

determine what the appropriate levels are at any instant of time.

14
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Automatic Self-Checking: There is a finite probability that any given cell

in the array may fail. Such a failure may result in a false alarm, if it
occurs rapidly, but a slow deterioration might never be observed in this
way . Therefore, it is essential that some provision be made for automati-
cally checking the quality of each cell on a periodic basis. This check re-

quires some additional processing capability in the system.

2.2.2 Data Storage Requirements

The data storage requirement of the processing system 1is addressed
separately because it is a vital factor in determining what is feasible and
what is not. It is not intended to discuss the requirements in detail here,
but only to outline the scope of the problem.

First it may be noted that to store the data from one stare time re-
quires 8 x 256 = 2048 bits of storage. Next, suppose the reference signal
were constructed from an average over all of the data for the previous 60
seconds, and that the stare time is 0.1 seconds. The total storage require-

ment for this one function for this single array would be

B = %‘} x 2048 = 1.2288 x 10° bits

It is clear that some compromise must be made between requirements that are
desirable and those that are feasible.

Other parts of the system also require data storage. For example, most
targets will be in the field of view for several stare times. If the target
is one that is difficult to detect it may be desirable to utilize the data
from several stare times 1in order to make the decision. Thus, it may be
necessary to store data before making the comparison and again before making

the decision.

15
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2.2.3

The intent of this section is to list other aspects of

mance

Other Considerations

system perfor-

that need to be considered in proposing a tentative system design.

These aspects will not be discussed in detail; in fact, the requirements are

sel f-evident in most cases.

a)

b)

c)

d)

e)

f)

g)

The system must operate over a wide range of temperatures. In
this regard, the use of digital processing is a considerable

advantage.

No manual adjustments should be required after the initial in-

stallation.

The system must respond to both slowly moving and rapidly mov-
ing intruders. The slowest speed of interest is on the order
of .025 m/s and greatest speed of interest is on the order of

40 m/s.

The system should function under adverse weather conditions

such as fog, rain, and snow.

The system should be capable of distinguishing between small
intruders, such as rabbits and squirrels, and larger intruders

such as dogs and men.

The system should ignore natural phenomena such as clouds, sun

glint, (ighting, etc.

The system should ignore lights in the field of view that are
turned on or off and reflections from headlights of vehicles

passing outside the field of view.

16




h) System cost, reliability, and maintainability are also impor-
tant characteristics, but they cannot be adequately addressed

in this preliminary study.

2.2.4 Survey of Candidate Systems

One way of classifying different processing systems 1is to base the

4
classification on the form of the reference and type of comparison that is
made. On this basis the most promising candidates for consideration may be

tabulated as shown in Table I. Any combination of one reference signal and

one comparison method constitutes a candidate system; thus defining eight

systems.
Table I. Classification of Candidate Systems
Reference Signal Comparison Method
1. Previous output, same cell A. Difference
2. Adjacent cell, same time B. Correlation

3. Previous output and adjacent cell
4. Average of previous outputs,

same cell

It is not the purpose of this section to present analyses of all candi-
date systems. Instead, some problems with specific techniques that are
deemed to be sufficiently serious to discourage further consideration will
be pointed out.

The difficulty with using the previous output from each cell as the
reference (1) 1is that for a slowly moving target the change in cell output
from one stare time to the next may be insufficient to provide detection.
This difficulty can be alleviated to some extent by using the output that

occurred n stare times earlier as the reference. A further difficulty with
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either approach, however, is that the reference is just as noisy as the raw
data and, hence, larger signals are required to achieve a good probability
of detection along with a small probability of false alarm.

When the reference is derived from the adjacent cell (or cells) (2)
there are two difficulties. One problem arises if one cell is constantly
viewing a discrete object that is different from the rest of the background
(e.g., a lamppost or signpost). If no past history is used, this cell will
always declare a target present. The second difficulty is the noise in the
reference as discussed above.

Using (1) and (2) in combination (3) represents a more viable approach
than either one above. However, it appears to cfier no advantage over (4)
and, when employed to extent that appears to be necessary, is even more com-
plex to implement.

The correlation method of comparison is considered next. A possible
method of accomplishing this 1is shown in Fig. 2-1. Although the method
shown here involes correlation with the preceding sample only, it can be ex-
tended to include more than one previous sample. The input, xk(z), is the

output of the

x (2) +
» X | Y, (2)

2
"

Delay xk(g-|)

Fig. 2-1. Correlation method of comparison.

kth sensor cell at the #th stare time, and the reference, My, is the mean

value of this output. If a change of Ax occurs in the signal at the Lth

18
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stare time and if there are independent noises at the two stare times,

the output yk(l) is

i

2
yk(L) [mk+Ax+nk(l)][mk+nk(1-1)] -m

k

Ax[mk+nk(l-1)] + mkEnk(l)+n (2-1)] + n

k

The mean value of this output is

then

k(l)nk(l-‘l) (2-1)

E[yk(L)J = m Ax Le=2)

and its variance is

Var[yk(l)] = 0: + (Ax+2m)2 og (2-3)
where cs is the variance of the noise. Thus, the signal-to-noise ratio at
the output is

2
(m, Ax) 2
(SNR) _ = k < (8x) (2-4)
c 22 4
o +(Ax+2mk) g o A 2 2
n n Ny A%, 52
2 m
me k

The difference method of comparison is shown in Fig. 2-2.

Xk(l) + /_\

> vy, (2)

Fig. 2-2. Difference method of comparison.

Under the same circumstances as above, the output in this case is

19
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Y2 = [mk tAx +n (D] -m =4x+n (L)
The mean value of this output is

EEyk(z)] = AX
and its variance is
2

Var[yk(l)] &g

yielding a signal-to-noise ratio of

It is this system that is analyzed in more detail..

20

Thus, the candidate system that appears to have the greatest promise is

(2=5)

(2-6)

2-7)

(2-8)

Comparison of (2-8) with (2-4) reveals that the difference method of
comparison yields a higher signal-to-noise ratio under all circumstances.
This aspect, combined with the fact that the correlation method is more dif-

{ ficult to implement, appears to dictate the use of the difference method.

AA.
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2.3 PROPOSED SYSTEM DESIGN

33211 General Description

The system that is proposed for analysis and evaluation is one in which
the reference signal is constructed by averaging the output of each cell
over a time interval that is long compared to the time that an intruder is
likely to remain 1in the field of view, and the comparison is made by sub-
tracting the reference signal from the most recent output of each cell. A
block diagram of this system is shown in Fig. 3-1, and the operation per-

formed by each block are discussed in the following paragraphs.

Sensor Array. This block contains the IR detector ceils, the CCD, and the
associated circuitry required to read out the signals from the CCD. The

stare time adjustment is also accomplished here.

A/D Converter. Converts each output from the CCD into an 8-bit binary se-
quence. Since there are 4u seconds for each converson, the bit rate out of
the A/D converter is 2Mbps during read out. Data is available for 1.024 ms
during each stare time. The output of the A/D converter is denoted as x(%),
which is a vector having 256 elements (the number of cells in the array),

each element of which is an 8-bit word.

Background Spatial Average. The outputs from a subset of cells that are

more or less uniformly spaced in the array are averaged as a means of ob-
taining a signal that can be used to adjust the stare time. If D such cells

are used, they can be defined by a vector
T - LN ]
_‘io - (0’1'0 0'1’0)

in which D of the elements are unity and the rest are zero. The average at
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each stare time is given by

c(r) =-% uT x(2)

Yp (3-1)

Stare Time Control. The value of c(2) is used to make adjustments in the

stare time. A possible rule for doing this is as follows:

1) Set two thresholds, c4 and Cor where sy is somewhat lower than the

level at which saturation occurs and <y is on the order of 250 mv

less than Cye

2) Adjustments to stare time are:
¢ < c(L) f.cz: No change
c(r) > cyt Reduce stare time by 2
c(r) < Cqt Increase stare time by 2
The value of D must be large enough that the presence of a target in

one of the cells entering into the average of (3-1) will not significantly

affect the average. It is believed that D

16 is sufficient. In this case

the elements of Yp would be

"
—_

Uy s WEhG® VY g " FEGN B ey 1S

=0 , otherwise .

It may be noted that a decision to change or not change the stare time
is made after each stare time and that there is no long- term time average.

Such a time average is not necessary because the hysteresis in the decision

rule prevents oscillation across the boundary.

Target Time Average. The possibility of averaging the target signal over
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several stare times is included in order to take advantage of the fact that
most targets remain in the field of view for several stare times. Subse-
quent evaluation of the system performance indicates that such averaging is
probably not necessary under most circumstances, but the possibility is re-
tained here in order to insure the greatest system flexibility.

The target time average for each cell is the average of the M most re-

cent outputs for that cell. Thus, it may be defined as
1 M-1
Y =g mz=:0 x(2=m) (3-2)

If this operation is not used, then M=1 and y(2) = x(2). If this operation
is wused, the value of M should be no larger than is necessary tc span the
number of stare time that the fastest moving small target is in the field of

view.

Background Time Average. It is necessary to geﬁerate a reference signal for
each cell.~ The method employed here is to perform a long~-time average on
the backgrouna signal generated by each cell. Sincé the important criterion
is the length of time over which the average is taken rather than the number
of samples actually averaged, the proposed method performs the average over
a set of stare times separated in time by P stare time intervals in order to
reduce data storage requirements. Thus, the background time average can be

expressed as

|-

N
m(p') = Y. xfP(a'=n)] (3~3)
5 n=1

in which the index &' = &/P corresponds to every Pth stare time. The total

time interval over which this average is taken is PNt' and should be long

24
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compared to the time that a target remains in the field of view. This is
because any target that remains in the field of view this long becomes part
of the background average and is no longer detectable.

Although the product PN is the important parameter for this operation,
the parameter N does play a role in determining the variance of the average.
In order to reduce this variance to a value significantly smaller than the

variance of the target signal, it is necessary that N>>M.

Store and Re-sample. Since a new reference signal 1is created only once

every P stare times, but a reference is needed every stare time, it is
necessary to store the reference signal and re-sample it at the higher rate.

Thus, there will be P successive vectors, m(2), that are identical.

Comparison Operation. The comparison operation in this sytem is simple vec-

tor subtraction. Thus,
2@ = y(u) = m(n) (3-4)

in which each element of z(1) is the difference betweer the output of that
particular cell and the background average for that particular cell. In the
absence of a target, each element of z(%) is an 8-bit word representing a

zero-mean random variable.

Absolute Value Operation. The change in the mean value of z(%) that results

from a target entering the field of view can be either positive or negative.
In order to avoid the need ftor establishing two inre<holds, it convenient to
perform an absolute-value operation. Thus, w(L) is a vector, each element
of which is the absolute value of the corresponding element of 2(L). That

is, the kth element is
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W () = Izk(z)l (3-5)

Threshold Computation. The decision as to the presence or absence of a tar~

get is based on comparing each element of w(k) with a threshold b(L). The
proper value for the threshold depends upon the variance of w(L). As is
shown subsequently, this variance is uniquely related to the mean value of
m(2). Thus, this vector provides the input necessary to calculate the
correct threshold values. The threshold also depends upon the desired pro-
bability of false alarm. The method of calculation is described in a subse-

querit section.

Threshold Operation. This operation compares each element of w(L) with the

corresponding element of the threshold vector, b(e). If the threshold is
exceeded, a logical 1 is produced, if not a logical O 1is produced. These
results are wused to form a vector v(2), each element of which is a 3-bit
word corresponding to the outcomes of the threshold comparisons for three

adjacent cells. If the result of the ith comparison is ai(£)= 0 or 1, then

the vector v(2) is

31(1) ay (1) a3(lf
az(l) a3(z) a‘(l)
a3(l) 34(2) as(z)
v(p) = . . . (3-6)
a253(n) azs‘(L) azss(z)
356, (L) ay55(L)  ayge(L)
- n -

This will be a (254x1) vector unless the extremal cells of adjacent arrays

are incorporated in this operation, in which case it would be (256x1). This
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latter mode of operation implies a central processor operating on the out-

puts of all arrays rather than a microprocessor associated with each array.

Decision. In the absence of a target, most of the elements of v(z) are
zeros. When a detectable target enters the field of view, the elements of
v(g) corresponding to the appropriate cells will change to ones and will
remain ones for as many stare times as the target is in the field of view.
In order to provide discrimination between desired and undesired targets,
the eventual decision 1is based on the states of n/3 successive threshold
comparisons in each of the three cells associated with any element of v(L).
A decision of '"target present" is made of t or more of the comparison in any
block of n are one.

As an illustration suppose that n=12 and t=8. The: block of digits

corresponding to cells i, (i+1) and (1+2) after the %th stare time would be
ai(L) ai+1(t) ai+2(z) ,

Vi(L) = 3-7

a.i(R.-Z) a.i+1(l"2) ai+2('--2)

ai(z-B) ai+1(z-3) ai+2(t-3)

- -
If 8 or more of these digits are ones, a decision of '"target present" is

made. If not, a decision of “no target" is made. This decision operation

is performed once every stare time.

Self-Checking Feature. An essential part of the proposed system is the

ability to periodically check its own operation and give an indication that
all cells are functioning and that all of the computation is being performed
correctly. This feature 1is indicated on the block diagram of Fig. 3-1 by

the 1npdt to the decision block labeled "Initiate Zero Count"”, and function
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is performed as follows:

D) At appropriate time intervals (e.g., once every five minutes) a
heater near the sensor array i1s activated. This heater should
have a short time constant (<0.1 second) and be positioned so that
all cells of the sensor are illuminated equally. The temperature
differential established by the heater should be slightly greater

than that necessary to result in a decision of target present.

2) At the time the heater is activated, the decision logic should be
altered to count the number of zeros in every set of n observation

rather than the number of ones, and t is set equal to n/3.

3) If the system is operating properly, every threshold should be ex-
ceeded and there should be no zeros. If any cell is not function-
ing, it will produce zeros and an alarm will be sounded for that
cell. Likewise if the thresholds or the computations are in-
correct, and if this error has not previously caused an alarm, it

will do so when the decision is complemented.

2.3.2 Analysis of System Operation

Although the system operation described above appears to be complex,
because of the large amount of data that needs to be handled in each step,
the analysis of this operation is really quite straightforward. Because the
operations performed on the output of each cell of the sensor are the same,
the analysis is carried out for a single cell. To further simplify the
analysis, the output of each cell is considered to be a continuous random
variable rather than a quantized one. Hence, the analysis is for an analog

system rather than a digital one. Because the quantizing error is much
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smal ler than the expected signal levels, either with or without a target,
this approximation should be a good one. Furthermore, it should be em-
phasized that the computer evaluation of the system did perform the ap-
propriate quantization so that even this approximation did not exist in that
study.

When there is no target present, the output of any one cell in any one
stare time is a random variable, xg* Because of the Poisson distribution of
the number of electrons contributing to this output, the random variable XQ

has a mean value of
m. = gN (3-8)

where NB is the average number of electrons as defined by (1-11) or (1-12),

and

B = s (3-9)

e
0

where e = 1.6x10™ 17

coulombs 1is the electronic charge and Co is the
equivalent capacitance of the CCD transfer circuit that determines the out-
put voltage. For example, if g = 0.5 pF, as assumed in our calculations,

then 8 = 3.2x10-7. Because the variance of a Poisson distribution is the

same as its mean, the random variable X has a variance of

Because NB is so large, it is reasonable to assume that Xp is a con-
tinuously distributed random variable with a Gauésian probability density
function. It is further assumed that the variations in Xg are independent
from one stare time to the next because the variations in the number of

electrons are independent. Thus, it is possible to express the means and
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variances of the target time average and the backgrond time average, when no

target is present, in terms of my and og. The target time average is

M~
=10

~
n
b~ Y

1
X
0 m

where Xg is the cell output at the mth stare time preceding the current one.

It follows that the mean value of y is
yn = ELy] = EE] = m-=m 3-11)
0 1L b m W o 0 0

Similarly, because of independence, the variance of y is

o = E[(y-y)z] = ECCX_=xpn) (X 0=Xn) ]
yo ';§ &t wieh m g s 0
2
M=1 M-1 o
= 3 ) 2 1 2 0
= EC(x -xq) ] = 2 Su . (3-12)
;? m=0 i ;? m=0 i
The background time average is
1 N
m=y 2;‘,1 e (3-13)

where is the cell output at nPth stare time preceding the current one.

By analogy to (3-11) and (3-12), the mean and variance of this average is

ﬁb =mg (3-14)
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Bl s (3-15)
mo N

The output of the comparison operation is
zZ = y-m (3-16)

If it is assumed that P>M, a condition that will almost certainly be true,
then Y and M contain no outputs from the same stare times and, hence, will

be independent. Thus, the mean and variance of z, when there is no target,

are
RE R S R 0 (3=17)
and
CARE e SR e i T o
%50 = 0Y0+0m0 = ao[u +&] (3-18)
Since z is also a Gaussian random variable, the probability that its
magnitude

W= |z| (3-19)

exceeds a threshold value, b, is simply

(o}

p_ = Prlz>b] + Prlz<-b] = 2 @ [JLJ (3-20)
20

where

is the complementary Gaussian distribution function. The relation
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QCa) = 1-Q(-a) (3~21)

is also used in evaluating that portion of (3-20) that pertains to z<-b. the
probability p0 is related to the probability of false alarm and this rela-
tionship is derived subsequently.

When a target enters the field of view of any cell, both the mean and

variance of the cell output change. Specifically, the new mean value is
(3-22)

where NT is the average number of electrons as defined by (1-15) or (1-16).

Similarly, the new variance becomes
g, = BN (3-23)

However, these values will change from stare time to stare time as the tar-

get moves into and out of the field of view; that is, the fractional area §

is a function of time. It is necessary, therefore, to expand t above no-

tation to let m, be the mean value of the cell output at the &th stare time,
2

when a target is present, and oy is the variance at the same time.

The target time average at the Lth stare time, by analogy to (3-11), is

_ 4 M ;M=
A mz=:0 E[Xm] =1 mz'—':O My (3-24)

and the variance, by analogy to (3-12), is

M -1

-1
2 1 [ L

El(x_=x )%] = - O, (3-25)
=0 i me m=0 -

o . =
yr 42

=N

The background time average can be handled in a similar fashion to

yield a mean and variance of
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O ¥
m, = N P2 m—np (3-26)
and
N
AL = 2 N
Uy!l, = ;2— %‘1 %P (3-27)

Again under the assumption that P > M, the mean and variance of zl, the

output of the comparison circuit, are

§ 118
m,_ = m __ - m £5-28)
29 WM i=h Lem N o %,=nP
and
M-1 N

2 1 2 1 2
oo e z: A z: ori (3-29)
Z4 ;?- m=0 bl K? n=1 i=nf :

It may be noted that the mean value is no longer zero. Hence, the probabil-

ity that ¥, = |zl| will exceed the threshold b is not the same as it was

when there was no target present. The situation isrrepresented graphically

in Fig. 3-2. It is clear that the probability that w, exceeds
P(zz)

No target — Target present

{
)

=b 0 b m o

Fig. 3-2. [Illustrating the probability of exceeding the threshold.

33

I L NS~ A

e v ¥ 2 ' : e e




the threshold is

+ -
. Pr [29.>b] Pr [zg< b]

©
]

m_ - m_ +b
1-q|—2% + Q2% (3-30)
OZR, OZE

The probability pz is related to the probability of detection and this rela-
tionship is presented subsequently.
It may also be noted that (3-30) includes the case of no target simply

by setting ng=0 and P .
For computational purposes it is convenient to catculate the signal-
to-~noise ratio for each stare time since this parameter is the one that is

most significant in determining the performance. The signal-to-noise ratio

for the gth stare time is

(m -m )2

(SNR) = —i—zi'—— (3-31)

%

From this definition, an average signal-to-noise ratio for the target time

average can be expressed symbolically as

M-=1
5
‘/(smz)T =g 2 ‘/(sun)l_m (3-32)

Similarly, an average signal-to-noise ratio for the background time average

can be expressed symbolically as
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=
w

"
zj_h
L

Also let
A ml-mo
L mo
and define
1 M-1
oy S Sy
M= m=0 .
and

N
e
SB-F b Sy-np

3
1}
-

Finally, define

_MN
6= WN
and
d=atp /2)
(o]

“(SNR)E_nP

(3-33)

(3-34)

(3-35)

(3-36)

(3-37)

where Po is the desired value of Po as determined by the desired probability

of false alarm and Q '(*) is the inverse Q-function.

threshold value, b, is

35

Thus, from (3-20)

(3-38)




If all of the above definitions are substituted into (3-30), the result

is

NO(S 541 ECS 541

N(SNR) 2 ﬂsun)a ~d \G N(SNR)T 2 ‘/csmz)a +d
= 1-q +Q (3-39)

The advantage to this formulation can be seen by writing the signal-to~noise

ratio at the tth stare time, (3-31), as

2 2 2
m, - ~8Ng N, =N
GBNB) «—2 0 “rs > i (3-40)
. 3 2 N
o] B°N B
o B

and the parameter Sl, (3-34), as

m,=m BN+, =BN
W it T TR B _ . o
51 e = BNB = N (3-41)

It is noted that these parameters can be expressed entirely in terms of the

number of electrons and do not require a knowledge of the parameter B which

- converts electrons to volts. Thus, (3-39) is general and would be applica-

ble to any array of sensors having any transfer efficieny for the CCD.

It is true that a knowledge of B is necessary to actually evaluate the
threshold b as defined by (3-38). However, the value of b is only required
in the operating system and is not required in calculating Py In the
operating system, % (which is a factor of b) is proportional to ‘ﬁ;; and an
estimate of m, is continuously available at the output of the background
time average. Thus, b is proportional to ‘ﬁi: and the constant of propor-

tionality is obtained from actual adjustment in the operating system to

achieve the desired performance.
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The final step in the analysis of system operation is to relate Py and
pl to the probability of false alarm and the probability of detection. As
discussed in Sec. 2.3.1, the final decision is based on observing the number
of times the threshold has been exceeded in the n/3 most recent stare times
in 3 adjacent channels. If t or more of these observations exceed the
threshold, a decision of '"target present'" is made.

For the case in which a target is not actually present, the probability
of false alarm is related to Po by the binomial distribution since Py is the

probability that noise alone will exceed the threshold. Thus, the probabil-

ity of false alarm is given by
n-t [n § bn-j
Pe = ;L‘b ; -py)” pg (3-42)

The importance of this relation lies in the fact that extremely small values
of PF can be obtained with only moderately small valuéé of Poe

By way of illustrating the above point, suppose fhat a5 km perimeter
is viewed by 130 arrays each containing 256 sensors and each sensor views
0.15 m of the perimeter. Thus, there are a total of 33280 sensors. If only
one false alarm per day, due to system noise, is desired, and if the stare
time is 0.1 second, then the probability of false alarm for each sensor

would have to be
P, = % = 3.48 x 10711

which is an extremely smal! value. However, by selecting n=12 and t=8, the
Po required to achieve this is 0.0229.
wWhen a target enters the field of view, not all of the P, will have the

same value since they correspond to different observation times and dif-
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ferent cells. Thus, there will be a set of n values of P, Designate these
n values as P; and let q; = 1-pi. The probability of detection is then

given by
t=1
PD =1 = ]z=:o (p_i seee pk qf soee qg) (3-43)

where the second sum is<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>