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e INTRODUCTORY CONCEPTS

Transform coding was invented in the late 1960s. It has been close to
ten years since various formulations of transform coding algorithms have

been utilized; however, practical implementations only recently have been

considered.

The primary purpose of this chapter is to review the progress to
date on transform image coding. The discussion, in part, attempts to
present the progress in the transform coding through an historical review.
In addition, a critical review of this field is provided. A transform coding
algorithm requires a relatively complicated implementation. Thus, impact
on hardware design also must be considered. In addition to reviewing the
field as it exists, an attempt is made to extrapolate into the future regard-
ing potential implementations. By necessity, the opinion presented here is
a personal hypothesis.

Because of the complicated nature of transform coding, it is necessary
to demonstrate that potential implementations are likely to be of significant
advantage. In this introductory section, theoretical background appropriate
to transform coding is reviewed. The formalism is also developed which

permits the analysis and critical review of this technology.

1. IMAGE CODING MOTIVATIONS
When a complex procedure such as transform technique is considered

for data compression and, specifically, for image coding, it is important to

trade off hardware complexity with potential benefits.
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Transform techniques are more complex than other conventional and

classical data compression algorithms. One should expect excellent perfor-
mance given the complexity of transform algorithms. It will be demonstrated
that, for nonadaptive transform technique implementations, only small future
advances are expected. Further additional advances are expected primarily

in adaptive techniques.

7 THEORETICAL BACKGROUNDS

Since several excellert reviews on transform coding concepts are
available (Huang, 1972; Huang and Tretak, 1972; Huang, et al, 1971;
Pearson, 1975; Schreiber, 1967; Wintz, 1972), only a short discussion is
given here. In particular, Wintz provides concise explanation on the rele-
vant theoretical backgrounds.

First, a definition of transform coding is given. The data com-
pression technique transform or block coding is a procedure where a set of
source elements is coded as a unit. The term 'transform' indicates that
the original set of elements is first processed by an invertible transforma-
tion prior to encoding. Motivation for this procedure is provided by the
statistical characterization of typical pictures.

Several recent papers have analyzed the theoretical concepts associated
with transform coding (Jain, 1976). However, the original paper by Huang
and Schultheiss (1963) is still an excellent basic reference for a description
of the advantages of certain transformations prior to encoding. The authors

demonstrate that, for a correlated Gaussian source, optimum encoding
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constists of two steps. These are the decorrelation process followed by the
application of a memoryless quantizer on the output of the transformation.
[f the Gaussian assumption can be extended to image sources, then the

optimum encoding should always first involve a decorrelation procedure.

For Gaussian sources, decorrelation implies statistical independence

L

(Papoulis, 1965). Consequently, the decorrelated samples provide informa-
tion only about themselves.

[he optimum transform for decorrelation has also been discussed
extensively in the literature, and it is usually wdentified as the RKarhunen-
Loeve (K-1) or Hotoling transformation (Habibi and Wintz, 1971). Thus,
the early concepts indicated the desirability of a decorrelating transtorm
and provided motivation for transform coding.

Other coding aspects can be related to the relationship between comi-
pression rate and distortion. Again, the available literature is quite exten-
sive. The primary and obvious consideration is that transtorm coding
introduces a distortion which 1s a function ot the desired compression rate.
The understanding of the tradeotf between rate (R) and distortion (D) will
lead to practical procedures, i.e., tor an at least locally stationary pro-
cedure, the relationship between rate and distortion leads to usetul
algorithms. It is demonstrated that the rate-versus-distortion tormalism s
fundamental in the proper design of a highly adaptive coding system. The

"

appropriate formalism is developed as needed for the appropriate adaptive

techniques.
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¥ PRACTICAL CONSTRAINTS

In order to establish a framework within which several different and
possibly competing designs can be compared, it 1s necessary to define
certain evaluation criteria. It is attempted here to present a somewhat
simplified but practical demonstration of various theoretical information
concepts. ‘The concepts are presented as subsequent aids for tradeoff
analyses of various designs. The following three primary quantities or
parameters are considered: cost (C), distortion (D), and rate (R).
For example, in Figure 1 several curves are shown which are represen-
tative of the typical functional relationships among the three paramecters.
Of these quantities, only the rate is well defined; it will always refer to
the appropriate channel operation rate.

The term ''distortion’' is somewhat ambiguous. Frequently, this
parameter is defined as the mean square error. In subsequent discussions
in this chapter, the distortion parameter provides the mechanism by which
the rate is controlled.

The ""cost' is difficult to define. It can be defined in several different,
although related, ways. Cost may imply financial investment in the design
and hardware complexity. In many cases, an adaptive technique by itself
may not be too complicated. However, the required channel protection
necessitates added complexity which must be factored into the overall design.

|
Even without the clear definition of the distortion and the cost parameters,

the behavior shown in Figure 1 schematically indicates the potential

10




DISTORTION (D)

RATE (R)

Figure 1. '"Typical' Distortion (D) vs Rate (R) Curves
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tradeoff among the three fundamental parameters: channel capacity,
timage quality, and the complexity ot the design.

To be meaningful, the distortion measure should be related to image
quality. In general, reasonable correlation exists between distortion and
what appears to be a perceived image quality measure. Based on the
general behavior of the presented curves, several conclusions may be
drawn. Regardless of cost, with coding at a fixed rate, the attainable
distortion or, equivalently, image quality is restricted to a certain range.
In other words, only Limited gain 1s achieved by going to more complex
designs.

Equivalently, for a desired image quality and rate, the design may be
rather expensive. [t sutfices to say that the cost aspects are complex and
numerous. A fair portion of cost analysis to date 1s cither ot questionable
value because of the rapidly changing hardware technology or irrelevant
because of the context in which it was made.

For example, in transtorm coding, it is necessary to reformat the
image into blocks, tmasmuch as the normal ordering ot picture clements
(pixels or pels) follows the conventional raster scan. The input requirve-
ment by the transtform coder necessitates a block ordering.  This con-
sideration 1s unumportant tor a video type mmplementation.  However, the
appropriate memory consideration {or reformatting becomes a major cost
factor in the case of large size tmage tormats.

Technology advances in terms of special purpose analog devices and

general digital equipment have created a signiticant change i the attitude ot




designers as to what is reasonable to compute in a practical device. It was
only a few years ago that implementation of a sinusoidal type of transform for
a practical device was totally unacceptable, primarily on the basis of cost.
But, based on current technology, the same computation may represent only
a fraction of the cost associated with complicated coding equipment. The
complexity associated with reformatting is probably more demanding for

large size image formats.

4. IMPLEMENTATION CONCEPTS

Up to this point, the design constraints introduced were in terms of
basic parameters of the coding process. It is important also to consider
building blocks of the coding device from the standpoint of both general
availability and hardware complexity. In general, the following device con-
siderations apply: memory, arithmetic operations, control units, and
auxiliary operations. Superficially, these concepts also would be utilized
for the design of a computer.

The similarity is not really surprising. An image coding algorithm
implemented in the digital domain is functionally a special purpose computer.
However, fundamental laws of information theory also explicitly apply for a
data compression device. The previous schematic curves of Figure 1 are
the result of the appropriate constraints of information theory. Thus,
despite the willingness to apply high-speed arithmetical operations, the poten-
tial performance gain in additional compression may r.ot be too significant.

On the other hand, basic concepts associated with the compression device

13
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can be functionally described 1n terms ot computer terminology such as

memory management and arithmetic operations.

Another general concept of significant importance is the relative com
plexity between the compressor and the expander. For most implementa-
tions, the compressor is hikely to be more complicated than the decoder.
I'he reasons are tundamental. The decoder 1s slaved to the coder; it can
make no independent decisions.  Conversely, the coding device has not only
the same intormation available to the decoder, it has access to the original
source. Consequently, it has the option of making decisions based on the
availability of the original image.

I'he distinction in complexity between coder and decoder is not par -
ticularly significant tor nonadaptive algorithms. [t becomes rather tmpor-
tant tor adaptive procedures. For more complex and sophisticated com-
pression schemes, the coder is likely to be significantly more complex than
the decoder. Although this observation is useful tor the design ot image
coding systems, it is unfortunate that, for most ditticult image coding
problems, the coder ts more constrained than the decoder. The usual con-
straints are hardware utilization, power consumption, e¢tce. Two obvious
examples are satellite applications such as Landsat and the remotely piloted
vehicle, For these applications, the coder complexity is severely limited.

Conversely, the decoding process can allow tor relatively preater complexity

(Habibi, 1975a; Habibi and Samulon, 1975).




In terms of an overview, an attempt is made in this chapter to
categorize various actual and potential designs via the introduced concepts.
Specifically, memory, arithmetical operation, and complexity of controller

functions are considered.

COMMUNICATION MODELS

[he various concepts arce introduced as they relate to image compres -
sion. [t is important to realize that the concepts must be consistent with
the fundamental constraints of the communication system. Image coding is
a source coding procedure (Gallager, 1968). However, the source coding
procedure also must be acceptable to a realistic communications environ-
ment (Shannon, 1948; Shannon and Weaver, 1949). These considerations
are likely to become important for specific implementations. Virtually in
all cases, the compressed data will be transmitted through a fixed capacity
channel. For a nonadaptive data compression system, no unusual problem
exists. However, for a variable rate compression system, a major con-
straint is introduced. In Section D, this problem is analyzed in detail.

Another problem arca involves real-time image coding application
jointly with voice transmission. An obvious example is the picture/phone
type application. lIlere, the constraint is that not only the communication
system must operate in real time, but unreasonable delays relative to voice
transmission are not acceptable. This consideration is important whenever
the expected response from the receiver is near instantaneous after the

source completes the generation of its information.

15
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Although transform coding techniques applicable to interframe

applications are tew, the previously introduced concepts imply practical
constraints. In picture/phone application, three-dimensional transform
coding cannot be applied to more than a few trames. If the coder simul-
taneously operates on several frames, an inherent delay in transmission
with respect to voice will develop. The same constraint does not exist in
a television broadcast application where a constant time delay i1s unimpor-
tant. For variable rate techniques, the required buffering develops into a
valid and realistic constraint.

Channel noise is a subject that also deserves comment within this
introductory section. However, it 1s by design (based perhaps on a personal
bias of this author) that the source coding problem is handled separately
from the channel coding problem. The latter problem is to maintain reliable
communication through a noisy channel. Noise immunity or the lack of it
in certain source encoding procedures i1s of some concern. But it is a

-
rather unreasonable approach to require that a source encoding procedure
be useful and operational in a noisy environment. However, in an overall
communication design problem, the channel coding problem should.be
carefully analyzed.

Basically, the following philosophy is offered. First, one should design
an optimum source encoding procedure. Next, the developed design should
be appended or modified to be consistent with the need tor channel error
protection or detection procedures. This philosophy is likely to be reason-

able for most source coding, particularly for transtorm coding procedures.




Transform coding techniques are more complex than most classical

source coding procedures operating on individual picture elements. Thus,
although additional hardware is involved, the incorporation of channel
coding increases the overall hardware complexity only slightly. Several
studies analyzed the inherent noise immunity of several source coding
techniques including transform coding. These considerations are basically
limited to nonadaptive, fixed rate techniques (Pratt, ct al., 1974).

For adaptive, variable rate techniques, additional considerations should
be followed when an actual communication system is designed. One approach
is to eliminate bit errors via the appropriate channel coding implementation.
The second approach only considers catastrophic errors. Again, the pri-
mary relevance is to adaptive systems. A catastrophic error may prevent
the decoding of all subsequently transmitted information.

The avoidance of catastrophic errors can be achieved through syn-
chronization procedures. This procedure periodically reinitializes the
transmission. If the anticipated bit error rate is low, this procedure is
perfectly acceptable. This synchronization loss due to catastrophic error
can only affect a limited section of the image. Ixcept for occasional
comments relating to specific designs, the remaining portion of this chapter
ignores the channel coding problem.

An additional reason for delegating the channel error sensitivity prob-

lem to another field is the constant research for more efficient compression

techniques. Since these techniques will be the adaptive and variable rate




types, it is unrealistic to process the output of these algorithms through
unprotected noisy channels. So, consequently, once a decision is made to
utilize a variable rate technique, it is necessary to eliminate or at least
minimize channel errors. Failure to do so prevents the utilization of

variable rate techniques.

B. IMAGE MODE LS

1. GENERALIZED IMAGING SYSTEM

The output to the source encoding procedure is an analog function for
image coding. At the destination, the image is viewed in analog form.
Transform coding similar to other data compression systems utilizes digital
techniques. Yet, the basic information, the image, in its original form is
analog.

In general, the digitized image is considered as the original input to
the coding procedure. Thus, the original analog nature of the image is
ignored. As it will be shown in this section, the compression-introduced de-
gradations nvay be of the same order of magnitude as the errors introduced
by the imaging.

A generalized imaging system is illustrated in Figure 2. It should be
emphasized that the imaging system introduces an additional problem in the
sense that it superimposes its own characteristics on the source. It is
stated that, in the image, it is not the natural redundancy associated with the

:
original scene, but rather the impact of the particular imaging system which

dominates.

18
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The image redundancy is quantified through its correlation model.
Transform as well as other data compression techniques achieve the appro-
priate bandwidth reduction because the source (e.g., image) is correlated.
A reasonable question may attempt to separate the correlation properties
between the scene and its sampled equivalent. Reasonable assumption can
be made about scene correlation. It can be easily demonstrated that the
effective correlation in the sampled digital image is to a high degree induced
by the very process which produced the digital equivalent of the original
scene. While this statement may sound reasonably noncontroversial, it is
fundamentally different for the two-dimensional case, unlike, for example,
voice compression.

It is appropriate to review the steps through which image correlation
is introduced. A primary observation is that all image torming systems
act as two-dimensional low pass filters (Goodman, 1968). However, these
low pass filters cannot have sharp cutoffs.

Although the basic theory has been available for some time, the proper
consideration of this low pass filtering effect, including the permissible
classes of low pass filters, has not been made. According to Lukosz (1962),
the low pass filter associated with an ima'ging system is constrained accord-
ing to a specific function. This constraint is the result of the physical
nature of ths imaging system. The impulse response of the appropriate
linear system which represents the imaging system is restricted to be

nonnegative.

20




he same nonnegative bound is applicable tor image sampling. The

sampling 1s pertormed by measuring the local intensity in the image. An
aperture s placed over the appropriate location, I'he aperture in that
local region collects the intensity which provides the local sample value.
[his aperture tunction s also related to and constrained by the lLukose
bound.

Additional ditferences between one -dimensional (::L\\‘l{ as voice) and
tnage compression techniques should be emphastzed., For a voice com-
pression svstem, the sampling principle is readily applicable. The appro-
priate sharp low pass filter s available tollowed by the sampling process
with a narrow aperture tunction. The latter closely approximates the Dirac
delta function.  Simitarly, for voice reconstruction, the sampled data can
bhe processed agatn by an essentially pertect low pass filter resulting within
the given bandwidth in an essentially pertect reconstruction ot the original
voice.

For an image compression svstenm, pertect reconstruction is not
possible. The primary ditticulty s the unavatlability of the required pertect
low pass filter. The perfect low pass tilter implies an impulse response
which is analyvtically the sinc tunction (Goodman, 1908). The sinc tunction ?
has negative sidelobes which are not realizable according to the Lukose
bound. Although consideration of the tmaging system as related to an tmage
compression contiguration is important trom the philosophical standpoint,

significant practical conswderations also apply.  Virtually all components

of the conversion process trom the analog-to-digital domain and, similarly,
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trom the digital-to-analog domain involve the concept of realizability
relating to low pass filters. The overall effect is of considerable importance
in the design of specific image compression algorithms.

The following simple case serves as an example. A transmitted image
may contain an appreciable amount of high frequency information. Unless
the display device is capable of reconstructing the high fidelity information,
it should be transmitted. Again referring to Figure 2, it may be noted
that the generation of the digitized equivalent of the original scene involves
nonlinear mappings, linear filtering, and noise addition. These effects are
superimposed and, consequently, become an integral part of the digital
image.

In general, most coding systems do not explicitly consider the distor -
tions which are introduced by the image formation process and analog-to-

digital conversion. The so-called "eye' model indirectly includes indicated
previous characteristics. The simple Roberts (1902) technique successfully
incorporated the insensitivity of the human observer into a coding scheme.
This technique (similar to a class of so-called dither techniques) adds noise
to the image. Although the imagery is further degraded, the elimination of
the noticeable and unpleasant contouring results in improved subjective
viewing.

A transtorm image coding system introduces two types of degra-
dations: a low pass filtering effect and additive noise introduction.
The first effect is peculiar to transform coding. The sccond effect

is common to most noninformation-preserving data compression, and

e
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is the result of the requantization performed by the coder. It the noise
prior to coding i1s comparable to what 1s introduced by requantization, the
visible degradation is acceptable. The reader 1s urged to consult the
classical references on image tormation and its relevance to information
theory (e.g.. Corasweet, 1970; Fellgett and Linfoot, 1955; Huang, 1971;

Lievi, 1970).

2.  VIDEO MODELS

'he foregoing subsection provides a short review of generalized imaging

systems.  Additional specific constderations apply to video. The generalized
svstem illustrated in Figure 2 includes video. However, for television-

related compression problems, the quality of the input to the compressor 1

oL

well regulated by convention. The noise content and low pass filtering ]
associated with video recording and display are easily modeled and are
available.

Consequently, and with some justification, rescarchers of the video

compression field usually tgnore the imaging aspect of video communication.

[hese rescarchers are working in an industry well constrained by conven-

tions, and the industry is not likely to change its procedures without strong

overriding reasons (Fink, 1955, [un addition to low pass filtering and noise |
addition in video recording, color and the statistics associated with inter- ‘
frame introduce additional modeling considerations.  For the latter cate-
gories, insufficient research has been pertormed to date from the standpoint
of practical umplementation.  The problem of color mtertrame coding has

not been considered tor transtorm techniques,




I'ransform coding is attractive for video systems. One reason for
this is the relatively low quality of video. Here, the reference to quality is
made 1n the relative sense. The comparison is with optical projection or
with film-based systems. Thus, quality limitation of the video system
permits turther degradations to be introduced by the coder.

'he other singular aspect of the video system is the fairly small format
image size. The typical order of magnitude of 500 x 500 is not likely to
change. Consequently, the appropriate memory requirements, such as
buffering, are relatively straightforward. In contrast, a potentially high
quality transmission system of still photographs would involve image sizes
several orders of magnitude larger than current formats tor video.

Within the framework of a critical overview, some comments pertaining
to video systems are appropriate. The general assumption should not be
made that what ts acceptable to qualify for video 1s equally acceptable for
higher quality display systems. Another observation relates to the develop-
ment of new television cameras. Specific reference is made to charge-
coupled device (CCD) type imaging, where the quality of recorded informa-
tion may significantly improve. Consequently, if video systems improve
with the availability of improved equipment such as solid state cameras,
the permissible amount of degradation introduced by the image compression

system will have to be decreased.

. 12 STATIONARY AND NONSTATIONARY MODELS

Following the description of the physical model of image formation, it

is important to review the appropriate available mathematical models.




The common statistical models are limited, although they are useful for
the analysis of image compression systems. However, these models are
insufficient to achieve maximum compression.

few general comments relative to modeling are appropriate prior to
the analysis of the actual mathematical structures. The implementation of
a mathematical model for a-n image compression system is the mechanism
by which the a priori information is incorporated in the image coding
process (Jones, 1976). By a mathematical model, one refers to information
equally available to both the transmitter and the receiver. Most current
mathematical models are based on stationary statistics as evidenced by
implementations. In contrast, nonstationary statistics actually imply the
lack of a useful model.

Generally, modeling refers to a parameterization procedure within the
coding technique. In terms of nonstationary modeling, a 'learning'' pro-
cedure can be utilized. The learning function introduces a hierarchy of
procedures. This learning procedure may be based on the original source
in which case the appropriate model also must be transmitted. The model
could also be derived from information already transmitted to the receiver.
In this case, the model generation is without any overhead.

The conceptual schematic diagram of this type of modeling approach
is shown in Figure 3. An essentially recursive approach to image model-
ing is introduced. In subsequent sections this concept is placed on a more

concrete basis and related to specific algorithm development.
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The conventional mathematical model for image coding is the so-called
Markov model (Habibi and Wintz, 1970). In this case, the image is
describable by a correlation tunction which 1s the product of exponentials.
I'his model is restricted to one or two parameters describing the two
orthogonal directions in the image plane.  An alternative form assumes
rotational symmetry tor the correlation. Despite its simplicity, the Markov
model has achieved reasonable success for many implementations. In fact,
in recent times the Markov model has been extended to the time variable
interframe coding (Roese and Pratt, 1976). The popularity of the Markov
model is the tact that it lends itself to convenient analysis. In other words,
making the assumption that the timage is a Markov process permits a certain
amount of performance evaluation.

However, the simple Markov model has two basic limitations. (1) It
assumes that the image correlation and equivalent power spectrum can be
well modeled by the appropriate expressions. bBut why should a separable
correlation model be pertinent to an image”?  The particular symmetry may
be introduced through the process of converting the timage into the digital
form. (2) The Markov correlation model does not take into account the
probable uncorrelated component that is representative of image noise.  In
fact, the basic limitation of the Markov model is not its relative inaccuracy
but that it ignores image noise cffects.

I'he assumption of the Markov model validity is reasonable for the
original analog scene. The additional noise component in the digitized
image, particularly at higher spatial frequencies, significantly degrades

the model.




Consideration of noise in image coding suggests that an efficient coding
procedure is likely to utilize a prefilter prior to coding. Of course, a
filter prior to the compression process alters the actual model,  This
author is of the opinion that efficient compression techniques are adaptive,
Theretore, utilization of the simple Markov model, while usetul tor analysis
purposes, represents a basic limitation on the compression systen,

Image nonstationarity can be demonstrated by numerous examples.
I'wo specitic cases are of particular interest: the nonstationarity within the
original scene and the nonstationarity introduced and superimposea by the
tmaging process.  The first case 1s almost obvious. One has only to look
at any scene within his own surroundings and simply obscrve the variations
in the local structure. The second case, the effect of imaging process, is
somewhat more subtle.  The primary concept here is that ot an tmage
typrcally tnputed into an tmage coding system as a two-dimensional umage.
This two-dimensional representation is generated from the original three-
dimensional scene.

Even without attempting to cover image formation in great detail, it is
obvious that, in general, only part of the scene 1s sutficiently in tocus while
other parts are out of tocus. It 1s inetticient to represent the entire scene,
including the 1in and out of tocus regions, by the same statistical model.

Yet, no a priort intormation is available that would indicate to the decoder

which parts of the scene are in and out of tocus.
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b, VECTOR MODELS

['he image nonstationarity consideration suggests that, rather than
modeling individual pixels, one could model groups of pixels. One may
consider a set ot picture elements as an element of an ensemble of

observations.

In image coding similar to estimation theory, one utilizes two scts of
quantities: the random variables (picture elements) and the relevant
parameters associated with the random variables. [n image coding, the
parameterization is often ignored. For a more advanced modeling approach,
a two-level processing is proposed. The coding of picture elements 1s
performed as before, but one does not have the exact information about the
relevant parameters. Consequently, a parameter estimation is also
required.

The nonstationarity concept through a vector model is somewhat uncon
ventional. However, a vector model is natural tor transform coding. In
its more advanced utilization, parameterization results in a more efficient

data compression which also includes highly nonstationary techniques.

5. IMAGE QUALITY

The efficiency of an image compression technique can be quantitatively
evaluated by comparing the change in the image quality between the original
and the decoded image. Unfortunately, image quality is not well detined in
terms of mathematical formalism. The problem of quantifying the effects

of the compression, as well as any other processing step, 1s common to




several techniques and not to transform coding alone. It is necessary to

consider the image quality problem; otherwise, the discussed results are
not meaningful.

Researchers have generally utilized the mean square error as the
qunatity representative of the image quality. While mean square error
techniques have been used successfully in many areas of optimization

problems, the same evaluation procedures have been of limited use in the

application of image coding. The mean square error is appropriate to the
analysis of a stationary process. However, the concept of nonstationarity
reduces the usefulness of the classical quality measure in image coding
application.

The mean square error measure has been modified for image coding
applications, as well as for general image quality analysis, to include an
essentially prewhitening filter. The improvement although real is limited.
In fact, the '""eye' model in image coding modifies the mean square error
formalism by providing a shaping factor for the image power spectral
density.

It is necessary to quantify the efficiency, at least in a relative sense,
of various transform coding procedures. One could also compare the
various techniques in a common simulation. However, in most cases this
is not practical. The comparison of different techniques at a single facility
is a significant effort; furthermore, many compression techniques have

been designed for particular image types.
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However, there are some future directions specifically for image

coding application. The mean square error quantity is somewhat super-
ficial, because it is a global measure and does not indicate the distribution
of the error within the image. Visual demonstration of the error distribu-
tion (here, the error is the pixel-by-pixel difference between the original
and the decoded image) can yield a meaningful evaluation measure. It is
reasonable to assume that the residual error between the processed and the
original image should have small spatial structure and should be uncorre-
lated with the image.

Consequently, a successful evaluation measure, which also suggests
adaptive techniques, should result not only in a small mean square error
for a "good'" decoded image but also an error image that would appear as
white noise. Visual presentation of the appropriate error image is indica-
tive of the benefits of adaptive techniques. As shown in Figure 4, a
nonadaptive technique generates a local error structure that is highly

correlated with the original image.

<. TRANSFORM CODING

The basic block diagram representation of a transform coding-decoding
system is shown in Figure 5. The coding system consists of a reformatting
memory tollowed by the transformation and, finally, the actual coding
process. The receiver is the mirror image of decoder.

Because of the availability of published material (Tescher, 1975,

1976, 1977; Wintz, 1972), including tutorial articles, this section is
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Figure 5. Schematics of Transform Coding
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limited to a critical review rather than a comprehensive discussion of all

apsects of transform coding. The primary subjects addressed are the
actual transform and the coding of the transtorm coetficients. Untortu-
nately, most of the research work has directly related to transtorm
algorithms and not to what should be done once the transtormation is accom-
plished. In the opinion of this author, the emphasis on the transform
algorithm, essentially at the expense of the coding procedures, has resulted

in a suboptimum level of progress tor transtorm coding.

s BASIC CONCEPTS

Numerous formal papers in the literature demonstrate the principal
advantages of transform coding. Here, an attempt is made to justify trans-
form coding based on first principle. However, the mathematics is kept
rather simple.

['he basic justification of transform coding was offered by Huang and
Schulthetss (1963). They demonstrated that the optimum coding procedure
for a correlated Gaussian source consists of two steps. Decorrelation
results in an independent source which is optimally coded by a memoryless
coder. This basic concept, and the appropriate mathematical formalism,
is sufficient to introduce the K-L transform. The source uncorrelation
produces uncorrelated quantities that form the input to the coder. Farly
work in transform coding resulted in actual utilization of the K-1. transtorm

and provided impressive results (Habibi and Wintz, 1971).
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Another observation is that the Fourier transform '"tends to approach”

the K- L transform with increasing transform size. Consequently, the
Fourier transform can successfully approximate the K-L transform for
reasonably large transforms.

Thus. the basic transform coding philosophy requires an uncorrelating
transform. Furthermore, the Fourier transform is a close approximation
to the actual K-1, transform. Another important concept is adaptivity.

For this case, no general theoretical solution is available.

Combination of the decorrelation transform with adaptive coding is a

powerful method of data compression. The discussion of specific algorithms

1s deferred to subsequent sections.

2. REVIEW OF C LASSICAL TECHNIQUES

It is appropriate to provide a short historical review of transtform
coding. Early research on transtorm coding primarily concentrated on the
transform algorithms. The Fourier transform was found to be a good
approximation to the K-L transtorm. However, the early problem with
Fourier techniques involved another classical behavior of Fourier analysis
which has been referred to as the Gibbs phenomenon (Bracewell, 1905).
I'his term really refers to a particular behavior of the Fourier transform
as a method for the approximation of functions with discontinuities. The
Fourier transform, when used tor approximation (interpolation), replaces
the discontinuity with the average value of the neighborhood of the discon-
tinuity. The discretized implementation of the Fourier transform creates

difficulties related to the Gibbs phenomenon.
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The Fourier integral is defined over the entire real axis. However,

the discrete Fourier series is defined over a finite interval. The additional
property of the Fourier series is that it assumes the function it approxi-
mates is a periodic function. The basic period corresponds to the finite

interval over which the Fourier series 1s defined. The practical implica-

tion is that the numerical Fourier transform assumes the first and the
last points of the basic interval are neighbors. The Gibbs phenomenon is
applicable to the Fourier series. Thus, the discontinuity between beginning
and end of the basic period is approximated by the Iourier series with the
appropriate average values.

In the practical sense, the discontinuity problem of the discrete
Fourter transtorm in early applications of transform coding has been
significavt. The Fourier transtorm approximation when used over small
blocks produces undesirable blocking effects. Several attempts have been
made to minimize this blocking problem (Anderson and Huang, 1971).

In recent years, it was realized that significant improvement can be
obtained in eliminating the blocking problem by introducing forced sym-
metry. The basic solution is rather simple. The original subblock is
replaced by its symmetrized version as shown in Figure 6. The Fourier
transtform is applied to this new larger subblock. Since only the even terms
are nonzero, the number of nonzero output elements is identical to the
number of input elements. Moreover, this larger subblock has no discon-

tinuities between the appropriate boundary points. Consequently, the
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modified block structure does not eliminate the Gibbs Phenomenon but
rather the original discontinuity that creates the Gibbs phenomenon.

It is surprising that this symmetrized approach to Fourier coding only
recently was discovered. It has been demonstrated that the symmetrized
Fourier transform, which has been designated as the cosine transform in
the literature, closely approaches the K-L transform for many practical
applications (Ahmed, et al., 1974). Recent studies further demonstrates
that the cosine transform is virtually identical to the K-L transform for
numerous practical conditions (Jain, 1970).

The cosine transform, unlike the K-L transform, can be implemented
numerically through a ''fast’ transform. More importantly, the cosine
transform virtually approaches the K-1. transform pertormance with neither
utilization nor knowledge of the source correlation. For the K-L transform,
the source covariance model must be available to derive the actual
transform matrix.

The cosine transform is a strictly deterministic transform. Con-
versely, the K-1, transform is a class of transformation, and, for each
application, it is a function of the appropriate covariance matrix. It is a
significant practical benefit that the single deterministic transformation
closely approaches in performance the entire class of theoretical optimum
transformation.

The considerable amount of past rescarch effort involving the various

types of transforms appears to be of somewhat questionable value. Farly




techniques included utilization of several transforms including the slant,

Hadamard, and a large class of transforms which can be derived from the
first two transforms (Dail, 1976; Pratt, St__a.l., 1974; Andrews, 1975).

The transform research may be summarized in two conclusions: (1) No
deterministic transform has equaled the performance of the cosine trans-
form, and (2) no theoretical justification was offered in the first place as to
why the ""other' transforms should be beneficial.

When this author attempted, at an earlier date, to produce a justifica-
tion for the Walsh functions, the only reason he could find was that these
functions were similar to the Fourier basic functions (Tescher, 1973).
Thus, the Hadamard/Walsh techniques succeed as essentially ad hoc
approximations to the Fourier/cosine techniques. A further fundamental
observation is that, unlike the Fourier transform, the various other trans-
forms will not asymptotically approach the K- L transform performance with
increasing transform sizes.

Two other considerations of transform algorithms are the appropriate
computability and the size. Under computability, the complexity of the
potential device for implementation of the transform is defined. Fortu-
nately, other than the general K-L transform, most of the useful transfor-
mations are implementable via fast algorithms (Cooley and Tukey, 1965).
The suboptimal Hadamard and Haar can be implemented without multiplica-
tion. For specialized applications, a computationally more efficient trans-

form, even at the expense of performance loss, may be preferred. Ior

example, a specific tradeoff may involve the Haar transform which has a




fast algorithm without any multiplication. On the other hand, various

hybrid implementations for the cosine transform, e.g., through CCD tech-
nology, minimize the advantages of the suboptim'.xl transform (Whitehouse,
et al., 1975).

Transform size is an important practical consideration. The argument
is often made that. no benefit is obtained by choosiag transforms larger than
the image correlation distance, assuming the latter quantity is available.
This approach is artificial and ignores the fact that the transform uncorre-
lates only the pixels within the subblock. It will not uncorrelate the pixels
among subblocks. A typical subblock counsists of 8 x 8 or 16 X 1o pixels.
The appropriate reasoning is that the image correlation is not likely to
exceed 8 or 16 pixels, respectively.

Although this reasoning has not been challenged, it is not valid. Even
if all pixels within the transform block become decorrelated via the trans-
formation, the pixels on the border remain correlated with respect to
pivels on the borders of adjacent subblocks. Consequently, the argument
against using large subblocks to achieve improved image decorrelation
is not proper as it is based on the correlation distance. Recent work
with relatively large size (256 X 250) transforms demonstrated
signilicant performance gains over small size implementations (Tescher,
1973; Tescher and Andrews, 1974). However, for practical reasons it is
advantageous not to exceed 16 X 16 or 32 x 32 size.

An additional argument against the larger size is the concept of

adaptivity. It is still an unresolved question how to optimize the transtorm
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size both to achieve maximum decorrelation and yet include adaptivity
constderation dependent on local umage structure.  These two concepts are
contradictory and the solution s not at all obvious. To obtam maximum
decorrelation, tncreasing the size s beneticial. Conversely, to adapt to the
local umage structure, a smaller block size is preterved.

Although it was carlier avgued by Wintz (1972) that uttlizing smaller
blocks permits implementation of adaptive models, his sugpestions have
not been tollowed.  The concept of adaptivity tavors small subblocks.  The
same concept imtroduces consideration of overhead intormation.  In peneral,
the overhead associated with an adaptive transtorm algorithm s likely to
become more important with decreasing transtorm block sizes.

In summary, three primary considerations relate to transtorm swee.
Larger stzes minimize block to block correlation.  Adaptive procedures
are likely to tavor smaller sizes.  Finally, the overhead information per
subblock should not exceed a reasonable traction of the available bandwidth.

Another potential study relates to the (spatial) shift varaace unpact ot
the transtorm. In general, transtorm coding 1s a shitt varwnt procedure.
Ihe degree of shift variance is a tunction of the transtoro stze as well as the
local tmage origin.  Consideration of the shitt variance problem has been
generally ignored,

An example of a simple shift variant Giltering s the removal ot the
visually undesivable blocking introduced at extreme compression rates.  The
required filter will only smooth block boundaries without much processing

within blocks.,
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I'he general effect of quantization ot the source i1s a primary

consideration for all source coding procedures. Quantization is the non-
invertible mapping from the analog source to its discretized equivalent.
I'hus, the originally continuous parameters will be represented by integers.
In general, the quantizer is the major error source in image coding. In
most cases, quantization error is the only distortion present in the decoded
image. All other error sources, such as numerical roundott, are negligible
in most instances. If not, they can be minimized or even eliminated by
increasing register sizes and by using integer arithmetic. However, the
quantization is a tundamental distortion and in most cases it is unavoidable.

As shown in Figure 7, the quantizer is a mapping trom the continuous
variable domain of transform coetficients tato the domain of integers.
These integers become the code words that are transmitted through the
channel (O'Neal, 1971). An alternative superior approach is a two-phase
coding technique in which the integers are the secondary input into an
entropy coding processor. The output of this coder generates the final code
words to be transmitted through the channel. The two-phase coding approach,
except for Tasto and Wintz (1971), has not been pursued. Practical diffi-
culty with entropy coding 1s that it 1s an open loop procedure.

The quantizer output is an integer which is also the code word for one-
step coding.  The relevant optimization procedure is the mingnization of

mean square error between original and quantized coefficients. Since all

practical transform coding systems utilize unitary transtorms, the mean
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square error is preserved under the transtormation. Thus, quantizer

optimization in the transform domain guarantees optimum spatial domain
performance in the minimum mean square error sense.

For a given transtorm domain model, the quantization parameters are
easily obtained via the Max (1960) quantizer algorithm. Knowledge of the
probability density tunction of the random variable for a specified number
of quantization bins permits computation of the required thresholds and
reconstruction levels through the Max algorithm or approximations
(Panther and Dite, 1951).

I'he actual coetficient quantization 1s pertormed in two steps: (1) The
coefficient is normalized by its estimated variance, and (2) the normalized
variable is processed by the optimum quantizer based on the modeled
probability density tunction of unit variance. The number of bits for a
quantized coefficient is determined by relating the assumed prequantized
variance to distortion. The result can be derived through several different
ways including tormal rate distortion theory (Habibi, 1975b).  To maintain
equal distortion tor cach quantized coetficient, the required number ot
quantization bins should be proportional to the standard deviation ot the
quantity to be quantized. Thus, the appropriate bit assignment procedure
follows directly from this argument. The coefficients are generally assumed

to be Gaussian random variables. In recent experiments, the exponential

density function has been found more appropriate (Tescher and Cox, 1970).




[t should be noted that the Max quantizer minimizes the global error

between input and output, usually mean square error. A morve ditficult

problem is accurate determination of the prequantizer normalization factor.

‘ I'his problem is the determination of the transform domain model. The basic
i question is how to normalize cach of the transtorm coefticients prior to

B

!

quantization.

Most investigators assume the Markov correlation model for the tmage
from which the generalized power spectral density 1s derived. This model
is convenient and only requires one or two parameters. Ior the latter case,
the image correlation in orthogonal directions is assumed to be ditfferent.
The required normalization factors also can be obtained directly trom a
class of images through a learning procedure in which the appropriate trans-
torm coefficients of one or several images are averaged in the root 'mean
square sense. This approach is tound to be superior to the Markov model
and it produces the required normalization parameters directly.

A disadvantage of the second approach is that transmission ot the
normalization parameters may signitficantly tax the available bandwidth., For
a separate training set, 1 mismatch may develop between the tratning set
and the tmage to be coded. The logistics of determining the normalization
parameters for different image classes may become substantial.

An alternative technique by Tescher (1973) requires no a priori
development of normalization parameters. The necessary parameters are
obtained recursively from previously quantized transform coefficients and

may be determined in real time.,  Although the carly work was promising,




it has not been pursued by other researchers primarily because of its

complexity. The implementation was over large transforms. It was also
an open loop procedure; thus, the actual compression rate could not be
specified in advance. These early problems have been resolved and the
procedure is discussed in Section C. 4.

Since the recursive model is attractive tor image compression, its
theoretical advantages should be discussed. The previous two quantization
models (the Markov and the training set model) are utilized in deterministic
fashion. In contrast, the recursive model considers the normalization
parameters to be a set of highly correlated random variables. The recur-
sive model generates the normalization parameters from the already
decoded values. Thus, the recursive approach to transform image coding
allows an improved utilization of the transform domain without any overhead
and prior model assumptions.

Several additional considerations should be mentioned. Clearly, the
mathematical complexity has increased. Both the estimation procedure and
the determination of the number of bits for each coefficient require real-
time computation. The same hardware must also be included in the decoder
since it performs the same recursive computation. The results of the
computation in the decoder must be identical to that of the coder; otherwise,
synchronization loss may develop. This requirement implies not only

performance of the identical estimator procedures but also implementation

of the appropriate algebraic steps in the identical order accuracy.
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I'he potential problem is that the roundoff error may produce different bit

assignments between the coder and decoder. This technique, like all
variable rate adaptive techniques, 1s sensitive to channel errors. Thus,
potential propagation of catastrophic errors must be avoided by periodic
resynchronization.

I'hus far in the discussion, no attempt has been made to specity the
transformation. tHowever, one could argue that the quantization model and
its subsequent utilization are at least as important as the transtorm itselt.
I'he various quantization models are equally applicable to all transtormations.

The importance of the proper quantization procedure cannot be over-

S

emphasized. The cosine transform decorrelates most practical types of
imagery. Both theoretically and practically. the cosine transform closely
approximates the K-L transform performance for reasonable block sizes of
8 % 8 pixels or greater.  Thus, little, if any, additional gain can be obtained
by the optimization of the transform itself. The real gain is in the modeling
and the appropriate quantization strategy (Reader, 1975; Reis, et al.. 1970).
Entropy coding and/or carefully designed quantization strategy are more
important than optimization of transforms (Huffman, 1952). A practical
difficulty with conventional entropy coding is that it does not guarantee a
specific rate. It may not even achieve bandwidth compression.  The general
ized adaptive coding strategy is also applicable to entropy coding.  Convens

tional open loop entropy coding can be converted into a closed Toop system

through the genceralized adaptive model,




For completeness, the so-called threshold coding should be mentioned
(Anderson and Huang, 1971). Here, coefficients are quantized which exceed
a fixed threshold. Threshold coding utilizes all the undesirable features of
the various quantization models. It 1s open loop, highly error sensitive.

[ts coefficient modeling is poor since each coefficient is processed by the
same quantizer if it is above the threshold. Specification of the coefficients
to be transmitted requires considerable overhead. Threshold coding
approximates entropy coding in complexity without benefit of the latter

technique.

3. IMAGE QUALITY DEGRADATION

For image coding, in general, and transform coding, in particular,
image quality measures which quantitatively correlate well with the perceiwved
image quality and degradation as introduced by the coder, are unavailable.
This s true even though conventional measures, such as the mean square
error and its derivatives (e. g., the weighted mean square error), are
helpful for comparison purposes. However, these measures are limited,
in an absolute sense, for comparison between the original and processed
images. Even without usetul quantitative measure, degradations associated
with transtorm coding can be discussed.

Three classes of degradations can be identified. (1) The coefficients
are replaced by their quantized equivalent. (2) Some of the coefficients are
replaced by zero. In effect, a great deal of the bandwidth compression s

the result of this low pass filtering. (3) The transtorm coding procedure is
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not shift invariant. The processing is performed over adjacent blocks.

[t a new global origin is chosen for the process, the results are different.

Visually, these effects can be separated in most instances. Coeffi-
clent quantization introduces apparent additional image noise. Replacement
of coefficients by zero in the decoder is a low pass filtering effect. If
observable, the image will appear exactly as such. The decoded image
compared with the original image may loose some of its details. Low pass
filtering is rather noticeable at low data rates. Although this effect is
transtorm dependent even for the cosine transform at low rates, the visual
blocking at the transform boundaries is clearly undesirable. The term
"low bit rate'' indicates that only a small fraction of coefficients, say 107,
will be transmitted. The same problem is further magnified with suboptimal
transforms.

For the FPourier transform, the Gibbs phenomenon is discussed ecarlier
in the chapter. The cosine transform is less sensitive to this blocking effect.
However, in the limit, it also introduces blocking.

Although reliable mathematical measures are not available, techniques
that indicate image quality degradation in the decoded image compared with
the original are available. The "error image' 1s usually helpful. The
absolute value of the difference between the original image and the decoded
image defines this quantity. For display purposes, the error image is
usually scaled by a factor of from 10 to 40. If the information loss is small,
the information present in the error image should also be small. For a

high quality coding system, the error image will appear to be white noise.
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4. I'RADEOFF BETWEEN IMAGING DESIGN AND
COMPRESSION SYSTEM

In most cases, the one who implements and the one who designs an
image compression system utilize the output of some imaging device without
any interaction or consideration of its original design. Historically, this
procedure has been common. Television, as an example, was designed
primarily for a particular image quality operation. The developer of the
video compression algorithm cannot interact with the design of the television
system. In principle, one would desire an interaction between the two.

Transtform coding algorithm achieves its bandwidth reduction, in part,
by not transmitting the entire transtorm plane. Thus, a nonadaptive trans-
torm algorithm particularly at low rates, acts as a low pass filter. A
general imaging system also acts as a low pass filter. Thus, the required
low pass filtering of the compression procedure could be achieved equally
well in the analog domain. If the low pass filtering is performed by the
imaging device, the required sampling rate also could be reduced. The
equivalent rate reduction is achieved by reducing the number of picture
elements representing the original analog image source.

The analog low pass filtering is not equivalent to low pass filtering
performed by the transform algorithm. Unlike the transform coding
algorithm, the imaging device is approximately a spatially invariant filter.

These comments represent an oversimplitication. In principle, the
algorithm input should be projected back into the analog domain. The

digital image format is an intermediate step. Consequently, various

aspects of the transform coding algorithms could be pertormed in the




R RO P TR, KT s

imaging device itself. Similarly, if the imaging device as a low pass filter

is mismatched to the sampling procedure, e.g., in the case of oversampling,
the apparent successful bandwidth compression is the result of low quality
image generation in the digital domain and not necessarily evidence of
efficient coding.
e FUNDAMENTAL LIMITATIONS OF NONADAPTIVE

TRANSFORM CODING

Various degradations associated with transtorm coding are described
in previous sections. For a nonadaptive technique w ith a specified rate, the
degradations are essentially unavoidable. Other than changing the bit rate,
these degradations are deterministic. A nonadaptive algorithm is designed
to be a fixed coding algorithm operating identically for all images and all
image regions.

)

he question is: What is optimality For a nonadaptive technique, the
image to be coded is assumed to be a stationary source. Were the sta-
tionarity assumption valid, a nonadaptive coder could be an optimal image
coder. In general, the stationarity assumption is not a good one.

Images usually have different statistical structures, both from image

to image as well as within an image. Image nonstationarity results not only
from scene nonstationarity but also from the imaging process itself. An
imaging device projects a three-dimensional scene onto a two-dimensional

plane. Consequently, those parts of the image in focus require high

fidelity and, equivalently, a substantial portion of the available bandwidth.
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Those segments that are out of focus (say, the background) appear to be
blurred, thus requiring only a small fraction of the bandwidth.

This qualitative discussion suggests that the stationarity model for
image coding might be a severe design limitation. In his review,
Wintz (1972) indicated that nonadaptive transform coding is of little, if any,
benefit over other conventional but simpler image coding techniques
(Habibi, 1971). The real gain is in adaptivity. Unfortunately, research
advances obtained to date are limited.

In the next section, primary concentration is on nonstationary models,

algorithm implementations, and relevant concepts.
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ADAPTIVITY CONCEPTS

Several years ago, Wintz (1972) urged the implementation of adaptive

techniques. In this review, essentially a half decade later, one would be

pleased to discuss the numerous algorithms and implementations dealing ]
with adaptivity. Unfortunately, this situation has not developed. Most tech -
niques have followed primarily nonadaptive procedures.

The original suggestions for adaptivity in transform coding are valid
today. In this section, the principles of adaptivity are reviewed. Further-
more, various implementation methods are discussed. Unfortunately,
the available literature on which to base this analysis is rather limited, and

the following discussion is heavily based on the author's own research.

i NONSTATIONARY IMAGE MODEL CONSIDERATIONS

Here, the assumption is made that imagery as a source should be mod-
cled as a nonstationary representation. Consequently, coding procedures,
which to a large extent freeze the algorithm, are not appropriate. In the
following discussions, the image coding model is part of the information to
be utilized by the decoder. This fact does not necessarily indicate that new
or additional modeling information must be transmitted to the decoder. For
an efficient system, the modeling information can and should be derivable
from previously decoded information.

The basic assumption is made that the image coding procedure is the

transmission of fluctuation information about a preassigned model. However,

this model is part of the information to be transmitted. Ideally, the model




would permit local changes through parameterization. More importantly,
it would assist in meaningful redistribution of the available bandwidth among
partitions of the rmage.

However, betore proceeding with various adaptive algorithms, it is
necessary to review the impact of a realistic communication system model

as a constraint.

& COMMUNICATION MODIEL AS A PRACTICAL CONSTRAINT

Although image coding is applicable for nonreal-time applications such

as storing pictorial information on magnetic tape, the primary application
is real-time image transmission. Thus, the image coder must be consis -

tent with the constraints of a realistic communication model. The appro-
priate limitation is straightforward.

With increasing adaptivity, the coder output will fluctuate in rate if
the adaptivity permits a variable rate compressor. The relevant problem
is how to interface the variable rate compressor with the fixed rate channel.
IFor a variable rate compressor, communications model constraints become
a necessary consideration.

[n principle, the solution is simple. The compressor (source encoder)
must be interfaced with the communication channel through a rate cqualizing
buffer. This buffer permits the deviation in bits from the average rate as
required. However, the practical solution is somewhat involved.

Another practical consideration of a communication channel relates to
channel errors. The various applicable channel coding techniques can be

classified into two groups: In one case, through algebraic coding, channel
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crrors are essentially elinunated. In the other case, a fixed, nonnegligible

rate of channel errvors, including catastrophic errors, 1s permitted.  How-
ever, periodic rewnttialization ot the algorithm s pertormed.

[n general, it is difficult to evaluate the impact of channel errors for

AR R

adaptive procedures. Frroneous bits mayv be signific antly important, part

cularly for overhead information. On the other hand, crroncous bits that
result only in incorrect reconstruction of a single transtorm coetficient may
result in relatively miinor image degradation. Conscquently, the primary
impact of @ communication system is the need to intertace the imherently
fixed rate transmission svstem with a ltocally {luctuating rate source ¢n

coding svstem.  The appropriate problem is to design a global fixed rate

svstem that is highly rate adaptive locally.

> F Y RES O ARDNPTLNIELY

Adaptivity procedures can be classified into two broad categories. For

the first, the source coder rate is constant. However, various other coder
parameters are changing. For the second, in addition to other parameters,
the local compression rate is also variable. The second adaptivity category

involves tmplementation difticulty because of the varving rate.

[n addition to classitfication according to rate, other considerations arve
appropriate.  For a highly adaptive system, the degree of adaptivity or the
number of different wavs the coder can operate may be cither a large num
ber or essentially a continuous parameter. In this case. the overhead in

formation nceded by the decoder to determine the operation mode should be
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decodable from previously decoded data. Otherwise, the transmitted over-

head would require a greater fraction of the available bandwidth,

A somewhat simplified adaptivity procedure may allow a few operational
modes, say four, and within cach class the appropriate coding algorithm
may be considered to be a nonadaptive procedure. This type of approach has
scveral advantages despite its limitations. Basically, for a small number of
algorithm modes, one designs several independent coding algorithms corre
sponding to the different classces. Thus, other than determining within which
class the algorithm currently operates, the decoder is essentially nonadaptive.

The appropriate modeling is similar to a Markov chain. For cach sub-
block, the source corresponds to one of the states of the Markov chain, and
the coder processes the data according to the same state classification. For
the four -class example, two bits must be allocated tor overhead per subblock.
Conscquently, the available bandwidth is primarily utilized for the trans-
mission of transform cocfficients for any reasonable size transtorm biock,
say 8 X 8 or larger.

Before proceeding, a short overview of a specific transform coding
system that has been developed is inorder. A system built at NASA by
Knauer (1975) and his coworkers is the three-dimensional implementation
of the relatively simple algorithm originally proposed by Landau and Slepian
(1971). The NASA model is an adaptive interframe coder utilizing the
4 x4 ~ 4 Hadamard matrices. The system operates at a constant rate.  The

appropriate normalization model (i.c., the quantizer) varies according to



local activity. The implementation is straightforward since the rate is tixed

A frame storage is required for four frames. The appropriate transform is
three -dimensional Hadamard. Two-bit overhead indicates the classification
information to the decoder. The system operates at one bit per pixel with
excellent image quality compared with the original video image.  The ac tual
implementation of the algorithm has been performed at regular TV rates.

[n Figure 8, a schematic description of this algorithm is shown. The
motivation to assign different classes is based on temporal activity in the
image.  Thus, the amount of image motion within four frames determines
the allocation of the available bits in the temporal divection.  Since the over-

all rate is fixed, the total number of bits for each 4 x 4 X 4 transtorm block

is constant.
The discussed algorithm at one bit per pixel 1s probably close to the

lowest rate at which the system could operate with acceptable image quality.
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utilizes an identical fraction of the available bandwidth. For an intertrame
coding problem, the local variability, both spatially and temporally, is likely
to be significant. The current NASA concept is the only existing real-
time transform coding system cither for intraframe or intertframe coding.
The NASA design incorporates several diagnostic modes, which also
serve an ceducational purpose by demonstrating various motion types within
an image. It is also helpful to design quantizer parameters associated with
various classcs. Other than the requirement for the four-trame memory,

the system design is straightforward. Implementation through the Hadamard

matrices eliminates multiplications.
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. BUFFERING CONCEPTS
Variable rate source coding techniques require rate equalizer buffers.
Sirce the communication channel

I'his requirement is casy to demonstrate,
at a fixed rate, the source coder rate fluctuation must be absorbed

operates
The buffering design is important,
\}’

the additional bufter.

by
I'he general model of a variable rate system is shown in Figure

['he rate equalizing buffer is implemented between the source coder and the

source

The important consideration is how the source coding system
the

channel.
In a realistic system,

controls gross parameters of the decoder.

coder cannot operate at variable rates without some externally controlled

An open loop source coding system is not acceptable. This
Even

mechanism.
statement is consistent with the assumed philosophy of nonstationarity.

for a variable rate system, image nonstationarity may be more extreme than
what the rate equalizer buffer could allow without an additional controlling

'is required.

mechanism.
For a transtorm coding procedure (Figure 5) a ""prebuffer’
For a variable

This buffer performs the image reformatting into subblocks,
rate svstem, the additional buffer is required to accommodate the source

The basic problem is to determine how to control the
F'wo

coder fluctuations,
overall coding parameters in terms of utilization of the various buffers.,

ceneral solutions are available,
['he first approach uses the reformatting buffer to control the coding

I'he second approach uses the rate equalizer buffer in a feed
I'he first technique is

parameters.
The two techniques are not equivalent.

back loop.

i
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logically easy to understand; however, it is less efficient. tcere, the refor
matting buffer serves as a control mechanism. Although genceral designs are
deferred to the Section D. 5, the principle of buffer control is introduced
here.

One assumes that the adaptivity procedure does not refer to the entire
image but is restricted to only that portion of the image which resides, at
any one time, in the reformatting buffer., Consequ ntly, each image segment
corresponding to the prebuffer is transmitted at a f xed rate corresponding
to the required channel rate.

LLarger reformatting buffers result in more adaptive systems. lor con-
ventional raster type image structure, the transform blocks are n X n
subblocks. Thus, the minimum prebuffer size is n lines. For a 512 x 512
image, with 16 X 16 transform subblocks, the adaptivity is implemented
over 32 subblocks. The result is a significant redistribution of the available
bandwidth over a reasonable image size. If each image scgment correspond -
ing to the prebuffer is coded at the channel rate, the coding system operates
at the appropriate channel rate.

The logical operational approach is to code the entire prebuffer and to
place the output into the '""postbuffer.' By design, the postbuffer is filled if
the ratio of memory sizes is equal to the appropriate ratio associated with
the image compression. The compressed data may be transmitted through
the channel at its fixed rate. A short delay will develop corresponding to
coding the image segment that fills the prebuffer. For a practical imple-

mentation, two memories could be used. While compressed data is
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transmitted from the equalizer buffer, another compressor operates on

another identical prebuffer. The delay is also a result of the finite time
required for classification. The reformatting operation time can be
minimized. Each line segment can be placed in the proper location of the
prebuffer in real time. Thus, after the last segment is available, the coder
can immediately begin its operation,

However, the controller must look at the entire image region residing
in the reformatting buffer in order to arrive at the correct control parameter.
Hence, the engineering design must take into consideration two types of
delays. One delay is associated with image line reformatting into subblocks.
The additional delays are required by the controller. Thus, the controller
should be fast, because during the operation additional buffering arrangement
must be made to accept incoming data.

Increasing the region over which the algorithm is adaptive can be accom-
plished only by increasing the reformatting buffer. For example, to double
the adaptivity areca, the prebuffer size must also be doubled. It should be
noted that the prebuffer contains the image in full resolution. An increase
in prebuffer size refers to the original image representation. The smallest
prebuffer size is determined by the minimum needed for reformatting. It is
n lines for an n X n transform coder.

The general concept of prebuffering may be understood by referring to
Figure 10. Several nonoverlapping image segments, which reside one at

a time in the prebuffer, are shown with the appropriate D vs R figures.

For each image segment, a distortion measure is associated with the
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Variable Rate Coding through
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nonoverlapping image segments
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; OUTPUT PASSIVE VARIABLE RATE REFORMAT

OuTPUT
(d)

Figure 10. Variable Rate Coding through Prebuffering (Continued).
[The coding system is shown in (¢). The decoding sys-
tem is shown in (d). ]
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One may assume that the appropriate distortion parameter is available
for scgment A.  Within that scgment, utilization of the appropriate D para-
meter vields the required rate. Note that the local fluctuation is not con
strained. One attempts to have a global control parameters for segment A,
which on the average vields the correct rate. For segment B, it 1s reason-
able to utilize the same distortion parameter. Therefore, by design, the
controller chooses that distortion term for segment B. The coder will pro-
cess the input for a small fraction of that segment.

At the conclusion of coding of the last small segment, the average rate
over the past image segment will differ from the desired rate.  Thus, the
rate equalizer buffer acquires a small bias. Conscquently, the distortion
parameter must be modified to adjust the rate properly. Furthermore, the
coder must also be adjusted to counteract the bias in the rate equalizer buffer.

Operationally, one does not have the D vs R curve. However, its local
history is obtained in terms of samples on the curve. Through those samples,
the coder, based on the past, can estimate the desired D value by lincar
interpolation utilizing the two previous clements on the D vs R curve. The
estimation could also be extended to the differential of this curve. The given
approach could be implemented by methods of Kalman filtering: however,
this has not yet been attempted.

The estimation procedure, in general, requires a local estimate of both
the distortion parameter and its change of rate with respect to R Since, for
a practical communication system the differential will have the same sign, a

simplified estimator could be utilized.
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The indicated conceptual procedure is a buffering technique that utilizes
the important parameters, t.c., the buffer size and its projections into the
image. This technique is stable because variations in buffer status are
immediately ted back into the control operation.

Before specific implementations are considered, the general usefulness
of the discussed approach can be compared with the controlling operation
through prebuffering. The coding mechanism via postbuftering is highly
flexible. Other than the reformatting buffer, the system is completely

format independent.  The reformatting buffer performs no controlling

operation. Consequently, the coder can be utilized for different image for
mats by modifying the reformatter.

This consideration may be important it a general adaptive transtorm
coder is to be developed. Since this system will be of considerable com-
plexity, it would be desirable to use the same design for various applications
including different image types and formats.

The coder operates with one block of data at one time; therefore, the
postbuffering concept can be extended to include several multiplexed coders
that utilize a single postbufter. The postbuffer controls cach coder. Fach
transform block is treated independently by the coder.

Similarly, the coder may operate on subblocks in a nonsequential order.
The rate fluctuation from block to block will, of course, differ for an alter -
nate ordering; however, the coding efficiency should remain the same.

This consideration is not entirely artificial. Transtorm coding requires

a considerable number of arithmetical operations. At video rates, this
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requirement may be quite demanding. In order to reduce the effective
computation rate, several coders may multiplex their output into a single
rate buffer.

Another observation is that, unlike the case of prebuffer control, no
discontinuity in image quality among different image regions develops as a
result of adaptive coding. The distortion parameter D is updated
continuously. Two similar adjacent subblocks are not likely to be coded
differently because of discontinuity in the D parameter. To minimize the
problem of image quality discontinuity, the postbuffer should be sufficiently
large, say, two or more, image strips.

Memory utilization is improved through postbuffer control compared
with prebuffering. The postbuifer control operates through the compressed
image, unlike the prebuttfer control.  To improve adaptivity with postbuffer
control is less demanding, since the necessary buffer increase is in terms
of a compressed image.

Another advantage of postbuffer control is parallel controller operation,
By design, this function may be simultancously performed with the coding
operation. Conscquently, the requirement for additional buffering to permit
the controller to determine the appropriate distortion parameter is not
necessary.

The controller updates the distortion parameter in parallel significantly
less frequently than the actual arithematic operation rate required for the
coder. Thus, the computational requirement for the controlling system is

limited. It should also be noted that the buffer control is strictly based on
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buffer behavior, and the required information is based on previously trans-
mitted data. Since the decoder performs the same function, the entire con-

trol operation can be performed with no overhead.

S LEARNING PROCEDURES

Compression algorithms with separate adaptivity classes require pre-
training prior to actual coding. For these algorithms, a paramecterization
is required in order to relate to local image structure. In order to perform
the adaptive coding, 1t 1s necessary to develop techniques which meaningtully
assign the mode of the tmage coder into one of available classes.

In general, it is necessary to develop training procedures that yield the
appropriate coding classes. Thus, prior to the actual coding, a training
procedure must be implemented.  The result of this training of the coder
must also be available to the decoder as well. It requires considerable
overhead to transmit this information. Conscquently, the training procedure
is not likely to be performed frequently.

Alternatively, several types of training images may be avaitable to both
coder and decoder. When coding a specific image prior to transmission of
the compressed image, the required parameters are specified by indicating
the appropriate training image.

Performance variation of an adaptive technique based on classification
procedures, which, in turn, arc based on "typical' image identification,
makes evaluation of the adaptive algorithm difficult. First, one must eval-

uate the capability and performance of the algorithm. Sccond, the algorithm
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sensitivity to the specification of typical image sets should be considered.
Thus, an efficient compression algorithm can become suboptimal. The im-
plementation can be significantly degraded if a mismatch develops between
the image to be coded and the image which was used for training.

Adaptive techniques with a fixed number of operating modes are attrac-
tive. The overall system complexity must include the training procedures
and, consequently, it becomes rather involved. An equivalent adaptive
technique that eliminates the training procedure is discussed in Section 4. 5.
Although the source coder complexity increases, the overall system com-
plexity is reasonable. Besides a higher degree of coder adaptivity, the need

for training procedures is eliminated.

6. CLASSIFIERS

In this section, the discussion is limited to adaptive techniques which
utilize a finite number of classes. For each class, a different coding mode
is utilized. The conceptual difference should be noted between a classification
process, which is a response to local image structure fluctuation over sub-
block size, and buffer control. The latter function operates over much larger
image regions. It introduces a small perturbation in the coding process to
achieve the necessary fixed rate output averaged over many subblocks.

To perform the classification, the coding algorithm performs some
measurement and, through an appropriate deterministic procedure, each
subblock is assigned to one of the finite number of classes. The considerable
amount of research in pattern recognition performed to date has had little

or no impact on transform image coding algorithms.
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Two types of simple classifiers have been developed. Only one has been
used extensively. The first classification process has utilized the subblock
energy as primary input to the classificr algorithm. Tasto and Wintz {1971}
as well as Chen and Smith (1976) utilized this local energy concept to perform
the classification process. In both cases, the local AC energy (e.g.. pixel

variance subblocks) is deterministically mapped onto a small set of integers

representing the finite number of classes.

The energy concept appears reasonable. [t is indicative of subblock
business. For a unitary transformation, the energy is an invariant para-
meter. However, energy in the transform domain is primarily represented
by a few transform low order coefficients only. Consequently, an energy -
based classification procedure does not properly assign the available band-
width among the various classes, since the relevant decision is magnitude
of a few low order coefficients.

A recently proposed classification procedure utilizes the sum of the
logarithms of coefficient magnitudes (Melzer, 1977). This quantity can be
interpreted to be image entropy. Thus, the classification decision is made
on local entropy.

It should be noted that zero order entropy in the transform domain
closely approximates image entropy, since the coefficients are nearly de-
correlated. For this second procedure, the classifier specifies classes in
accordance with local entropy.

Classification includes bit allocation as well. The classifier specities

two sets of matrices, representing the normalization factors for coetficients
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and the appropriate bit assignment. The latter two quantities can be deter -
mined independently through training procedures. For an ''n'' class classi-
fier, normalization matrices and n bit assignment matrices are required.
Alternatively, first the normalization matrices are obtained. The bit assign-
ment matrices are derived from the normalization matrices according to the
standard rule (I1abibi and Wintz, 1971). The distortion parameter (D) is
determined such that the required number of bits is achieved. Specific
implementations are considered in Section k. 2.

Although the concepts discussed are independently straightforward, the
various quantities must be related to each other. The classification must
be jointly considered with different buffering procedures.

Classification with subblock ¢nergy can be performed prior to trans-
formation. Consecquently, it can be performed as part of the controlling
function for buffer control using the prebuffering concept.

For classification in the transform domain using local entropy, the same
procedure becomes rather involved with the prebuffering concept. The pri-
mary problem is to perform buffer control. It is necessary to operate simul-
tancously on all blocks residing in the prebuffer. Before the controlling
function can be implemented, all subblocks must be transtformed. Therefore,
the requirement develops for another large buffer in which the transform
blocks of the prebuffer must be stored.

However, if rate control is achieved by the postbuffering technique, the

requirement for the additional large buffer does not exist. Postbuffer control

can be equally well implemented through spatial and transform domain
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classification. For the present discussion, the emphasis is not on arithmetic

complexity, but rather on required buffer size.

. IMPLEMENTATIONS OF ADAPTIVE TRANSFORM CODING SYSTEMS

Previous subsections reviewed basic concepts relevant to transform
image coding. Specifically, the required concepts for adaptive transform
coding were considered. It should be reemphasized that adaptivity is neces-
sary to justify the additional complexity of transform coding. However, to
date, only a limited number of transform coding systems have been studied.
In particular, no variable rate transform coding design has been developed
to the hardware stage. However, several computer simulated systems have
been studied.

In this section, these designs are reviewed. Specifically, fully
adaptive transform coding procedures with a rai. equalizer buffer are
discussed. The emphasis is on implementation concepts. The discussion,
here, relates to transform techniques. However, it should be pointed out
that the same concepts are general and are also applicable to other coding
techniques.

Prior to the discussion of mathematical models for adaptive transform
coding, specific definitions of image segmentation are required.

Four image region types are considered. The entire image is referred

1

to as the “frame.’ The smallest grouping of pixels used is a ""block.” The
block is the basic input to the transform coding algorithm. [t corresponds

to the pixel set over which the transformation is performed. The "strip

|
-~J
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refers to a set of blocks, which, in general, corresponds to n image lines

for n X n block size. Traunsform coding can be implemented with nonsquare
blocks. However, to simplify the discussion, only square blocks are
considered. The strip also corresponds to the minimum number of sub-

blocks required to perform the reformatting function.

The ''region'' corresponds to a relatively small image area over which
the adaptive coder operates without additional control information from the

buffer control algorithm. The region size can be a block or several blocks.

[ These image subelements are utilized for adaptivity, adaptivity control,
| and local transformation.
|

:ﬁ L. MEMORY ARCHITECTURES

A transform coding algorithm operates over transform blocks. Thus,
the conventional image raster format requires reformatting into blocks. For
variable rate adaptivity, in addition to a reformatting butfer, a rate equalizer
buffer is included.

Memory architecture associated with the indicated buffers is simple.
For application with large size images, these buffers may become important.
Image compression with large formats also require large size buffers.
While operation complexity remains simple, the large buffers require consid- W
eration of expense and reliability.

Reliability is particularly important for the equalizer buffer that contains
code words. An error within the rate equalizer buffer is equivalent to

‘ channel error.
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'he buffer that performs the reformatting function, although not truly

random access, requires that memory input and outpul addressing be per

formed differently. The rate equalizer buffer may be considered schemati
cally as a two-sided memory. At the forward side, the compressor inputs
code words. From the other side, the channel, at fixed bit rate, removes

code words.

Depending on adaptivity implementation, a control function is associated

with one of the two buffers. The information required for adapti o

cessing is external to the buffers. For example, the prebuffering concept
for adaptivity control requires block energy, which can be determined on
input to the memory. C ::\:‘x'r,;ucn'.l\, no memory access is required after

appropriate image area is placed into this buffer.
Similarly, for postbuffer control no requirement exists to access data

¢ bufter. The buffer control requires the buffer fullness information

14 again, i1s determined externally to the butfer. The buffer fullness

tained through monitoring the number of bits into the buffer and into the

channel. The difference between the two is the buffer fullness required for

adaptivity control.

2. SPECIFIC DESIGNS

In this section, several approaches to adaptive transform coding are

discussed I'hrough these techniques. actual implementation is related to
heoretical concepts prev ously developed.

First, discussion is on open loop techniques. An open loop transform

ing procedure is a fully adaptive algorithm with no requirement t«
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constrain the bit fluctuation within an equalizer buffer. Consequently, no
deterministic procedure maintains the algorithm at a specified bit rate.

Two techniques have been developed previously. Since these techniques
cannot casily operate in a standard communications environment that requires
fixed rate throughput, they are mainly of interest for historical perspective.
However, these techniques also serve as a motivation to develop the required
modifications which would permit them to operate at fixed rate.

The first open loop technique, the algorithm of Tasto and Wintz (1971),
utilized the K-L transform. Subblocks were partitioned (classified) accord-
ing to energy. Four classes, each requiring a two-bit overhead, were used.
The implemented quantization strategies included a combination of a uniform
quantizer with Huffman coding. The paper by Tasto and Wintz strongly
motivated this author to study the practical implementations of Huffman
coding in the transform domain. Algorithm development has not considered
what was earlier referred to as training procedures. Both training and
coding were performed on the same image. Consequently, the problem
associated with maintaining channel rate from one image to another and the
mismatch problem were avoided. The results demonstrated that adaptivity
is a viable concept. The Tasto and Wintz paper was the first systematic
study of an adaptive transform coding procedure.

Another open loop technique was developed by Tescher (1973). The

adaptive coding procedure eliminated the need for classification. The algo

D

rithm uti

ized large transform blocks (2506 X 250). The new concept was to




derive recursively, based on previously decoded information, both the

normalization terms and the bit assignment.
Superficially, this technique is similar to conventional, two -dimensional

rather

differential pulse -code modulation (DPCM). However, unlike DPCM
than the actual quantity, its variance is estimated. Thus, the appropriate
estimation procedure obtains the standard deviation of the transform coeffi-
cient tu be coded. Since only previously coded values are used in the esti-
mation, the procedure is fully decodable. The decoder repeats the same
steps of the coding process.

The described technique is fully adaptive. It adapts to the transform

domain structure. The compression rate is determined on actual image
activity. The developed techanique is ''self-truncating.' When the predictec
number of bits for a coefficient falls below unity, no further information is
transmitted. In that fashion, at that point, and for that appropriate image
line in the transform domain, the coding is terminated. This open loop
technique for large transform sizes has been successful for various applica-
tions including monochrome color and interframe coding.

T'he two fundamental new concepts established deserve to be emphasized.
The first result is that a successful adaptive transform coding may be de -
veloped without a_priori assumed fixed model, such as the Markov model.
More importantly, a procedure has been developed which permits real -time
model identification through which the appropriate bit assignment procedure

1

an also be implemented. Through the second concept, an algorithm was




developed that utilizes the available bandwidth according to need.  Unfortunately,
the discussed algorithm is impractical.  The utilization of large transform
sizes and open loop techniques is inappropriate. The next step was to de-

velop an implementation which is fully adaptive, yet utilizes small transtorms.
I'he author extended the carly adaptive concepts to more conventional trans-
form sizes.

Basic features of the algorithm are presented in Figure 13. A recur-
sive procedure is utilized. Starting with the largest coefficient, the algorithm
recursively predicts the next coefficient standard deviation from which the
appropriate number of bits is determined. A simple procedure maps the
two-dimensional block into one dimension.  As illustrated, the square region
is mapped in a zig-zag fashion to vield a one-dimensional function.  The sub-
diagonal clements have approximately the same relative importance. I'hus,
the mapping results in a monotonically decreasing set of elements.  Several
examples are shown in Figure 13. Here, the absolute coefficient
values on a logarithmic scale arc given.

I'he demonstrated procedure is fully adaptive. The normalization
cocefficients, the bit assignment, as well as the total number of bits per
block, are adaptively determined. The algorithm is "sclf-terminating. "

When the predicted number of bits for a coefficient falls below a tixed value,
sav two, the coding is terminated for that block. Similarly, the receiver
duplicates the recursive procedure: thus, the process is decodable.

The outlined procedure appears to be promising. However, its unde -
T !

sirable feature is the open loop operation. The coding algorithm properlhy
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atlocates bits according to the relative importance (e.g., image entropy) of

subblocks. However, channel rate is not considered.

I'he next logical step is to convert the open loop technique to a closed
loop procedure. Through the utilization of the previously discussed general
rate control approach, the solution is straightforward. But first, techniques
based on classification procedures should be discussed.

Chen and Smith (1976) developed a closed loop adaptive procedure which
is a simplification of Tasto's technique. The Chen-Smith coder utilized the
cosine transform. Based on subblock energy, a four-class partitioning is
performed. Prebuffer control maintains the required bit rate.

The concept 1s as follows. The coefficient energy of subblocks within
the reformatting buffer is measured and classified. The four-class classifier
requires three thresholds in subblock energy. For each class, subblocks
are given a predetermined number of bits. The distribution function tor ]
subblock encrgy is determined. For the proper thresholds, the product ot
the given class bit rate and the integral of the distribution function summed
over the four classes yields the required rate, as shown in Figure (-,
Consequently, the number of bits for the various classes permits straight
forward computation of the required thresholds. The necessary computation,
although simple, must be performed for cach data set that resides in the
reformatting buffer. For a real-time system, the computation requires
additional buffe ring.

[n their paper, Chen and Smath (1976) effectively argued the benefits of

adaptive coding. Through various experiments, they identified a "typical”
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probability distribution for subblock activity. They observed, consistent
with this author's experience, that, for many image tvpes, the indicated
probability density is an approximately exponentially decreasing function ot
enerpgy.

'his observation indicates that, in general, most subblocks are relatively
quiet. Only a small number of subblocks contain significant activity. Con-
sequently, a strong motivation for adaptivity is available. The coding algo-

rithm at relatively low rates is acceptable for a large fraction of image sub-

blocks. A small additional bandwidth is required to accommodate the small
number of active subblocks., The coding experiment of Chen and Smith

included monochrome as well as color images.

Unlike Tasto and Wintz (1971), Chen and Smith did not consider entropy
coding of the transform domain. Tasto and Wintz utilized the appropriate
K-L transform for each class. In contrast, the implementation by Chen and
Smith utilized the cosine transtorm for all classes. The probable benefit
of a specific transtorm for cach class 1s marginal.

Fhe techniques of both Chen and Tasto share a common limitation. The
classifier uses floating thresholds to arrive at the fixed rate. Consequently,
the energy classification is adaptive for each subblock., How a particular
subblock is classified depends on the subblock energy distribution for the
image region which is utilized for threshold determination.

Cox and Tescher (1970) developed an absolute classification procedure

of the closed loop format. This classifier utilizes fixed preassigned thresholds.




Thus, ecach subblock is classified according to its absolute energy without
regard to the distribution of neighbor subblocks.

To maintain a fixed average channel rate, bit assignment matrices are
recalculated for each image strip. Figure 15 indicates the appropriate
constraints. Determination of the D parameter is made such that summation
over all bit assignment matrices results in the total allowed number of bits
for that image segment associated with the adaptivity computation. One
could argue the superiority of this technique: an image subblock is paired
with the appropriate normalization matrix regardless of the distribution of
other subblocks in the adaptivity region.

A major criticism of previous techniques is that classification is based
on a single parameter which can provide only limited information on image
structure. Subblock entropy utilization should yield superior classification.
Fhe problem still remains how to model the normalization matrix for a class.

The next logical approach is to implement the recursive fully adaptive
technique over small subblocks with postbuffer feedback control. The result
is a self-consistent transform coding procedure. This technique, developed
by this author, is discussed next.

Based on the foregoing discussion, the combination of general rate
control and the open loop adaptive transform coding is relatively simple.
The procedure is to develop a controller that specifies to the previously
open loop technique, the D parameter.

In Figure {0, a flow chart is given for the appropriate logic. The

same figure lists the parameters necessary to implement the algroithm.
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The initial condition must be separately specified. For the first subblock
to be coded, an assumed distortion (I)O) is specified which corresponds to
the desired average rate. The indicated algorithm is stable. Even for un-
reasonable initial conditions, the controller rapidly stabilizes at an effec-
tively steady state condition.

Conceptually, the controller attempts to maintain the buffer bias (B)
within the available buffer. Consequently, the maximum deviation from a
specified rate is negligible for image sizes much larger than the postbuffer
size.

The postbuffer control size has a limited impact on performance,
although it is small. Computer simulations have indicated a small image
quality degradation in terms of mean square error as the postbuffer size was
reduced from two-image strips to one-fourth of an image strip.

As discussed in Section D.4, this technique can utilize parallel com-
putation, and it is flexible in image format. Various examples, including
buffer performance behavior, are shown in Figure 17. It should be noted
that the various parameters behave reasonably, and no sign of an unstable
buffer behavior develops. The intermediate controller parameters are also
shown. They are the ""desired'' local rate and the estimated and required D
parameters. The estimated parameters represent quantities averaged over
large image segments. These parameters change only slowly. The instan-
taneous rate associated with individual subblocks fluctuates significantly. At
two bits per pixel, for example, the instantaneous rate variation is likely to

exceed a factor of four.
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I'he described procedure is highly adaptive to local image structure

and s selt ternmanating. Yet, the procedure behaves in a manner consistent
with a communication channel for practical operation. For a lower average
bit rate, while more image subblocks operate at a lower instantancous rate,
the coder still assigns a relatively large number of bits to a sclected small set.

I'his technique is particularly beneficial for high quality imagery with
high signal-to noise properties. For this case, the various image regions
are dispersed in a local image structure.  The algorithm requires minimal
overhead. The coder adapts to each subblock independently. Since possible
combinations tor difterent subblocks are essentially infinite, this procedure
eftectively utilizes an infinite number ot classes.

I'he algorithm can be extended to utilize a two-dimensional predictor.
However, the prediction mechanism has to be more complex to follow cach
transtorm line of rapidly decaying transform coetficient amplitudes.

A major practical advantage of the self-adaptive transform coding algo-
rithm is its capability to operate without any prior training. Thus, the same

algorithm can be equally applicable tor significantly different image types.,

3, CHANNE L ERROR CONSIDERATIONS

While consideration of the channel error problem is important, itis a
separate problem.  Except for Chen and Smith (1970), studies ot adaptive
transtorm techniques have not considered channel correction procedures.
Chen and Smith pertormed several experiments to demonstrate, not un
expectedly, that additional channel consideration can effectively mininuaze

the channel error problem.
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Channel error sensitivity usually 1s directly proportional to the degree

of adaptivity.  In principle, a high sensitvity to channel noitse may be taken
advantage of in the self-adaptive transtorm coding algorithm.  This can be
accomplished as tollows. A single channel error causes synchrontzation

loss. Thus, subscquent transtorm vatlues yield erroncous transform vari
ance estimates. Since the estimated values immediately become obviously
unrcalistic, 1t s relatively casy to adentify an crror. A simple algorithm
may monttor the estimated varmance or the predicted bit assignment to check
it the algorithm 1s working properly.

For a typical subblock, the estimated bit assignment values over small
transtform domain regions are constant or decreasing: only occasionally
does a small increase occur in the allocated number of bits for the next
coefficient, Conscquently, if the predicted number of bits begins to increase,
a channel error is indicated. Once the crror is detected, the decoder mav
simply 1gnore the remaining part of the subblock.,  Since the erronecous bit
is closely localized, one may attempt to corrvect the error by trial and error
and recover the rest of the subblock.  However, this is a conceptual approach

vet to be implemented.

4. APPLICABILITY OF CONCEPTS TO OTHER TECHNIQUES
While it is not appropriate for this author to consider image coding

procedures other than transtorm techniques, it s worthwhile to pomt out

a4y




that some of the discussed concepts of this section are directly applicable

with little or no modifications to other coding techniques (Tescher and Cox,
1977) (e. g.. the self-adaptive procedure 1s applicable to the hybrid transform/
DPCM coding). The generalized buffer feedback procedure is applicable to all
image coding types as well as to general data compression procedures. In
particular, the same feedback logic is useful for entropy coding as well as to
procedures where entropy coding is utilized jointly with another coding

technique,

| CONC LUSIONS

This report has attempted to demonstrate that transform coding is a
valuable and efficient technique for image compression.  However, various
considerations are necessary before the transform coding procedure can be
used 1n a practical environment.  This report reviews adaptivity concepts
tollowed by considerations of variable rate algorithms with the constraint
of the fixed rate channel.

Several solutions are identified. Son'u' of these solutions are also
applicable to other data compression algorithms.  Adaptive transform coding
procedures are promising. These techniques can and should be implemented
through a feedback mechanism to control the rate. The necessary hardware
will likely exceed what is needed for a nonadaptive technique. However, the
benefits will more than offset the hardware penalty,

The required technology i1s in existence.  The discussed channel error
correction procedure, based on the detection of catastrophic failure location,

1s an interesting problem that would probably be worthwhile to pursue.
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should be again emphasized that the most promising problem areas for
improved efficiency are not in the development of new transform algorithms
but rather in the procedures that follow the transformation.

Several other considerations associated with transform image coding

need to be reviewed. Although not explicitly stated, transform coding is a
statistical procedure based on the decorrelation property of the transformation.
An alternative philosophy based on an approximation theory has been pro-
posed recently.  Image regions are considered to be two-dimensional seg-
ments that the data compression algorithm approximates by some known

function set,

Therefore, one could claim that an approximation with sinusoidal func-
tions may be suboptimal. The relevant question is whether othcr “netional
approximations of image segments may converge faster than the sinusoidal
set. This question is discussed with reference to the singular value decom-
position technique of image segments which, in the least square sense, is
optimum (Albert, 1972),

Unfortunately, what may be optimum or attractive in approximation
theory does not always result in an efficient coding system. The least
squares approach requires the transmission of the transformation parameters
as well as of the appropriate coefficients. The required bandwidth is likely
to become considerable. For a specific type of imagery, such as artificially
gencrated scenes, an approximation theory may be appropriate (Andrews and
Patterson, 1976; McCaughey, 1976). However, most imagery can be charac-

terized only in a statistical sense. Therefore, an approximation theory will

not yield improvements over statistical transform techniques.
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For completeness, analog transform implementation should be mentioned.
I'he CCD technology allows analog implementation of various transform types
(Buss, ¢t al., 1975). This interesting development is beneficial to data pro-
cessing applications involving large size transforms. For realistic trans-
form coding algorithms, the benefits are marginal, since large transform
sizes and the associated high number of arithematic operations are not
justified. For specialized implementations with stringent power and weight
requirements, an analog approach might be appropriate.

Another area which needs further study and could be potentially useful
for transform coding is a better understanding of image quality criteria.

I'he self-adaptive technique approximately performs classification according
to transform domain entropy, which is also a measure of image entropy.
For large bandwidth compression, transform block classification according
to some generalized criteria may be valuable even at the expense of in
creased distortion.  However, it must be remembe red that both theoretical
and practical limits for an image compression algorithm with negligible
distortion are determined by the entropy measure. A highly adaptive trans-
form coding technique closely approximates the actual image entropy.

Future algorithm developments in compression rate reduction are not
likely to be dramatic. Most improvements may be accomplished by the
implementation of techniques discussed in this report. Considerable eftort
is still required to ensure that the various designs are implemented through

practical hardware.
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In this chapter, the primary algorithm components that are necessary
for implementation are identified. In addition, it was attempted to interface,
at least conceptually, some of these components. What are these components’
For transform coding, a transtorm algorithm i1s needed. Prior to the trans-
form, a reformatting buffer is required. An important new component was
the buffer control algorithm,

Hardware implementation for the discussed techniques could benefit

from a possible design that is based on independent components. These
components can be independently developed and appropriately intertaced for
a particular transform coding algorithm. This modular design, in addition
to transform coding, is also applicable to other data compression techniques
such as entropy coding through a buffer tecdback mechanism.

This author believes that a well-designed adaptive transform coding
algorithm represents the most efficient image compression technique for
high quality data. Although conceptual design contigurations discussed in
this chapter are promising, they are still only in the simulation stage and

the actual hardware design is yvet to be pursued.
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