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Preface

This report describes a technique for the multi-level modularization of
large systems such that the life cycle cost will be a minimum. The method
presented is an extension of the one-level modularization reported in

Biegel and Bulcha, System Modularization to Minimize Life Cycle Costs [1,2].

The method is a heuristic extension of the previous method [1,2] and no
attempt has been made to prove its optimality. We have generated no coun-
ter examples, however.

The system is first decomposed into functional elements, then recon-

structed into modules, each containing one or more functional elements.
The modules are then collected_into subassemblies, the subassemblies into
higher level subassemblies, etc. The criteria is to form the collected
sets in such a way that the life cycle cost (LCC) is minimized.

The computer routine to do this is presented and explained. An ex-

.

ample problem is included.
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EVALUATION

The objective of this affort was to develoo a methodoloqy which
would allow an equipment to be modularized (partitioned into modules)
in such a way as to minimize total life cycle cost. This objective
was accomplished. The methodology developed is capable of structuring
the modular organization of an equipment taking into account reliability,
maintainability, fabrication costs, and logistics support costs. This
report provides the procedures and necessary detail for use of this
methodology. Besides the dissemination of the report to potential
users, follow-on activity is currently in proaress to:

a. Include the methodology in a planned "Life Cycle Cost
Design Handbcok"

b. Include the methodology as part of the "RADC Compu-Standards
Program". (A computerized compendium of procedures intended to

implement and support reliability and maintainability standards and
handbooks).

c. Utilize the methodology in the house and suggest its use
to RADC contractors in support of life cycle cost analysis efforts on
hardware items.

/\
o J TP }c‘—\

JPROME KLION
Project Engineer




I. INTRODUCTION

The objective of this research was to develop a technique for the
multi-level modularization of large systems through operations on their
matrix representation. The final procedure must perform m levels of
modularization on a large network of n nodes such that the life cycle
cost will be at or near minumum. The solution technique is programmed
into the RADC Multics system in Fortran. This is an extension of

the work reported in Biegel and Bulcha, System Modularization to Minimize

Life Cycle Costs [1,2].

As electrical designs become increasingly complex and large, so
does their network representation, and the associated data describing
the network and its components. Hence in developing an efficient parti-
tioning technique for large networks (100 or more nodes) data handling
becomes a major consideration.

Network information is conveniently represented in matrix torm.

But as the number of nodes in the network increases, so does the matrix
size. It there are 100 nodes, one needs a (100 X 100) matrix for a tull
representation of the network.

Although the modularization procedure does not assume any particular
tvpe of network, it is necessary to look more closely into different tvpes
of networks trom the data handling point of view.

Ihe modularization process described in this report is essentially
the same as that described in our previous report [1,2]. We have incor-
porated a computerized spares allocation procedure and the complete life
cvele cost evaluation of the designs developed when modularizing these
large networks.  In many engineering applications, including electronics,
the network that represents the svstem is of an elongated type and the

matrix is called "sparse".




RRTIETETR

Definition: Let A be a square matrix of order n, if r is the number of

2
non-zero elements and r << n°, then A is sparse.

An Elongated Non-Directed Network

Its Matrix Representation

Figure 1: An elongated network and it's sparse matrix representation.
Now consider a non-directed network that results in a matrix that is dense,

typically a "complete graph'.




Definition: A complete graph, is a graph where every node is connected to every

other node.

2~
—
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Figure 2: A complete graph and its dense matrix representation.

As the number of nodes increases, the proportion of non-zero entries to the
size of the matrix is usually significantly reduced. Thus, efficient methods of
storing data for large networks must be found.

Elongated, directed networks have a triangular matrix representation
where data is usually concentrated near the diagonal. For such a matrix, where
n = 100, we have up to 4¢5 possible entries and only a small percentage of these
entries are non-zero. The usual way of specifying an entry by the row and column
indices is inefficient and time and space consuming when working with large networks.
Considering this difficulty, a procedure is developed to specify for each row only
those elements to the immediate right of the main diagonal up to and including the
last non-zero element in that row. For example, consider the igl row with elements
Ai' i+1° Ai' {420 o Ai' 0 Under the procedure used in this Brogram.
those elements would be entered as: j, k, 0, 0, 0, 1, O, m where j, k, 1 and
m are the only non-zero elements in the iEE row with j being the element in the
(i + 1)st column. This information is input as above and used in a subroutine,

INIT, where the complete h X n matrix is created for use in the modularization

procedure in the main program.

e - SRR TS




II. ON THE MODULARIZATION OF LARGE NETWORKS: GENERATION OF PROPER CUTS

An exhaustive enumeration approach can be used to generate all possible
sets S and S. We can test if these sets satisfy the requirement of a
proper cut (divide the graph into two subgraphs). Clearly for a graph of n
nodes there are 2" different partitions of the nodes into the set S and 5.
Moreover it it is required that U, the source node, be in § and V, the
sink node, be in S then the number of partitions reduces to 2"'2. Obviously,
the number of cuts in a graph is not only a function of the number of nodes
n but depends on the configuration of the network as well. For a simple
chain type network the number of cuts is n-1. For a completely connected
graph, the upper bound is the limit given above which is 2#-2. For large
n, this results in a very wide range in the number of cuts.

Two heuristic methods directed toward reducing the number of cuts to
be generated are:

l. to generate onlv those cuts that are connected, and

J. to generate restricted proper cuts.

A connected cut is one in which all nodes in a set are connected by a
chain. A restricted proper cut is one such that the source node is in S
and the sink node is in S.

[t a network has as many as 100 nodes, it is highly doubtful that
these or any other similar cut generation procedures will ad@quately re-
duce the number of sets to be considered in an optimization process. The
procedure developed during this research limits the number of cuts to

those which have a high probability of providing an optimal result.

il




Paul A. Jensen *states '...any algorithm for generating cuts will

soon be time limited in operation as one increases the size and complexity
of the subject graphs. On this basis one should be suspect of the
practicality for all but the smallest  roblem of an optimization proce-

L dure which requires for its performance the set of all proper cuts.'

* Jensen, Paul A, A Graph Decomposition Technique for the Design of Reliable
Redundant Electronic Networks, Ph.D. Dissertation, Johns Hopkins Universitvy,

page 126.




[1I. THE MODULARIZATION PROCEDURE AT m-LEVELS:
After the basic modularization of a large network, the resulting con-

tiguration is again a network with the nodes replaced by a higher level

nodes called modules and the arcs being the interconnections between these

modules. Further "modularization' will result in still a higher form of

modules that are frequently called subassemblies.

Figure 3: A network of subassemblies.
The procedure can be applied as many times as required to obtain the
desired number ot lv\w-lﬁ of modularization. The only modification in the procedure
in the network input data itself.
Consider a network that has been built up of modules. We are interested

in generating higher level assemblies. The network information is changed

straight forwardly as follows:




Figure 4: A network of modules.

Where m, = LSS m, = 2535400, my = [5,7,81, m, = (6,9,10].
The intraconnection I (Mi,Mj) between the newly found nodes, Mi and Mj can
be obtained by forming all the pairs (k,m) such that ksMi and meMj, and entering
the current network interconnection matrix, Ac to read Ac(k,m). Then
I(Mi,Mj) = £ Ac(k,m).

¥(k,m)pairs

Thus a new network is developed for yet another level of partitioning,
if needed. If an m level modularization is wanted, this procedure will
yield m new networks. : At any level the newly found network and its charac-
teristics are a new set of data for the modularization algorithm explained
in Biegel and Bulcha [1,2].

It is concievable that at some stage a user might want some of the
nodes left at lower levels with the rest of the nodes merged into a higher
level of assemblies. (This could be for maintenance reasons.) This variation
can be incorporated by adding fictitious nodes to the network in place of

the nodes that are not candidates for higher level assemblies. These

fictitious nodes will have 0 arc weights and O physical characteristic in




the next level of network. Figure 5 shows such a network.

Figure 5: A network with a fictitious node.
Where Mk - fictitious for next level network i.e.:

s J = £ - = - -
b 0¥ j3; LM, M) = I(M,, M) =0, T(M, M) = I(M;, M) =0

Bt

e




IT11. THE COST MODEL FOR HIGHER LEVEL DESIGNS INVOLVING SUBASSEMBLIES AND

ASSEMBLIES
Suppose a design D consists of a mixture of modules (M), subassemblies
(SA), and assemblies (SS). Assume that there are t modules at a modular level,
m subassemblies and p assemblies at the final level as shown in the Figure 6.

The acquisiton cost of such a design is:
t m p

> (2 # L €8 + L C(8S
ate ((M)i £ ((SA)j ((\\)k

i}

( A (D)
Where

C(M)i = cost of module i

C(SA)i = cost of subassembly j; it is the sum of the cost of
the modules it contains plus the cost of packaging
the modules into a subassembly.

C(SS)k = cost of assembly k; it is the sum of the cost ot

the subassemblies plus the cost of packaging the

subassemblies in an assembly.

T
1 assembly level
112 [P :
1
Gl |
1 2 i ! m subassembly level
1

t modular level

—%
N
P et

e e ]

Figure 6: A multilevel design, D.




There are primarily two approaches to the problem of spares allocation to

the multilevel designs:

(a) Given the overall system availability, determine a spares

i allocation policy simultaneously for all levels.

(b) Given the overall system availability, determine a spares
policy for each level separately after the modularization
process, by imposing the availability constraint at each
level.

3 Consider (a); this procedure to find a spares allocation system

is more accurate, but the equipment must be modularized into all

levels betore the spares calculation can be done. Using (b) is a more con-
servative appreoach, that is it requires that the system availability require-
ment be met at cach level. Under model (a) the expression for the spares re-

quirement follows.

Let O(N)l expected number of faiTures of the ith module in the design

during period L.

oy i . tl A
expected number of failures of the Jtl subassembly in the design

*(SA),
during period L.

N(SS)k = expected number of failures of the kth assembly in the design
during period L.

Thus, assuming independence of failure among modules, subassemblies,and

* *
assemblies, the probability that S spare modules for the ith module, S .
M), (5A)

* h J

. spare assemblies for Kkt
(88),

spare subassemblies for jth subassembly and §

assembly is sufficient over the operational life of the equipment is given by:

10




*
- MUN ~o ), WD,
}(N)1= l(M(M)i :_S(M)i) = W(M)i'O e [O(M)i]
W(M)il
s* 8 (SA) w (SA;)
Pisay = POVGSA) j_S*(SA)j) - (BA) e I (e SAy) J
] R(SA) (=0 W(sA) !
s 8 (SS) W(SS)
Plssy = POIGSS), < S*(SS)k) - g (88) e % (6(58), ] o
¥ W(85),~0 W(sS), !

Where, W(Mi), W(SA) ., W(SS)k are the total number of failures for the ith

J

module, the jth subassembly, and the kth assembly. Hence if the system availa-

bility is AV then it is required that:

t m p
P Y B P ) (n P ) > AV
g1 My ey GRSy 5S)y

The problem of optimal spares allocation becomes three dimensional and the
number of possible elements whose spares can be determined at each iteration
is t x m x p, making the problem increasingly difficult. Under model (b) the
availability constraint is imposed at each level, thus making the constraint
tighter. But as independence between the levels is also assumed, it fé possible
to arrive at a spares allocation policy without a significan shift from the

results of method (a). Under (b) it is required

i |




A separate policy for each level can be determined once the failure rate of

each element in each level is determined.

* * *
Let S (M)i’ S (SA), and S (SS)k denote the spares needed for the 1th

J

module, the jth subassembly, and the kth assembly respectively. The cost of

this spares policy is:

T con.s M), + T C(SA) .S (sA), + B C(ss) S*(sA)
C.=4. CM.S M + 2z SA SA), + I Cc(S
el et t j gl k Kk

An expression for the life cycle cost (LCC) for a single equipment is:

t m P
LCC = 2 CMy) + I C(SA); + I C(SS)
=1 jel k=1
¢ * - * P *
+ L CM)S (M), + I C(SA).S (SA), + I C(SS,)S (SA),
i=1 j=1 J J k=1

+ Inventory cost for each level

+ Cost of introducing a line item into inventory at each level.

12




V. COMPUTER PROGRAM TO MODULARIZE LARGE NETWORKS

In the Multics environment the main program and all associated

imd functions are stored in separdate sepments.
created for the computer progran deve l«‘}*\'\l.
Main. Prog. Forttan
Init Fortran

Surts 1« Forgrun

Metr. Portran

e« Fortran

subrout ines

e tollowing segments were

Nspares Fortran
Maxim. Fortran
M=shiit Lty Portran
0 ortt
Min Fonrta
The above sepments constitute the complete program. \ brict description
of the subroutines tollows.
Main. prog. -- contains the coding tor the modularization algorithm.
A. Subroutine Init:
Subroutine Init forms the n x nointerconnection matris trom the

network data.
B. Subroutines Sort and Sort [|:

Subroutines Sort and Sort | arrange the identitication of
elements in cach module.

C. Subroutine Mttr.:
Subroutine Mttr. evaluates the mean time to repaitv tor a

As the network grows in size and complexity, the mean tim

which is a factor dependent on the interconnections betwe

13

sclected de

¢ to repair

en modules
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as well as the number of modules becomes an important factor. The

modularization process incorporates a methodology for evaluating
this factor. The expression for the expected maintenance time is

n

E(TM) = T1+ nT2 + §-1T3exp (TQP(Mi))

Where n = number of modules in a specific design
Tl = a constant time per maintenance action
T2 = a constant time per module
T3 = a constant modifying the exponential relationship of
the number of external connections
T4 = a constant modifying the number of external connections
P(Mi) = number of external connections to module i.
The specific form of the above equation as used by Caponecchi [3] is
E(TM) = 2.5 + .05n + .087 g exp (.047P(M1))
i=1
The above expression is evaluated for each design and the design is .
accepted if the calculated value of E(TM) < MTTR max.
D. Subroutine Lcc:
This subroutine evaluates the life cycle cost (LCC) of the feasible
designs. The main components of Lcc are the cost of acquisition
and the support cost for the equipment over its intended useful
life.
Lece = CA+ CS
Where CA = acquisition cost for design
CS = support cost for the design
Consider the acquisition cost CA' which can be further broken

down into




n
C.=NE (Z C (M,)) (1)
A - i

NE = number of equipments to be procured.
C(Mi) = cost of each module in a design.
The cost of a module is further given as

C(Ml) = CC(NP) + CE(P(Mi)) + CP

Where CC = cost of a component
NP = number of components
CE = cost of providing external connections
P(Mi) = number of external pin for module i

CP = cost of packaging a single module.
Under the assumptions of a discard at failure maintenance (DAFM) policy
and that at least one of ecach module will be spared, the life time support
cost of NE equipments, if each is at a separate site is:

n

€S = p CI + n CCL + NE., L Ni * Cﬁ‘il,) * &

i=1
Total organization support cost

ro

)

Cs

Cl = Cost of introducing a line item into the inventory system.

CC = Cost of maintaining a line item in inventory for one vear.

—
]

Planned operational lite ot the equipment in years.

N. = Number of spares of module i to be procured to support cach

equipment.
Then the total life cycele cost is the sum of equations (1) and (2) or
n
LCC = n(CI + CCL) + NE (1 + Ni)C(Mi).
i=1
This cost is evaluated tor each teasible design by subroutine Lec.
A flow chart for subroutine Lee is presented as Figure 7.

*Assumes all modules in equipment different.
15




Calculate the cost
of each module

Calculate the total
cost of the modules
in a design

Calculate the total
acquisition cost
for the required
number of systems

Calculate the cost of the
spaces for the design

Get number of spaces from
Nspare subroutine

Calculate the total cost
of spares for the required
number of equipments

!

Calculate
for the

the LCC
design

Figure 7: Flow Chart for LCC Subroutine

16




E.

Subroutine Nspare:

A complete evalugtion of the spares requirement is done by this

subroutine in an  jterative manner. The modules formed are treated

as a series subsvstem. Thus, it the system availability is A then i
the probability that Ni spares for module i is sutticient tor the
crational life of the system is given by
Ni —!'i W,
= b
(W N ) Q ' \
i i i in
W =0
i 'u\, '
i 1
wite I Ly ¥ * NE, Pl
i 1
1 1 - P(M,) v
1 tatlure rate | wlule 1.
|
t intercoaneet ing pin 1ailure rate reduction factor.
ML) Ihe number ot .'~.Ivnvl comnections eliminated by forming
module i.
[, operational lite of cquipment.
NE number of equipments.
But this inequality must be maintained for all modules in the
svatem.  Thus
n N =B \w.'i i
| 1
: L 3 l \
i
i=1 W _—
\\i!

wvhere nois total number ot modules generated.

® X

Theretore, an optimal spares policy is a set of [Nl...N“l such that:

seee ¥ C N is minimum where (Ti is the cost of module i.

A 2 2 nn




Or minimize:

C,N, + ... +CN

11 nn
Subject to:
n N -F
n 51 & Y xa
=0 i =
i=1 i W1
i

Nl' NZ""Nn > 0 and integer

The above problem is an integer, non-linear programming problem,

and is difficult to solve even for small values of n. But for large
networks the number of modules generated, N, is fairly large and makes
the problem increasingly difficult with increases in N. The alternative
approximate solution method is similar to that in Biegel and Bulcha [1,2].
The solution method is:

1. Initialize by finding a lower bound N, for each module, choose

p &
N, such that

i
N =F
*
Z1 e A Fiwi > A
W, =0
i wil
2. Find the value of A for the system
n n —Fi W
where A= KF e . Fi)
i=1 W=0 v

*
If A> A stop.

3. Let N, =N, +1

i i
N.+ 1 -F N -F
*
4., Calculate AA, = (X1 e A o F N ) - (Z1 C . F " )]
1 W=0 e W=0 ———
W ! w!
*
5. Calculate AAi
[ Mi)
*
6. Choose max AA1 and set all other N1 = Ni-l
C(Mi)

7. Go to step 2.

18




*
Now A 1s the minimum availability that each module must have for
the overall availability of the equipment to be greater or equal to

*
specified availability A. Theoretically A = Alln

. When n is large
*
A approaches 1, such that the above procedure overestimates the

optimal spares policy. A heuristic procedure to avoid this problem

* 2/n
was to set A = A . For instance if A = .85 and n = 25
* 1/n 1/25
Ali A (.85) -+ Ali .9935, A = .850
*
A =AM (89)Y B s a, - o870, A = 721
i
21
*
Thus A is a better initial policy for the optimizing procedure.

21

The above procedure is coded into fortran and stored in sub-
routine N spare. A flow chart for subroutine N spare is presented as
Figure 8.

F. Subroutine Maxim:

Subroutine maxim is used in subroutine N spare to select the

modules with maximum availability/cost ratio.
G. Subroutine M-shift:

Subroutine M-shift contains a subroutine to rearrange the data

matrix so that every node is considered as a starting node for

a set of modules.

H. Subroutine R-shift:

Subroutine R-shift contains a subroutine to reassign physical

property values after the matrix has been rearranged by M-shift.
I. Fuaction Minx:

A function used by the main program for selecting the group of

elements with the minimum value for the external minus the in-

ternal connections at each iteration.

19




Figure 8:

Calculate the Failure
Rate for Each Module

Estimate Minimum
Availability Requirement
per module

Determine Minimum
Spares of each module to
satisfy minimum availability
requirement

Determine the least cost
increases in spares to
satisfy system availability
requirement

Flow Chart for Nspare Subroutine.

20




The following data files contain the data that are required by

the different segments.

data-2

data-5

data-~7

data-8

data-9

data-10

contains the maximum maintenance time allowed.

contains the numbers of nodes n, physical data for nodes
and the set of physical constraints.

contains the number of equipments to be procured, the cost
of external pins and the shelf cost of maintaining a module.
(1) The maximum length from a diagonal element up to and
including the last non-zero element in the matrix representa-
tion of the network.

(2) row number and row entries starting from the diagonal
up to and including the last non-zero element in the row.
availability figure for the system.

node failure rates (enter only decimal figures, eg. .211)

An example of a 100 node network that was modularized is included.

The data for the network was generated in a random manner and stored in

the appropriate files.

2k




Summary:
This research has developed a method for modularizing large

networks subject to physical constraints, mean time to repair con-

straints and availability constraints. A procedure has also been
1 developed for the spares allocation and life cycle cost evaluation
of the modularization designs.
A solution methodolgy for any higher level assembly is intro-
duced by repeating the modularization procedure with the appropriate
modification of the lower level designs, which will facilitate the

problem as no additional algorithm is needed.
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APPENDIX 1
Failure rates for modules is addressed in [1,2] but for convenience it
will be repecated below.

Let ri denote failure rate for module i.

Then r, =% r, - AP(Mi)rp (A1-1)

i jeM1 J

where r, = the failure rate of element j of module i

J
AP (M)

i

the number of external connections eliminated by putting
elements j in module i

r = failure rate correction factor for interconnection
reduction.

r-LeNE

It

Then O(M)1
Similarly to calculate failure rate of a subassembly substitute for

the appropriate module failure rates r, in (1), and the number of AP for

J

external pins eleminated by combining the modules into a subassembly. Also
for an assembly substitute the appropriate failure rate for the subassemblies
for r, in (1) and the number of e¢xternal pins eliminated by combining sub-

J

assemblies into an assembly AP,
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APPENDIX 2: THE MODULARIZATION PROGRAM

FEomalher et for b pan

maticerrrod, foet ron 1L/D008/777 1000, 72 et Moy

common trmeie s caecunecenosc et
dimensron ro T, p C1OM s LT 10D el (100D
dimen Lo st C100)
dimcieton c1OIOM L2100 v 3100
Aimere o e CXY e bl C1O0Y el 100)
inteder a(100s 00 eme 1106 L10Yasl100) 5t € 10D sacft 10O
1nteder pv LoD el CLOG) » LOTOD)
inteaer cno osenct
1t el o LRSI AR I N B
inteser trowC100)
intodger - 1O Yo 1 L CLOOY e 1 42(100)
dala bodre/150,1100,.0,177
dat 2 0/10000%0 7
dato 10171000001 427210000/« if0aw/0/ v 100%0/
dala rabt /710080, /e p /10040 /s rlece 7 10CKRD, /
data t]('C/Oo/
read (9+220) ov
read (7.10) coscescrenescieccerlnt
read (21 1)) brmes,

20 format (Ff5,32)
10 formal71%)
11 foruct (06,0

read (10922) (rul i) ei=19100)
922 format(8f10.5)
921 format (i3)
cno -0
c feleh cormections matris
read(1,12) n
12 format(19
Wra e (3e13) hiwie
13 formal(* nolwork sertitionindg yrodram *y//" 1t maetra e 5
fshould bo *y X0 by "1 3)
reand(1+210 (1 (1 Yy1=19n)
resf (121021 Ve i=1eny)
recd(ly 210 (3 () ei=19er1)
21 format (84r10,0)
call 1t e
do 9999 loove 1en
Writo(J3eQ090) 1o
9995  formal(*0 sltarling nodet®*si3)
) EE
do 110 1-1yn
s(1)-1
tei)=0
do 110 U=lyn
110 t(1) L1 4aCasen)d
1000 1if (14 sewe O)anr Lo 000
mvbl)emarei(asla)
Imvl-1
“qo to 2070
2000 gt b Comand)d

.y

Sl b Camtn) \]ﬂﬂ-ﬂ

N
o




2020

400
500

600

700

800

200

980

SAsG LGt

coll cortmvlemus T LY
Imv=1lmwl

15600

do 200 1=1.).

do 280 o1 lmv

1f (1) seqomvia)))do to 300

conlinue

led=1qiidt

sf (1) (1)

continne

1f(lad veaqs Mo to 4000

do S00 11144

do 400 =1 lmv

mCie) mvi)

mCielmudt) wef(a)d

Tmvt=Imetd

do 600 i=1ylua

int{1)=0

do 600 u=1ylmv

1=0+1

do 600 F=1slmut

int)) cinlt Y beodmdr«idemisk))

do 700 1-1eluci

ext(1)=0

do 750 o 1slmvl

exbtCid=e LY+ dmd o))

exti)d=ext (id)=%jpnt (1)

st(i)=ext(i1)=1nt(r)

imin=1

Jow=ct Cimin)

do 800 1-1+1cd

1T(sL{1) Jde. low) 40 Lo 800
imin=i

low=stCaimin)

continme

conl=0,

conl=0.

cond=0.,

do 900 d=1slmvi

mvbt i) =mCaimunie 1)

conl=contt+cttmvl (L))

conl=conlte D met D)

cond-condteIimel (o))

1f((conl e, brrdred1)) . and,
(cond Jle. bndee (X)) do Lo

1st=0

do 980 i-1:rl¢

do L0 o1 lmv

1f(sC1) veoas mv(i)) do Lo
continne

lat=10L41

st(lat) (1)

conl arme

le=lal

{80

(con? Jded bndre(?Y) L, and,

2000
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k

990
4000

901

130

@1

92

190

195

777
9999

5000

o 990 1141

(1) -t ()

cnwenotl

call cortmvectelmy)

o FO1 3 -Lylme

netCid=cb CI4Cloor=-1)
IPCnast (o) acttan )i LY et (2 d=10
conbtinge

211 corh Y e b s T

(EARE AEWEE T B 214 B WRIRTREIN (YR TON B A N PR IEE SO NIV )

Foem "0 cord e *v 1 Ze® Ccontarn., noadee e/ y " A" e 00 10N/

116i%)
do 91 1=1slmv
nre(ena))=nsfono) 41 st o))
continue
do 92 1-11mvy
rnt(ernod)=rilfena)+rddne L (1))
continne
rlcno)=rnt {cnn)d
write(I.1905 e ileud

formal(®0%y//e" ext, conme = "siT9/" int. conmn, = "eiSe/y"

1150
1dl1(eno)=01
102¢cnn)=u2
1if(lsd sne, 0) €0 to 1000
write(3,190)
formeb ("0 & ¥ X K ¥ r o coms=1et edx X X x k")
casll mtlirCermela2rilfees)
call lcc(ifeacenreiliZecnoridlyretlee)
rlecc(loor)=L1ce
call rohafFticten)
call rshift(c2en)
call rshift(c3en)
call mshift(aem)
do 777 .=1scnio
rnt(udY=n
ne ) =0
1u01()=0
142(5)=0
continue
crno=0
continue
stos
write(3,19%)
stor
end

r 1049 0.808 0,710 T1

AL
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PRACTICABLE

T QUALITY
ﬂﬂlszag:;:;ginni)no Qe

Proinat. fortran

49
39
29

19

9?9

15

10

init.fortran 11/28/77 1100,1 et Mon

subroutine inif (nesvga)
wtnteser adlicsna)scol €100)

read (8y49),

format (i)

read(Re29 096 1e (ol (i) edi=1yn)
formal(13,320i2)

do 19 J=1epn

I=14.i
1f (1.4t.100) 4o to 19
aalisl)=col(J)
continue
g0 to 39
do 10 i=1yna
do 15 J=1spa
if ti.81.100) 90 to 15
aalitdrid=galisgts)
continue
continue
return
end

r 1100 0,092 0.244& 17

Fr

nn

sort.fortran

sort.fortran 11728777 1102.2 est Mon

subroutine <ortdCinrsoutren)

inteder 1ne () soutye(n)) s brabsubytomse
bublbiloe sort., :
ortimaum <corl conditions occur in g comeletele qorted arrav
number of comparec in a8 sorted array 16 n-1

iscnt=1

do 10 1-len

10 oy Cid=inw (i)

if(n Jles 1) relurp

18 do 20 Tt e -Den

baubv:tw Le-1
1fCouty (e lr) sae, OubpthaghYy da ta 20

28




T —

tews - outy (e L)
QUL b e oabe e gl
ouler (L ub Y Loy

tecnt tcont 4t

g0 to 10

20 continue
return
end

cortli.fortran

sorti.fortran 11/28/77 1101.6 et Mon

subroutine sortl (outsisn)
inteder outer1Crdehrtretemsohauh
1nscnt=1
if(n.le. 1) return
15 do 20 by br=2wn
bsub=-brtr-1
if(outsi(brtr) de,outri (hsubd)ddo to 20
temp=outer (hetr)
outei(bhetr)=ogtr) (hagh)
outsri(boub)=tem:
1nscnt=inscnt+1
40 to 195
20 continue
return
end

er mttr.fortran

mttr.fortran 11/28/77 1051.6 est Mon

subroutine mttricrnori i2sifeas)
common trmaxsavecoscesCrsneecirsceelit
inteder corcerscrrcirec
inteser cno
inteder 142(cno)
m=0
do 10 i=1scno
sxm=xmborne (,047%102¢1))
10 continue
sm=m¥ . OR7
wm=2, OF, 00 Keno
etm=onbum
write (3,13) etm
13 format (2 *mieocled total meintenance time=*,f8,05)
if (etm.le.Lrme) g0 to 20
write (3.12)
12 format (2 *desidr ot feesible®)
ifeas==-1

ALITY PRACTLCABKE

T QU
fﬂl'flatgasgiég)nbnng ——

FROM COFY
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retoarn

UAL
20 e -1 mxs?AulsaﬁsTK%mmD‘Dﬁ /
return FRD“00P¥FuEn1

e

er leec.fortran

lec.fortran 11728777 1054.6 est Mon

subroutine leclifecsyrmersidlecnnei ilerestloe)
common trmavisavecoscescrsnescisccrlit
inteder coscersorrciree
irniteder tomeleosy»
inteder cno
inteder carslloc
inteder acssc
dimension ne(cno)e102(cnad)y idilenod)rsrlcno)
dimension cm(100) sy« (100)
data ns/100%0/
data cm/100%0,/
if (ifeac.eq.-1) 90 Lo 40
tem=0
do 15 1=1scno
cm(1i))=(co¥rr (14 (cex1u2C1)) o
15 continue
do 20 1=1scno
write (2+51) 1semin)
51 formal(Sue"cost of mod.®»13,°="4110.3)
tem=temtemin)
20 contiyrmie
write(Z.52) {tem

52 formal(2 e total cost of the modules=®y16)
ac=nextem
write (3.88)q¢
88 formal(2xe*ccaursbion costl="v110)
call nesarednascnioveme t gl o)
tcer=0
do 25 i-1lscno
tesr=teart(ns CidxemC1))
| 25 continue

csr=noXlcay
write (348) cap
48 format (Dxe®lotal cost for the ceares reauiremendd - *«110)
sc=ecnokcrtenoteoylrbtooy
write (3,97 ¢ :
99 formel{(2:e"nrorl coul =" 10

30




wrile (X,30) Hlee
30 form-t (25 *thw cosl Of thie degisn (-
return
40 tlee=10%44

tlvcasetae

return
end

r 1054 0,404 0508

r

99
209

f(1

70

35

30

110

nsrare, fortran

nerare.fortran

subroat toe
common trm,o
1ntedor coscpeCrec 00
inteder cno

inteder o (enoYer 1l (eno)
dimencion »r100)
dimensi1on r(ene)somena)
dimerncpon
date /10040, 7/
frewv-40L %04,

ft=frower (10, 4% (-7))

o cre e eCioecme v oY e )

write (3+99) e
format (2 *rnn, of sauirmente to he
write (3,209) 10t
format (2 v ' vocted no of failures
do 10 1-1scno
Yoftkr () ¥ it dre
write(3.80) 1« (1)

80 format (2 s *mods*e13s°="yf7.3)
10 continue
ave=1,
avmin=(av¥x (2, 7cnod)
do 25 J=l.cno
tems:: () -0,
1::=0
priJd) e (=)
temr (o) =toms o Caddwr ()
1f (temri () s vesavmin)d g0 to 30
1M=1+41
Prlo)=yr{)Kf{u) /1
40 Lo 30
ns(a)y=1x
avs=toms (V¥ v
25 conbirnne

if (ave oo, o)
do S0 astecnn
dlava (o) v

to 490

“do

SIRFCIYZ s (gY+1)

11/28/77

soveCOsCRrcrenesctyCccy Lot

=® s 1100

10524 wal Mon

FOLOM o tome 100 o fl 3ve (100 s tomr 1 (100)Y e 1 (10O

Frocurod-® et

in el wears®)




sl (o)t avaCortom( )
‘70 l'!;ll‘ll»"'
cell motm (oo )ecrnek)
team k)Y Loy (Y4l aga CF
ne(kd=nc (k)41
ave=1.,
do 100 u=lycno
ave=teny () xavs
100 continue
if(avs.deo,av) do Lo 40
g0 to 110

40 wrrte(3sa% ) (e i) e jatlecn)
45 formal (2 e crerves mix for this desidn®»20033,2:0))
write (2.88) ave
88 formal(2iy "suclem av.="yMR,5)
return
end

r 1052 0.3446 0.072 8
er maxim.fortran

maxim.fortran 11/28/77 10546.7 est Mon

subiroutire macimCrnsl)
dimension (n)
tmar=x(1)
1=1
if{n.le.1dreturn
do 10 i=2en
ifC:(1)lestmax) g0 to 10
tmar= (1)
“1=1
10 continue
return
end

rr rshift.fortran

rehift.lfortran 11/28/7%7 10%9.3 esl Mon

subroutine rehift(rowsn)
real row(in)s tome
cC tems ie o temrorare storade for first elemont to be ehifled
temr=row(l)
do 12 1=2wn
row(i~1)=row(i)
12 cond irime
rowCn) - Lem
return
end

QUAL
st —

FROM 7 32




Fr o mehifl, Fortran

mshift.fortren 11/28/77

cuybroutine wehiftimaten)
inteder met (1001005 ot prowd100)

do 113 1=1ens

113 trow(l) =mat(1ei)
do 212 1=
do 212 J=1en

212 mal (i=Ys)=mallisl)
do 213 i=1n

213 mat(neid=Lrowil)

c to shafl column

do 313 J=1+n
313 Lrowl)=mebliuel)
do 312 i=1n
do 312 U=2n
312 mat(isu=1d=meb(isJ)
do 413 J=1n .
413 mat(Jyr)=trowld)
return
end

Fr mind.fortran

mircis fortran 117287727

function mirce(iion)
inteder :(n)
miree=:(1)
if(n Jles 1) return
do 10 i=2en
10 if (i) o1ts mirse) mims=x(i)
return
end

10G8.7 wot Mon

(s trow will otore the firel row Lo be shiftod

105643 est Man




APPENDIX 3: EXAMPLE OF USE OF MODULARIZATION PROGRAM

The user would create the data files shown on the following four pages.
All of the segments of the main program must be compiled and the data attached.
The following shows the instructions required for attaching the data files by

the segment run. ec.

P Puri. e

TLIMT e @0 PIr22 7,77 1132 )5 esh Tue

io.ecall attech fFileQl vfile. adala .S

1o.call attsch Tiled?2 vifile data. R
io.eall attach f1ile0? viile. data . ?
io.call asttach Tile08 viile. dats. 8

io.call attech filed® vfile tiakta. 9
1o.call attach fileld viile data. 10

maifermros

i10.call detach File0d
1o..c8ll detach file?
io_¢all detach Tiled?
1o.call detach file8
io..call detach filed9
i0-call detach filell

P 1132 0258 0.932 42

&Qyﬁ;ﬁﬁ
m?»‘s?, s
S¥ oyt
B> o

34




detal?

LAR S

1136.4 eol. Tue

11729777

-
S
<

v 1136 0.044 0,506 22

2

r 1512 0.037 0.006

Pr data_.?

10/02/77 1513.1 edt Sun

data_.?7

1513.2 edt Sun
™IS
FROM

N )
N D!
° N
2 o)
S
o
o~ -
4
= ®
S "
-~ ® n ) @
o - ° o « I o - ® o <Y
& o © o o o ) °©o o °
S o © o o o 3 Mmoo o ~
S = ) meweo © © o© n coo om ©
jiad o Y ORNINDNOVNINT © VWNRD~TMODOOO KNOMN ©
o 2 o O M ONTVUOROCOOOMNOODNCOOONORNDER OOOCON
S NO NHNTMOOOOO0OO0OO0OOCOT~NOOOOO0OOCOOVOCHTTAR=DEN
w5 RO OONOOOOCOO0O0O0O0O0O0OINO0OO000DO0O00OOO0OOITCTO
o 5 CIINOMOOOOINOOCOOMONOOOT~NOOCORTONORONOCOOT
= % HANMTNONDBOO~NAMTINDOEO~NMITWNINOOIO=IMTL CN
e ” MMM NN NNGNNNGIMM MMM




rr data_5

data_5S 10/02/77 1510.7 edt Sun

/- 100
31. 34, 20, 13, 41, 41, 53. 28
\c.
34, 46, 12. 13. 34, 41. 11, 28
\c. b
28. 14, 29. 41. 37. 52. 49. 34
\c.
15, 40, 29. 42, S51. 45. 22, 13
\c.
44, 25. 39. 45, 55, 27. 22, S5
\c.
43, 44, 40. 14, 39. 50. 23, 30
\c. .
45, 32. 21, 23, 27. 18. 32, 51
\c.
13. S51. 33. 34, 55, 25. 33. 22
\c.
15. 53, 14. 33. 28, 23. 52, 14
\c.
31. 53. 13. 45. 45. 48, 16. 11
\c.
41. 50. 39. 44, 43, 55. S50. 21
\c.
24, 26. 34, 37. 49. 29. 48. 23
\c.
29. 35. 32, 23,
o2 120. 114, 206, 287 88.. 198. 190. 29
\C.
245, 203. 276, 218. 266, 116. 127, 238
\c.
109. 101. 141. 81. 172, 86. 237. 287
\c.
133. 120. 150. 276, 224, 114, 230. 165
\c.
166. 190. 113, 210. 267. 210. 291. 203
\c.
113, 297. 170. 112, 205. 136. 188. 183
\C.
292. 108. 124. 151, 219. 108. 224, 217
\c.
257, 135. 185. 166. 125. 87. 279, 174
\c.
112, 289. 171, 109. 275. 101. 275, 101
\c.,
116. Q6. 161. 136. 188. 253. 181. 253
\c.
180. 258. 285, 224, 128. 230, 280. 136
\c.
270. 184, 192. 213. 260. 260. 247, 182
\c.
290. 220. 177+ 262, ’
0.037 0.015 0.019 0.015 0.032 0.011 0.018 0.018
0.016 0.033 0.049 0.025 4 0.044 0.049 0.021 0.028
0.027 0.043 0.046 0.02 0.041 0.038 0.029 0.021
0.028 0.014 0.038 0.026 0.044 0.015 0,049 0.012
0.014 0.03 0.011 0.048 0.023 0.025 0.041 0.04
0.03 0.037 0.038 0.041 0.012 0.012 0.019 0.033
0.039 0.032 0.022 0.043 0.025 0.038 0.023 0.011
0.015 0.031 0.042 0.019 0.013 0.013 0.017 0.039
0.022 0.013 0,03 0.029 0.040 0.028 0.013 0.028
0.044 0.038 0.034 0.038 0.034 0.024 0.013 0.017
0.032 0.012 0.015 0.049 0,018 0.029 0.035 0.032
0,012 0.04%5 0.026 0.03 0.034 0.04 0.038 0,032
0.02¢% 0.018 0,035 0.039

r1511 0.349 0.002 1
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n
(=]
o~ o
0 ®© o o4
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BDOO~NMETNONDOO~LIMTNONDOO~NM
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™
o
o
(=]
o
<
3

| 2]

(=]

(=]

(=]

© (2} 2] [p]

o o (=] (=] o o

ow mo (=] (=] (=] (=]

oo tNo <0 N O - -l (=] o @

oM oo OCTWIO~ OOM—DO>TO CTOoO~ ©
0085009400070,46740000378046 x© o

OO0 OO0 MOOLOOO0OOOMONOOCOOOCOTOO CwoeTMm
OO0 0000000000000 O0O0O0O0OO0OO0O0OO0COMNOOOOO 0
OCHAINOOOOINOOONOOMOOOO0O-NONIVNOMOOOOOMNO
5678901234567.99012345678901234567890
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-

r 1513 0.248 0.002 1
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rr data.?9

data.9

85

r 1514 0.037 0.002 1

rr data_10
« 359 »322
«254 «168
«103 +415
252 «429
« 335 402
«194 «210
278 162
273 + 388
«278 0162
«105 235
«322 234
0202 +315
146 187

r 1515 0.127 0.006 2

data_10

107
.182
\267
099
313
270
.098
.093
.098
.335
.340
360
254

10/02/77

10/02/77

+ 341
213
0272
362
«353
299
332
«100
332
298
417
.‘47
279

- 38 =

1514.7 edt Sun

1515.0 edt Sun

+408 «181
142 261
1999 1446
0365 «387
+ 349 «450
39 233
332 331
276 329
+ 331 426
«425 «394
363 179
216 172

242
+413
263

127

«409

«392
0246
. 083

222

275

098

«444

«364
417
.17°
087
«107
.180

« 223

299
e

«331
+115
« 353
348




The computer output for the network described by the data files is

shown in the pages following those files. The first 20 lines are the login

procedure where.

Lines 1-9 ---standard login procedure

Line 10 ----asks for the output device to be appended

Line 12 ----type ec run to append input devices containing
data files, run the program and then detach input
devices.

Line 20 ----begins the computation, to find the design starting

from node 1.
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THIS PAGE 1S BEST QUALITY PRACTLCABLE
gl FROM COPY FURNISHED 70 DDC e

F oy 4

NULURUSHahAY

Your civer vrobos Leni Feome soroviam oo ol ) 1330,

Brestel P06 scaDta bostdod a0 [ e v bl Hpagy, B g CEl Lol Yo
Last losin.1l/290,77 BRI o vl Samy Posiog oS00 om0 ppiia® o

No m.11.

tocalll Umerorer moee cpe ol oe oo Por Lire disrrcers cneroiZ0

P 2130 1.562 ¥3.310 pi1s

KIO\ 10 attocih P10 qun. user_i/o
r 1130 0.120 0.252 &

(lL) ec ran
1o.call alktach FCiled) vlilw. dota.S
1o.call attach L1002 vFLleo dalal D
io.call attach Filel®? vfile. dats.?
io.call asttach F11e08 wlile. dala B
io..call altech 711009 vhile. date .9
1o.call sitach r11e10 vliile. dela_10

; main.rro:dt
(%) network rartationing prodram

tnent matric choald be 100 be 100
0 starting nodes 1

0 cord rio. 1 conlains nodoes?
(o] b F 3 4
0
ext., conn. = 21
int. conn., = 27
st = -6
0 card no. 2 contalns nomes:
(o} S 42 96
0
ext. conn., = 25
ints conn 0= 0
st = 20
0 card no. 3 contains nodes?
(o] é 8 9 13
(]
ext. conn., = 33
int. corue = 25
st = 8
0 card no. 4 contains nodoad
(o] 7 12 17 18 21
(o]
#te conn, = 94
int. conn, = 35
st = 19
0 card no. S contains nodes?
0 10 11 15 16 20
0
Ovte onitee = ze
1hbte COmmge = 38
st o= -3
0 card no. 6 contains nodoe?
0 14 19 23
exts conn, = 24
int. conn, - 0
st = 14

40




Q curd no.
0 22 81
0

ext. conf.

int. conn.
st = 30
0 card no.
(] 24 29
0

ext. conn.,
int. conn.
st = 26
0 card no.
0 25 39
0

ext. conn.
int. conn.

st = 38
0 card no.
0 26 27
(o]

ext, conn.
int. conn.

st = é
0 card no.
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