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ABSTRACT

In only the last 25 years has operator reliability been incorporated

with hardware reliability to obtain a value for the effectiveness of a man-

machine system. Very seldom, and in most cases, never, do any of the human

reliability models address the effect that operator learning has on human

reliability and the subsequent impact that operator reliability has on

system effectiveness. This research studied the sensi tivi ty of a system

effectiveness model to changes in operator learning l evels.

Learning data which was expressed in terms of performance versus time,

• was obtained from a paper whi ch analyzed the performance of an actual menu—

facturing task. This data was utilized to develop three di fferent curves -

a log pseudo-learning curve, a cubic pseudo-learning curve, and a Learn-

Forget-Learn (LFL) curve. Each curve expressed operator performance as a

function of time.

The expressions for each of the three curves were then utilized in

conjunction with a system effectiveness simulation model to formulate

values for system effectiveness. The various values of system effectiveness

obtained from the simulation demonstrated that the model was sensitive to

changing levels of operator performance .

This research is unique because this is the first time that operator

learning curves have been utilized in conjunction wi th a simulation of

system effectiveness. • ~~~ T, ~~~~~~
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CHAPTER 1

INTRODUCTION

1.1 Problem Statement

In a 1960 survey of nine Air Force missile systems, it was found that

human error contributed from 20 to 53 percent to system unrel iability (26).

Another study (24) investigated a large number of production defects at the

pl ant of a prime contractor for the Atomic Energy Commission and it was

determined that 82 percent of defects found by inspectors could be directly

attributed to human error. The above figures demonstrate that human per-

formance has a significant impact on the reliability of a system. Because

of this, a concentrated effort has been made i n the past 25 years to contine

human rel iability values with hardware reliability figures to obtain an

overal l rel iability index for the man-machine system.

Numerous human rel iabi l ity models have been formulated that attempt

to assign reliability values to an operator ’s performance in a man-machine

system. Some of these models attempt to demonstrate that rel ationships

exist between the level of operator performance and factors suc h as: amount

• of supervision , working environment, willin gness to work, etc. Very seldom,

and In most cases never, do any of these human reliability models address

the impact of an operator’s rate of learning on the human performance level

and subsequently on the reliability of the system.

The problem that will be addressed by this study is the Impact that

changing rates of learning have on an operator ’s performance level . This

change in an operator ’s performance for various time Increments will be

________ — ••— — - - - - - - - — • ——- - — - —  - — . — — — — - — ~~~~~~~~ ~~ — - -
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found by utilizing a Learn-Forget—i..i~arn (LFL) curve and two learning curves.

The learni ng curves and LFL curve will be developed using data from a previous

study of learning . A simulation model , developed by another researcher (16),

which quanti fies System Effectiveness (or reliability ) will be used in con-

junction with the results from the two curve types (learning & LFL) to study

the impact that learning has on the system reliability index. The sensi-

tivi ty of the system reliability i ndex to chang ing rates of l earning will be

calcula ted, analyzed and discussed . It will be shown that operator learning

does have an effect on the total rel iability value of the system.

1.2 Purpose

The mai n purpose of this study is to demonstrate that operator learni ng

for various increments of tiii~e will nave a significant impact on operator

performance and also , therefore, on System Effectiveness. The secondary

purpose is to outl i ne the requirement for addi tional and more thorough

research in the area of operator learning and its subsequent impact on the

reliability of the overall man—machine system.

The study is organized so as to lend support to the main theme that

was outlined above . The literature survey , which follow s this section,

reviews a number of human reliabil ity models that have been proposed.

Only two of these model s address the aspect of operator learning/training

to any great detail. The remaining models make no reference to operator

training/learning and their impact on the level of human performance. An

• In depth comparison of various models will be presented in a table that

will outline the positive and negative aspects of the models. The liter-

ature survey also contains a review of articles that pertain to learning

— - • 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ — .~~~~~~~~~~~~ - —~~~~~~~-~~ •



curves. The uses and methodology of learning curves will be presented

along with examples of typical curves. The graphical and mathematica l

representation of the learning curves will also be discussed. The liter-

ature survey also will outline the methodology of LFL curves , but only one

reference was discovered which attempted to explain and discuss this type

of curve . The techniques and conclusions of this reference will be out-

l ined in the literature survey.

Chapter 2 of this report is devoted to the development of two learning

curves and an LFL curve . Data obtained from one of the references on

learning curves will be used as a basis to plot two different learning

curves. The LFL curve will be pl otted using the data presented in the

lone LFL curve reference. The characteristics of each curve will be ex-

pla ined and mathematical expressions for the three curves wi ll be developed.

Chapter 3 presents a summary and expl anation of a System Effectiveness

model which has been developed by another researcher (16). The “personnel ”

term associated with the equation for this model will be analyzed in more

detail , especial ly in rel ation to l earning. The effects on this “personnel ”

or , prefe rably, “operato r ” term for changing rates of learning, obtained

from the respective curves, will be analyzed in terms of operator performance.

The sensitivity of the System Effectiveness model to these fluctuating level s

of operator performance then will be studied and discussed . Conclusions then

• will be formulated concerning the impact of operator learning on the System

Effecti veness model.

The last section of the study will outline the requirement for additional

research in the area of operator learn ing and i ts effect on the rel iabi l ity

•_ . - • --.•--•.•• _ . r ~ _ _ 
~~~~~~~ _._ - .~~: _ _  ... .__~ 
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• of a man-machine system. The question of what impact does operator

learning have on operator performance is of cri tical importance to system

rel iability .

1.3 Literature Survey
• This study ’s three main areas of interest (human reliability models,

l earning curves and LFL curves) will be addressed separately in this

survey of the literature. There are abundant references in the literature

which pertain to the prediction of human performance in man—machine systems.

A summary of a representative and well known method for predicting human

performance, THERP, wi l l be presented. There are also numerous articles

devoted to learning curves , but references related to Learn-Forget-Learn

(LFL) curves are very few in number, almost to the point of being non-

ex is tan t.

1.3.1 Human Reli ability Models

1.3.1.1 Early Studies

In the past, rel iability figures were calculated for a man—mach ine

system based solely on the machine component of the system. The human

component was assumed to be totally rel i able and no provisions were in-

clu ded in the models to account for human unrel iability . Later on it was

determi ned that the human aspects of man-machine systems contributed greatly

to the system unreliability , in some instances even more so than the equip-

ment component t27]. After this discovery , much more emphasis was placed

on predicting human performance in a system.

• ~~ - • • -
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One of the earl iest man—machine reliability studies in which human

error rates were estimated and related to estimates of equipment mal function

rates was done in 1952 by an elect ronics engineer and a mathematician at

Sandia Corporation (27). The treatment of human error in this 1 952 study of

an aircraft nuclear weapon system was crude. Only those errors which

would di rectly reduce system rel iability wi thout any other equipment failure

or human error being involved were studied. The estimates of human error

were included in the overall system rel iabi l ity equation and were treated in

the same manner as estimates of failures rates for other system factors.

Later studies became more refined in regards to the quantitative

methods utilized for evaluating human performance and its relationship to

man-machine system performance. One report recommended a) making rough

estimates of the probability of successful completion of each sub—task in

• a system and then b) combining the probabilities to obtain the overall

rel iability of the system (32). Another researcher pointed out that it was

necessary to treat those rough error rate estimates, mentioned in the above

study, di fferentially according to their importance to system performance (23).

He defined task criticality in quanti tati ve terms related to the effect of

unsuccessful task completion upon system success. Eventually, more

sophisticated models were developed to predict human performance reliability

more accurately. One of these methods was called Technique for Human Error

Rate Prediction (THERP).

- - - - — - — ? W :_ ?  LJ It • — - - • - ~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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• 
. 1.3.1.2 Technique for Human Error Rate Prediction (THERPL

— 

THERP is one of the best known methods developed to quantify human

performance. In 1961, Swain (28) developed this method for eval uating the

human error contribution to system degradation. The following discussion

of THERP is almost entirely from a paper entitled “Methods of Predicting

Human Rel iability in Man—Mach ine Systems” by David Meister of the Bunker-

Ramo Corporation (17).

THERP has been used primarily to provi de quantitative predicti ons of

system degradation resulting from human errors in association with equipment

reliability , operati onal procedures , and other system characteristics whi ch

infl uence human behavior. THERP is an iterati ve procedure that consists of

fi ve steps which are repeated, not always in the same order, until system

degradation resulting from human error is at an acceptable l evel. The

five steps are listed below.

“(1) Define the system or subsystem failure which is to be

evalua ted.

(2) Identify and list all the human operations performed and their

relationships to system tasks and functions.

(3) Predict error rates for each human operation or group of

operations pertinent to the evaluation .

(4) Determine the effect on human errors on the system.

(5) Recommend changes as necessary to reduce the system or subsys tem

failure rate as a consequence of the estimated effects on the

recommended changes.”
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Swain (29) points out that “the steps are typical of the usual system

reliability study if one substitutes ‘hardware ’ for ‘human ’.”

The goals of this technique are listed by Moister In another report

entitled “Comparative Analysis of Human Reliability Models” (18). They

are: 

“(1) To derive ‘quantitati ve estimates of the degradation to a

man-machine system resulting from human error. ’

(2) Or , ‘to evaluate the human error contribution to systems

degradation .’

(3) To predict human error rates.

(4) To determine those design changes to the system necessitated

by the system failure rate.”

One of the assumptions associated with THERP, as listed in (18) by

Moister, is:

“THERP takes into account various psychologi cal and physiological
stresses , training, motivation and situational factors. These

• are called Performance Shaping Factors (PSF) and they are very
subjective in their application .”

In regard to the above assumption, Moister makes the following

comment:

“These factors, i.e. PSF, must be taken Into account In the gathering
of error rate data and the error estimates derived should be modified
in accordance with the presumed effect of these factors on performance.
One difficulty that arises, however, in accounting for these molar
factors on performance is the difficul ty of recognizing their Influence
and estimating the extent of that influence .”
This statement by Moister embodi es the purpose of thi s study, I.e. to

recognize the influence and estimate the extent of that influence on human
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performance caused by the so—called Performance Shaping Factors , specifi cally,

the factor of learning. THERP has no specific provisions to handle varying

level s of operator learning nor to predict the impact that these learning

levels have on human performance. This study will hopefully demonstrate the

effect that learning has on operator performance.

1.3.1.3 ComparIson of Human Reliabilit y Models

Numerous human reliability models have been formulated that attempt

to predict operator performance levels in man—machine systems. Davis Meister,

in the report, “Comparative Analysis of Human Reliability Models,” summarized

and characterized 18 human reliability models (18). Tabl e 1.1 Is an

abbreviated version of Moister’s “Summary of Model Characteristics” which

can be found on page 414 of (18). It should be noted that for the table’s

sub—category of “Selection/Training ” only two models, the Human Operator

Simulator (HOS ) and the Personnel Reliability Index, meet the cri teria

establ ished for that sub-category by Moister. For a complete description

of all criteria used in the table, consult pages 413 through 425 of (18).

Moister makes the following remarks concerning the sub—ca tegory of

• 

- 

“Selection/Training ”:

“Most of the methods possess little or no capability In the areas of
manpower selection and training despite the fact that claims for
these capabilitics are often made. We feel that to be sensitive to
trai ning , a model must Indicate what capabilities should be trained,
rather than merely that additional training is requIred. On that
basis only a few of the models, i.e., the personnel reliability
technique of Siegel and Wherry ’s HOS, seem to possess this sensitivity.

• 

- It may be that the majority of the models availabl e do not Incl ude
parameters which are sensi tIve to the factor of training or It may
be that a distinctly di fferent type of model is required.

This comparison of human reliability model s points out that very little

work has been done In the area of training and learning with their attendant 

—•. - I
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Osscr1ptiun Cate~ori.s

• 1. 6.nr-al Class lfl cat ion
Siso latio n I I 1 1 1 1
Analytic X I X  X X X I I I  X X I

2. Mode l Uses
A. Predict1~n 1 1 1 2 2 1 2  X X  1 X X X I
I. Lvsluation X X X I X X I  X X X  2 1 2
C. Desig,,Ccuiparisa,~ X X X I X  X X  X X  X X X
0. DesIgn Anslysis I I I I I I
£. Se).ct~on/TraInIng x 

•
P. Personnel Standards I

3. Mode l Scope
A. All TukslAfl Syst~~ I I I I 1 1 1 2 I 2 X
I. Syston-Lialtad I I
C. Discret. Tasks Only 2 1
B. Mointenance Only I 1 1

4. toput Data Sourc*
A. All I I I I I X
I. Ezperlaen tal/Empir ical

only 1 X I X  I X X  1
C. Subjective Only I I
B. Other 1 2

S. Inp ut Data Detail
A. Vs~y Detailed I I I I I 1 2 1 1 2 2 1 X 1 1
I. Nore Nolar 1 1 2 1
C. Not Applicable I

6. BeHaviora l Unit Employed
A. Subtask or S—N Unit I 2 1 2 1 1 I 7 1 1 1 1
I Task X X X I  I
C. Function I I
0. Not ApplI cable 2 1 I

7. Analytic ~letflc d
A. Ta$k Analy~i, X X I X  I X  X X X I I I  I
B. Other Nethods I I
C. Task Ana lysis Not Melded I * I

2. Use of CceHlsatorial Statistics
X X X I I X X I X

I. No 1 7 1 1 2 1 1 * 2
•. Output Noirlc

A. Prob. Successful P.rf. 2 1 1 2 1 I I I I I
• 3. *esponse Tlu,i X X I  * X X  X X X  I

C. Other X X X  I I I
10. Valtdation/Applic.tIon Data

A. Fores t Validation Tests I I I I I I
B. Partia l Data Ava i lable I I I
C. None Avai lable I I 1 1 I 1 2 1 I

Table 1.1

COMPARISON OF HUMAN RELIABILITY MODELS

- — — —.-— •~ — - V_ 21 ~~S1t - 
_ 
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~i• . impact on human perfo rmance . Thi s study will demonstrate that operator

learning has a significant effect on human performance.

1.3.2 Learning Curves

In 1936 Wright (33) published the first articl e that formulated the

• 
- theory of learning curves . He noted a continuous improvement In labor

cost In the manufacture of ai rplanes as the workers repeated their tasks .

From his observations and study in the aircraft industry, he developed

the basic learning curve theorem which can be stated as:

“For any operation which is repeated, the time of the operation
will decrease by a fixed fraction, known as the reduction fraction,
each time the number of operations doubles .”

Learning curves are appl icable to many aspects of production planning

and control . They can be used to predict the cost per unit of production,
• offer quantity discounts , and establish selling price. Learning curves

also infl uence del ivery schedules , set l abor standards, and measure shop

effi ciency (2). They can also be utilized for establishing costs of manu-

fact ure and determining l abor requi rements.

The learning curve is actually a line on a graph which demonstrates

the reduction of time in any repetitive operation. Two facts concerning the

use of learning curves are important: (1) The time required to do a job

will decrease each time the job is repeated. (2) The amount of decrease

will be less with each successive unit. •

The curve may be presented on any type graph paper but is more commonly

portrayed on log-log graph paper. When plotted on arithmetic graph paper, 
•

the shape of a typical learning will be exponential as demonstrated In 

~~~~-.~~~~~~~~-~~~~~~~~~~~~~~ - - - - • r -• - -
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• Figure 1. 1. It can be noted that the curve possesses the characteristics

of an initial rapid fall fol lowed by a flattening of the curve and afte r a

relative small number of repetitions, the rate of Improvement is small.

If log—l og graph paper is used instead of arithmetic graph paper, a

straight line is presented. Figure 1.2 Is identical with Figure 1.1 except

that the points have been plotted on log-log paper . The nature of log-log

scales permits the inclusion of many repetitions or long periods of time

which woul d be Impossibl e with ari thmetic graph paper. On log-log paper,

the distance between doubled quantities is equal . This fact coupled with

the learning curve theorem is why the plot of a learning curve on log-log

paper Is linear.

The learning curve is a power curve of the form:

t~ = t1n~~ 
-

where :

t~ the time of operation number n

the time of the firs t operation

n number of repetitions

m = slope of the curve

Whe n reduced to logari thmic form, this equation is represented by the

linear equation: log tn = log t1 - ni log n. The slope of the line, m,

is frequently called the reduction fraction and It represents the rate

• of learning. The reduction fraction usually varies between .7 and .95

depending on the proportion of labor In the task which is man-controlled (8).

The complexity of the task and human motivation are also factors which

af fect the reduction fraction.
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FIGURE 1.1

EXPONENTIAL LEARNIF~G CURVE PLO TTED
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Numerous other equa tions , more complex and involved than the above

equation have been developed to express the learning curve theory (31),

(5) and (15). One of the equations fits an S-curve to learning phenomenon

while another gives an expression for a more complex exponential curve.

Carlson and Rowe (6) advocate that a learning curve, plotted on

ari thmetic graph paper , will have an S-shape instead of the exponential

shape proposed by Wri ght (33). See Figure 1.3 for an example of the

S-shaped curve. They maintain that the “inci pient” phase generally in-

vol ves l ittle improvement because the worker is getting accustomed to the

shop setup, tooling, instructions, work place arrangemen t, and the conditions

of the process. The second phase, “learn ing, ” is where most of the im-

provement takes place because this phase incl udes the reduction in errors,

development of a work pattern, and rearrangement of the workplace. The

third phase , “maturity,” represents a limit to improvement because some

learnin g still takes place but at a much slower rate and becomes asymptotic to

the limit.

Numerous discussions have taken place concerning the advantages and

disadvantages of Wri ght’s simpl e equation compared to the more complex

expressions. It has been pointed out that deficiencies exist in the

practical use of the power form model of Wright (5). Two of these defici-

enc i es are the model ‘s ul timate asymptote of zero and the infinite l earning

period i.e. learning rate is assumed to be constant. The advantages of

• Wri ght ’s equation are i ts simplicity and ease of calculations . Also, it is

more easily understood by management than the more complex models. Even

though the disadvantages of Wri ght’s equation are significant , the consensus

• ________ - - - --~~~~~~~•.
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- - has been that the simple straight line on log—log paper is best (11).

Corle tt and Morcomb e (8) state that there are not many industrial

studies reported of the use of learning curves in the fiel d of training ,

but it is in training, where learning is taking place con tinuall y, that it
shoul d have the most applications. This study will apply two different

learn ing curve equations to ascertain the performance level of an operator

over various periods of time . These various performance level s will then

be utilized in an equation for System Effectiveness, and the sensitivity

of the System Effectiveness index to the changing performance level s will

be studied.

1.3.3 LFL Curves

Very little research has been done in the area of Learn—Forget-Learn

(LFL) curves and thei r impact on human performance. LFL curves usually

have a saw— tooth shape as can be seen in Figure 1.4. This shape is the

result of an operator learning a particular task for a certain time period

and then having that learni ng interrupted by some event which takes him

• away from the task. In all probability , he w i ll for get a por tion of wha t
he had or i ginall y learne d, and his performance on the original task will

decl ine. This sequence of events account for the curve shape, i.e., the

init ial learning is depicted as a gradual increase in the curve followed

by a more pronounced increase, bu t when the interrup tion of lea rn ing occ urs ,

the curve drops off and operator performance decreases. When the operator

returns to the task af ter the interrup tion , his performance starts to in-

crease again as the curve begins to climb . The l earni ng/forgetting curve

explained above has been proposed by Carlson and Rowe (6).

• - • -  - - - - ~~~~~~ • - - - -~
- -. -- - _ _
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• It should be noted that the forgetting portion of Figure 1.4 shows a

rapid initial decrease in performance fol l owed by a gradual leveling off

as a function of the interruption interval period . Also , the ra te and

amount of forgetting decreases as an increased number of units are com-

pleted before an interruption occurs. These two attributes of forgetting

curves demonstrate that the amount of forgetting and the corresponding l evel

of performance are a function of both the performance at the time the task

was interrupted and the length of the interruption.

From the above discussion , it can be deduced that an LFL is a combin—

ation of learning and forgetting curves over various periods of time.

The LFL curve will be explained in more detail in the following chapter to

include graphical and mathematical derivations of the curve .

t •
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• CHAPTER 2

• DEVELOPIENT OF CURVES

2.1 Introduction

Three different curves will be developed in this chapter. Two of the

curves will be pseudo-learning curves while the third will be a LFL

curve. The learning curves are referred to as pseudo-learning curves because

of the coordinates used to plot the curves . A normal learning curve is

usually plotted using “Cumulative Units ” as the independent variabl e and

“Time per Unit” as the dependent variable , but, for the purposes of this

paper, “Calen dar Weeks ” will be utilized as the independent vari able and

“Per formance ” as the dependent vari able. Tne reasoning behind this change

in coordinates is to insure that the units of the results obtained from the

learning curves will be compatible with the units utilized in the System

Effec ti veness model because , in Chapter 3, i t  is required to have time

as the independent variabl e, and reliability is expressed over time . For

the purposes of this paper , the units of the dependent variable, “Performance”,

will be defined in terms of probability of success , i.e. reliability. For

exampl e, a performance value of 35 percent implies 35 hits out of 100
- • attempts for an infantryman shooting at a target. It could also imply 35

corre ct observa tions ou t of 100 total observations for a radar or sonar

operator. The above definition of performance will be explained in more

detail in the following sections of this chapter .
• 

• The first learn i ng curve is expressed by a log equation which is
- I similar to the equation of the first learning curve proposed by Wright (33).

The second learning curve has been formulated in terms of a cubic equation .
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The LFL curve is expressed by three different equations dependi ng on the

section of the curve under study. Data used to develop the three curves ,

(Tables 2.1 , 2.3, and 2.5), was obtained from Carison and Rowe (6).

Carison and Rowe accumulated this data by studying the performance of

60 indi v id uals who performed the same s ki lled manual tasks i n a manufactur ing

plant.

The data presen ted by Carlson and Rowe (6) was ex pressed i n terms of

cal endar weeks versus performance where performance was defined as the

ratio 0f standard time to actual time. For the purposes of this study ,

performance is redefined so as to express probability of success or rel i-

ability . Because of this new definition , performance means probability of

success and no t the usual measure of quan tity ou tpu t, thus the val ue of

perfo rmance mus t be less th en or equal to 100%. Because of thi s cons tra int

on the va l ues o f performance , the data obta i ned from (6) had to be normalized

because some of the performance values were in excess of 100%. This trans-

• formation of the performance variable is required so that probability of

success is expressed over time . Thi s requirement will become evident in

Chapter 3. Therefore, the basic hypothesis behind the redefinition of the

performance variable is that the probability of success is a one-to-one

transforma tion w ith the observe d per fo rmance data, that is, it was assume d

to have the same form. Hence, the observed performance data, as presen ted

in (6), was utilized to generate the probability of success data whi ch was

• used to develop the learning curves.

The data for the log pseudo-learning curve and the LFL curve was obtained

by normalizing the original data presented In (6) so that no performance

— ~~~~~~~~~ 
—--— - —,-

~~ — —.
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I
• values were in excess of 100 percent. All val ues were normalized because

of the definiti on of “Performance” i.e. probability of success (reliability )

can no t excee d a value of 1. 00 w hi ch i s the same as a performance val ue of

100 percent. The original data was utilized to plot the cubic pseudo—

l earn i ng curve because there were no performance va l ues w hi ch exceede d 100

percent.

The resul ts from the three di fferen t curves w ill be uti l ize d in Chapter 3

in conjunction with a model that formulates System Effectiveness. The

sensitivity of this System Effectiveness model to the di fferent curve types

and to c han gi ng performanc e values assoc iated w ith the curve s w i ll be

anal yzed.

2.1.1 Log Pseudo-Lea rning Curve

This learning curve is very similar to the log-linear learning curve

developed by Wright in 1936 (33). The curve developed by Wri ght is the

simpl est and most easil’ understood of all the learning curves which

have been developed . Figure 1.1 is an example of Wright’ s curve when it

is plotted using Cartesian coordinates . Its simplicity and ease of cal-

cula tion make it the most widely used learning curve.

The data in Table 2.1 has been used to plot the log pseudo—learning

curve of Figure 2.1. Again, this data Is the result of normalizing the

original data presented by Carison and Rowe (6).

The model for the log pseudo-learning curve was developed using the

• l inear regression program of the Statisti cal Analysis System (SAS). The

• model has the following form: P(t) = 31 .534 + 19.549 log t
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• where : P(t )  = Performance , percen t 
—

t = Time, calen dar weeks

The correlation coefficient for this model Is r = .997. Tabl e 2.2 is the

table of residuals (residual = observed value - predicted value) of the

model compared to the observed val ues (Table 2.1). It can be noted in

Table 2.2 that the model gives an extraordinarily good fit to the observed

data. 
-

In practical terms, thi s type o f learn ing curve woul d resul t fro m a

work situation where the individual works continuously on the same job,

i.e. he is not detailed or assigned to tasks other than his main job

assignment. An example of this type of situation would be a radar operator

who does nothing else except monitor the radar screen. If the individual is

interrupted while• working at his primary job assignment , this type of

learning curve would not be applicable. Section 2.1.3 addresses this type

of interrupted learning experience.

2.1.2 Cubic Pseudo-Learning Curve

The cubic learning curve was proposed some years after Wright ’s log-

l inear formulation (33). It was developed in an effort to eliminate the

two major disadvantages of the log-linear form I.e. the zero asymptote and

the assumed constant rate of learning. This l earning curve plots on

Cartesian coordinates as an S-shaped curve when ~Cumulative Units” i s used

as the independent variable and “Performance” is used as the dependent

• variable. See Figure 1.3 of Chapter 1. Many references exist in the liter-

ature which address the theory and formulation of cubic curves (1), (6)

and (7).

~ 
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Week Performance (%) Week Performance ~(%~)

1 34.4 16 85.0

2 47.0 17 86.4

3 53.6 18 87.6

4 58.3 19 88.9

5 62.1 20 90.1

6 65.4 21 91.2

7 68.3 22 92.3

8 70.8 23 93.4

9 73.0 24 94.4

10 75.1 25 95.4

11 77.0 26 96.4

12 78.8 27 
- 

97.3

13 80.5 - 28 98.2

14 82.0 29 99.1

15 83.5 30 l00.O~~

TABLE 2.1

DATA USED TO PLOT LOG PSEUDO-LEARNIUG CURVE
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. . 
Model : P(t) = 31 .534 + 19.549 log t

Observed Pred icted
• Week Performance Value Performance Value Residual

1 34 .400 31.534 2.866
2 47.000 45.084 1.916
3 53 .600 53.011 0.589
4 58.300 58.634 -0.334
5 62.100 62.997 -0.897
6 65.400 66.561 -1.161
7 68.300 69.574 -1.274
8 70.800 72.185 -1.385
9 73.000 74.487 -1.487
10 75.100 76.547 -1.447
11 77.000 78.410 -1.410
12 78.800 80.111 -1.311
13 80 .500 81 .676 -1.176
14 82 .000 83.124 -1.124
15 83.500 84.473 -O~973
16 85.000 85.735 -0.735
17 86.400 86.920 -0.520
18 87.600 88.037 -0.437
19 88.900 89.094 -0.194
20 90.100 90.097 0.003

• 21 91.200 91.051 0.149
22 92.300 91 .960 0.340
23 93.400 92.829 0.571
24 94.400 93.661 0.739
25 95.400 94.459 0.941
26 96.400 95.226 1.174
27 97.300 95 .964 1.336
28 98.200 96.675 1.525
29 99.100 97.361 1.739
30 100.000 98 .023 1.977

TABLE 2.2
TABLE OF RESIDUALS FOR LOG PSEUDO-LEARN IflG CURVE

— - - - - - - 1 t- t -  ._nr _~~f_ r,  - — ‘- -- ~ -~~~= - - -~~ .- ~~~~~~~~~~~~ - - -  • — —-
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The data in Tabl e 2.3 has been used to plot the cubic pseudo-learning

curve of Figure 2.2. It is referred to as a pseudo-learn i ng curve because

the coordinates are now “Calendar Weeks ” as the independent vari able and

“ Performance ” as the dependent vari able.

The model for the cubic pseudo-learning curve was developed using the

l inear regression program of the Statistical Analysis System (SAS). The

model has the follow i ng form:

P(t) = 10.622 + 12.615 t - .59465 t2 + .0091986 t3

where : P( t) = Perfo rmance , percen t

t = Time, calendar weeks

The correla tion coeff ic i ent for thi s model i s r = .997. Table 2.4 is the

table of residuals of the model compared to the observed values (Table 2.3).

Aga in, it can be noted that the model gives an extraordi narily good fit

to the observed data.

The cubic pseudo-learning curve also would be obtained in a work

situation where the operator performs only one task and is not interrupted

in his performance of that task. An example of thi s type of continuous

and uninterrupted job position woul d be a telephone operator who does

nothing else except work at a switchboard . The next section of this

chapter explains a job situation in which the operator is i nterrupted

while performing his primary duties .

2.1.3 Learn-Forget—Learn (LFL) Curve

Li ttle research has been done in the area of Learn-Forget-Learn curves.

An LFL curve , which has a shape similar to the curve In Figure 1.4, occurs

— - — - rg-r r~~~~ ?:-ntflZ • —- u-?ent s r -flt ~~ - - - .a • • . — - r~~~~~. A~~~~~~~~~~~~~~~~ == __
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Week Performance (%j Week Performance (%J
1 17.7 16 96.3

2 32.6 
-

- 17 97.1

3 44.8 
• 

18 97.8

4 54.7 19 98.4

5 62.8 20 98.8

6 69.4 21 99.1

7 74.8 22 99.4

8 79.3 23 99. 6

9 • 83.0 24 99. 7

10 86.1 25 99.8

11 88.7 26 99.8

12 90.8 27 99.8

13 92.6 28 99. 7

14 94.0 29 99.6

15 95.3 30 99.5

• TABLE 2.3

DATA USED TO PLOT CUBIC PSEUDO— LEARNING CURVE

f 
:

~~~
.- — ---—— iiI ..... ~~~

— --
~~~~~~~~ 

-
~~~~~~

- -- .~~_~e_~ - - 
~~~~~~~~~~~



~

28

r

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~‘~~~° 40- I 2• j P( t ) = 10.622 + l2.61 5t - .59465t
0 I

• 

__ .30 + .0091986t3

.20

.10

U I I I U U I U I I I U U I

3 5 7 9 Ii 13 IS 17 19 21 23 25 27 29 31

Calendar Weeks

FIGURE 2.2

CUBIC PSEUDO-LEARNING CURVE

~~~~~~~~~~~~ .~~~~~~... — —~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ---- - -~~~~~~~~~ ---~~~~ -- • - • ~ —--~ --- • - —~~ ‘~~ ~~~~~~~~~~~~~~~~~~~~~~



__ -

29

~-1odel : P(t) = 10.622 + 12.615t - .59465t 2 
+ .0091986t3

Observed Predi cted
Wee k Performance Value Performance Value Res id ual
1 17.700 22.651 —4.951
2 32.600 33.546 -0.946
3 44.800 43.362 1.438
4 54.700 52.155 2.545
5 62.800 59.979 2.821
6 69.400 66.889 2.511
7 74.800 72.941 1.859
8 79.300 78.191 1.109
9 83.000 82.692 0.308
10 86.100 86.501 -0.401
11 88.700 89.673 -0.973
12 90.800 92.263 -1.463
13 • 92.600 94.325 -1.725
14 - 94.000 95.916 -1.916
15 95.300 97.090 -1.790

-
‘ 16 96.300 97.902 -1.602

17 97.100 98.409 -1.309
18 97.800 98.664 -0.864
19 98~400 98.724 -0.324
20 98.800 98.643 0.157
21 99.100 98.476 0.624
22 99.400 98.279 1.121
23 99.600 98.107 1.493
24 99.700 98.016 1.684
25 99.800 98.059 - 1.741
26 99.800 98.293 1.507
27 99 .800 98.773 1.027
28 99 .700 99.553 0.147
29 99.600 100.690 -1.090
30 99 .500 102 .238 -2.738

TABLE 2.4
TABLE OF RESIDUALS FOR CUBIC PSEUDO-LEARNING CURVE
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• 
- when an operator is interrupted while worki ng at his prima ry job assignment

and is assigned to another task, and then , after a certain peri od of time,

he returns to his primary duties. The curve portrayed in Figure 1.4 depicts

these events as the initial learning on the primary task, then the forgetting

that takes place during the interruption , and finally the resumed learning

of the task after the operator returns to the job. Instead of the interruption

taking the form of a change in job assignments , it could also indicate a

period of absence that the worker is away from his primary job, i.e. a week-

end break or a vacation for the worker. The amount of forgetting that takes

place during a break in the work depends on how much the worker has learned

up to the point of interruption and the l ength of the interruption (13).

Another study concerned with interrupted learning theorizes that a non-

work interrupti on (weekend break or vacation ) is not the same as a work

interruption (perfo rming another task) (9). This theo ry still has to be

veri fied.

The LFL curve also can depicit an indivi dual ‘s increasing performance

during his initial training for a job (first section of curve), his de-

creas ing perfo rmance caused by forgetting since the initial training

(second section of curve), and then the subsequent increase in performance

caused by retraining for the job (third section of curve). The various

wor k phenomena w hi ch can be ex p la ine d by LFL curves are nume rous an d can

be easily understood by using this type of curve . A practi cal example of

a si tuation where an LFL curve could be appl i ed is an infantryman who re-

ceived his initial training on the use and firing of an anti — tank missile.

After the initial or basic training period , which incl uded actual firings

—--
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of the missile, the soldier is assigned to a unit in which the actual

fi ri ng of the missile is impossible. In all probability he will forget

some of the procedures and techniques required to fire the missile during

his-assignment to this particular unit , and his performance in regards to

missile firings will decrease . In this parti cular instance , performance

can be construed as accuracy in hitting the target i.e. probability of

success. He is then retrained on the missile system by being assigned to

a fi ring range where he can perfo rm actual firings again , and his performance

level should increase becaus e of the experience he rece ived on the range .

See Figure 2.3 for a graphical representation of the infantryman ’s training

cycle which was explained above.

The exam ple of interrupted learning presented by Carison and Rowe (6)

has an operator performing a certain task for a seven week period , then

being assigned to perform another task for a period of 12 weeks , an d then

returning to the original task for a period of 11 weeks . The performance

data that portrays the above sequence of events is presented in Table 2.5

and is plotted in Figure 2.4. This data has again been no rmalized from the

• original data presented in (6) to insure that the performance values do not

exceed 100 percent. Again , this normalization is required because of the

definition of performance which was explained in section 2.1.

The model for the Learn-Forget-Learn curve was developed by finding

equations for each of the three sections of the curve . Each equation was

formulated using analytical methods . The model , wh i ch was developed using

the data of Table 2.5, has the fol lowing form:
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821.63 - 
787.23 

, Initial Learning
t.

P ( t )  = -15.690 + 
133.98 

, Fo rget t ing

108.47 - 
7480 

, Resumed Learning
• t .

where : P( t ) = Per fo rma nce , percent

t = Time , calendar weeks

Table 2.6 is the table of residuals of the model compa red to the observed

values (Table 2.5). It can be noted in Table 2.6 that tne model gives a

better than average fit to the observe d data , and the pattern of residuals

bears this out.

As was mentioned in the earlier sections of the chapter, the LFL curve

can be utilized when an i ndividual operator experiences an i nterruption in

his work . The interruption can take the form of a work i nterruption (per-

form ing another task) or a non—work interruption (weekend break or vacati on),

and it shoul d be stated that the LFL curve is applicable to both types of

interruption.

• The results obtained from the LFL curve and the two pseudo-learning

curves (log and cubic) of this chapter ’s earlier sections will be utilized
• in conjunction wi th a Systei~i Effectiveness model in Chapter 3. The

sensitivity of the SE model to the three di fferent curve types and

changing performance val ues of each curve will be analyzed and discussed.
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Week Performance % Week Performance (%)

1 34.4 16 53.1

2 47.0 17 52.1

3 53.6 18 51.2

4 58.3 19 50.3

5 62.1 20 56.0

6 6~.4 21 60.2

7 68.3 22 63.8

8 66.5 23 66.8

- • 
9 64.6 24 69.6

10 62.0 25 71 .9

11 60.0 26 74.0

12 5~.2 27 76.0

13 56.7 28 77.9
14 55.4 29 79.6
15 54.1 30 81.2

TABLE 2.5

DATA USED TO PLOT LFL CURVE

• --- -- -- -— ~~ r — —
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Initial Learning, Model : P(t) = 821.63 - 
787.23

Observed Predi cted
Wee k Performance Value Performa nc e Value Res idual

• 1 34.40 34.40 0
2 47.00 46.58 0.42
3 53.60 53.62 -0.02
4 58.30 58.58 -0.28
5 62.10 62.40 -0.30
6 65.40 65.51 -0.11
7 68 .30 68.12 0.18

Forgetting, 1-lodel : P(t) = -15.690 + l3~~ 8

7 68 .30 68 .30 0
8 66.50 65.60 0.90
9 64.60 63.40 1.20

10 62 .00 61.40 - 0.60
11 60.00 59. 70 0.30
12 58.20 58.10 0.10
13 56. 70 56 .70 0
14 55.40 55.40 0
15 54.10 54.30 -0.20
16 53.10 53.20 —0.10
17 52.10 52 .20 

• -0.10
18 51 .20 51.30 -0.10
19 50.40 50.40 0

TABLE 2.6

TABLE OF RESIDUALS FOR LFL CURVE

_ _ _ _ _  _ _ _  _ _ _ _ _ _ _  _ _ _  _ _ _ _ _ _  _ _ _  



I t
Resumed Lea rning, Model: P(t) = 108.47 - _ _ _ _ _

t .

Observed Predicted
Week Performance Value Performance Value Residual

19 50.40 50.40 0
20 56 .00 55.10 0.90
21 60.20 59.20 1.00
22 63.80 62.90 0.90
23 66 .80 66.10 0.70
24 69.60 69.00 0.60
25 71 .90 71.60 0.30
26 74 .00 73.90 0.10
27 76.00 76.00 0
28 77.90 77.80 0.10
29 79.60 79 .60 0
30 81.20 81.10 0.10

TABLE 2.6 con tinued

I- - - - err ~_ n r  _ t  - - sa_ ’ -_ 
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• CHAPTER 3

SYSTEM EFFECTIVENESS MODELS

3.1 Introduction

Before proceeding to the discussions of this chapter , the term,

“System Effectiveness ” should be defined . Gephart and Balachandran (10)

def ine it as: “The probability that the man—machine system will success-

full y meet an operational demand and fulfill the predetermined mi ssion ob-

jectives within a given mission time when operated under stated conditions. ”

In language that is easier to understand , System Effecti veness i s “the

probability that a system can successfully meet an operational demand

throughout a given time period when operated under specified conditions. ”

In most cases, System Effecti veness is stated in probabilistic form,

i.e. probability of system success .

This chapter is organized into two major sections . The first section

consists of a sumary of three different System Effectiveness models. These

three models will be identi fi ed as (1) The Modified WSEIAC Model , (2) The

Na vy Model , and (3) Lie ’s Model. After the sumary, a comparison wil l be

made between the three models with differences and similarities being dis—

cussed .

The suninary of Lie ’s model will be in more detai l than the other two

model s because Lie ’s formulation wil l form the basis for the next major

section of this chapter. Lie’s proposed model , Is very similar in some

aspects3 to the other two model s , but it addresses two areas (environmental

and operator impact on SE ) which were not mentioned or only briefly

expla ined In the fi rst two models. The area of operato r impact on System

Effectiveness i s of major i nterest in this chapter.

_ -- _ _ -- -_---‘-
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The performance values obtained from the two pseudo-learning curves

(log and cubic) and the Learn—Forget—Learn curve of Chapter 2 will be used

in conjunction with Lie ’s model to anal yze the effec t that the various

curve forms and associated level s of performance have on the value of

System Effectiveness. These changes in the values of System Effectiveness

then will be analyzed and di scussed in Chapter 4. Al so, an analys is of the

behavior of the LFL curve w ill be undertaken i n the las t sec tion of thi s

chapter.

3.2 Comparison of System Effectiveness Models

As was mentioned in the preceding section , three proposed models that

attempt to quantify Sys tem Effectiveness will be sumarized and compared

in  this section of the chapter. The three models will be referred to as

(1) The Modi f ied WSEIAC Model , (2) The Navy Model , and (3) Lie ’s Model .

The terms used in the di scuss ion and analys i s are def ined as:

(1) Availability - The probability that the system is in an “up ”

and ready state at the beginning of the mission when the mi ssion occurs at

a random point in time . Availability is a function of the rel iability and

maintainability characteristics of the system.

(2) Reliab ility — The probability that an item wil l perform its In-

tended function for a specified interval under stated conditions.

(3) MaIntainability - The probability that an item will be retained

in or restored to a specified condition withi n a given period of time .

(4 )  Dependabi l I ty — The probability that, given the system was

• availabl e, It will continue to operate throughout the mission either (1)

_________________ - .
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• without a system-level failure (a failure that causes the entire system

to be inoperable), or (2) if it fails , it will be restored to operation within

some critical time interval which , if exceeded , woul d resul t in mi ss ion

failure. Dependability is also a function of the reliability and maintain-

ability characteristics of the system.

(5) Capability — The probability that the system’s des igned performance

will allow it to meet mi ss ion demands successful ly assum i ng that the system

is available and dependable.

Now that some of the more important terms have been def ined, we can

proceed to the sumaries of the three models.

3.2.1 The Modified WSEIAC Model

In 1963, the Weapon System Effectiveness Industry Advisory Coninittee

(WSE ZAC ) was formed for the purpose of “providing technical guidance and
assistance to the Coninander, A i r Force Systems Comand , in the development
of a technique to appra i se management of current and predi cted System
Effectiveness at all phases of system life .” (10). The conrittee theorized

that System Effectiveness was a joint probability measure expressed as:

SE = (A)(O)(C) (1)

where : SE = System Effectiveness

A = Availability of the system
— 

D = Dependability of the system
• C = Capa bili ty of the system

and where A, 0, and C are probability statements .

L. - ~~~~~~~~~ U . - - -~ .- - -- ~~~~~~~~~~~~~~~~~~~~~~ -
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They further stated that availability (A) may be obtained as a function

of the state readiness of the system and the utilization of the system.

This meant that equation (1) was then transformed to be the following

expression:

SE = (V) (W)(D)(C)  (2)

where : V = a measure of state readiness of the system.

W = a measure of the probability of utilizing the

system given the state of the system.

and where V and W are probability statements.

In 1 969, Gephart and Balachandra n modified equation (2) by making

the follow ing changes:

(1) They relabel led V to become S (s tate readi ness) , an d rel abelle d

W to become U (utility).

(2) They relabeled 0 as RE—RE (Reliability—Repairability).

(3) And lastly, they proposed that the capability term of equation

(2), C, could be expressed as the produc t of “adequacy of personnel ”, A ,

an d “capabil ity of hardware”, CH.

W ith the above changes being made to equation (2), it would then take

the following form:

SE = (S)(U)(RE-RE)(A)(CH) (3)

• 
where S, U, RE—RE, A , and CH are probability statements. 

-

The major modification that Gephart and Balachandran made to the

original WSEIAC model , equation (2), was to partition the capability of

the system, C, into : (a) that which was contributed by the hardware of

_ - - ~~~ - •  r • . -* ~~~~~ . - J
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the system, and (b) that which was attributable to the human factor (oper-

ator). By partitioning the capability of the system, they realized that

the performance of the operator has a definite impact on System Effective-

ness. In earl ier studies , operator performance was assumed to have a con-

stant value of 100 per cent i.e., the operator was totally rel iable. In

actuality , an operator ’s performance is very seldom totally rel iable and

therefore, this assumption led to miscalculations of System Effectiveness.

They defined “adequacy of personnel ” as the conditional probability

that the personnel will perform at their l evel of proficiency , given that

the hardware component of the sys tem is in a given state. They assumed

in the model that the variable which describes operator performance follows

a normal distribution. They further stated that the parameters of this dis-

tribution can be obtained from the traini ng programs or proficiency evalu-

ations of a sample from the relevant population of subjects. These para-

meters then can be used in the Systems Effectiveness simulation.

However , they did not detail how to obtain useable human performance

data from the training programs or proficiency evaluations. In ot~~’- words ,

they presented no analytical method which could be used to extract data

from the training programs/proficiency evaluations. v~l thout being able to

extract human performance data from the sources they mentioned , the human

performance portion of their Capability term Is useless . Because of this1

no operator performance data was utilized In the example probletr they pre-

sented in their paper. Therefore , in essence , Gephart and Balachandran

outl i ned the requirement for includ ing an operator performance tent In the

____________________________________________________ • - . • .  
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calculat ion of System Effectiveness, but did not explain how to obtain

operator performance data which coul d then be utilized in the System

Effect i veness s imul ation.

3.2.2 The Navy Model

The Navy Model for System Effectiveness was obtained from a proposed

revision of the “Havy System Effectiveness Manual ” which was wri tten by

0. T. Hanifan (14). This model is very similar to the Modifi ed WSEIAC

Model presented in the last section. In the manual , Hanifan states that

“the effectiveness of a system depends on its availabilit y, dependability,

and capability in relation to the mission. ” This statement expresses the

same formulation for System Effectiveness as was presented by equation (1)

of the last section , i.e.:

SE = (A) (D) (C)  (1)

Hanifan goes on to state that the three terms of the model are mutually

exc lus ive , and great care should be exercised in modeling to guarantee that

the same data are not included in more than one term of the model .

As was the case for the Modi f i ed WSEIAC Model , Hanifan says that the

“Capability ” term, C, of equation (1) can be partitioned into a term

which is contributed by the hardware of the system and a term which is

attributable to the performance of the operator. Usually, Capability is

less than theoretical computations or test resul ts because the human per-

formance part of the Capabi lity term may have been overes timated or even

assumed to be 1.0 (wh i ch i s the assumption when the human performance term

is effectively l eft out). Hanifa n says that because of the above assumption ,

- - - -—-~~~~~~~~ -
- 
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I

“the effecti veness modeler must usually modify the system performance numbers

obta ined from hardware des ig ners in order to obta i n a more accura te es timate

of total system Capability .” Because of the difficul ty in obtaining suitable

human performance data , estimates for this data must frequently be substi-

tuted for empirically—obtaine d data. He says some of the human performance

parameters can be es timated from experimental data or opera ti onal recor ds,

but many are at present known only qual i tati vely and their effects must be

estimated on the basis of j udgement. Too often the tendency is to leave

the human performance data completely out of the model .

As in the last section , the author notes the importance of incl uding

an operator performance term in the formulation of System Effecti veness ,

but gives no concrete method for obtaining data which can be used in the

operator performance term . In addition to not presenting any concrete

metnod for obtaining this data , he does not present a method for estimating

the data that would be required to formulate the human performance term.

He discusses the importance of human performance , but that ’s al l.

3.2.3 Lie ’s Model

The formula tion of thi s model i s contained i n Lie ’s doctorial disser—

tation (16). Lie developed numerous model s that attempted to quantify

M ission Effectiveness ( ME ). To be consistent with the terminology used
— 

in the preceding two model s, we note that System Effectiveness is Mission —

Effec ti venes s, hence Lie ’s term of Mission Effectiveness will be label l ed

System Effectiveness.

-
-
. -  - - -
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Lie ’s general formul ation of System Effectiveness is:

(SE) 1~ = 
~~~~~~~~~~~~~~~~~~ 

(4)

where : (SE)
~~ 

= System Effectiveness of unit i for mission j

= Availability of the hardware component of unit i

at the start of mission j

= Availability of the operator component of unit i

at the start of mission j

~~ = Mission rel i ability of the hardware component of

unit i for mission j

~~ = Mission reliability of the operator of unit i for

mi ss ion j
E1~ 

= Performance of unit i during mission j for a given

status of the environment

= Performance of the operator of unit i during

mission j

and where all the terms of equation (4) are probability statements .

Equation (4) is comparable to equation (1) of the preceding sections except

for one major deviation - the “Capability ” portion of the model represented

by equation (1) is now expressed by a term for environmenta l impact on SE

and a term that deals with operator performance and its effect on SE.

Lie states that “the performance of a unit is dependent upon the

status of the environment” , i.e. a better performance of the unit is

_ _ _ _ _  
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expected in a good weather condition than in a bad weather condition

(cold winter , stormy night, etc.). Lie classified the status of the en—

vironment as excellent , good , fair , poor, etc. He also expressed the i dea

that the performance of a unit is dependent upon the performance of the

operator , and performance is a function of the quality of the operator and

the retraining peri od . He assumed that the performance of the operator of

unit i can be expressed by the followi ng functional form:

—
~~~~.t

y1 = (y 1 )1 + (y2)~ e (5)

where : y
~ 

= Probability of the mi ssion success as a function of

the operator effect of unit i at time t

= Steady-state probability of the mission success as a

function of the operator effect of unit I

= Initial peak probability of the mission success as a

function of the operator effect of unit i

= Decreasing rate of the probability of the mission

success as a function of the operator effect of unit i

t = time , hours

If the retraining of the operator is performed every T~ time units , and if

every retraining brings the performance up to the initi al l evel , then the

• performance of the operator of unit i may be represented as shown in

Figure 3.1.

Lie states that equation (5) is one of a variety of functional forms

for the operator performance that can be assumed. Equation (5) is an
- ex press ion for operator performance and coul d be termed an “LFL” curve.

LU. - ~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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FIGURE 3.1

PERFORMANCE OF THE OPERATOR OF UNIT i AS A
FUNCTION OF THE QUALITY OF THE OPERATOR

~~~~~ 
(y2)1, and ~~

) AND THE RETRAINING
PERIOD (T i).
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Lie assigned arbi trary values to the 1.arameters of equation (5) when the

expression was utilized in his simulation of the model . He provided no

exp1~nation as to why he used the particular equation he did , equation (5),

or why he chose the particular values for the parameters that he did. He

did not men ti on how values for the parameters cou l d be obta ined from

training programs , proficiency evaluations , etc.

Using the equations for operator performance developed in Chapter 2

from the l earning and LFL curves in place of equation (5), the simulation

program for System Effectiveness (the simulation program for SE is listed

in Appendix A)which Lie developed was run to determine what effect the

various curve forms would have on the overall System Effectiveness. The

results of the various simulation runs will be outlined in section 3.3. with

subsequent conclusions made in Chapter 4.

3.2.4 Comparison of Models

It should be evident from the three preceding sections that the three

models are very similar in most aspects with the only differences being in

the interpretation of the “Capability ” term of equation (1). The Modified

WSEIAC Model and the i~avy Model are almost identical in their formulation of

System Effecti veness while the model of Lie ’s differs in the make-up of

the “Capability ” term. Lie also developed his model for Mi ssion Effective-

ness while the other two were formulated in terms of System Effectiveness ,

but botn terms ( SE and ME ) employ the same Concepts.

The one fact that should be brought out in thi s comparison is that none

of the models provided any definiti ve data on human performance. Also , no

L. ~~~~~~~~~~~~~~~~~~~ 
- - - •  
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guidance at all was provided in regards to obtaining analytical expressions

that could be used to quanti fy human performance. Lie did the most work 
• 

-

in this area , but he was deficient in the explanation of the equation he

used , and he did not li st poss ibl e sources of human performance data. As

far as the operator performance term in each of the models, there was much

discussion about what should be done in this area, but no one gave any

direction that could be followed when trying to quanti fy human perfo rmance

levels. This paper wil l give insight into the collecting of human per-

formance data ,development of analytical expressions for the performance,

and their subsequent use in effectiveness simu lat un models.

3.3 Lie ’s Simulation Model with Modifi ed Qperator Performance Term

Lie (16) developed a number of simula tion models that attempted to

quantify System Effectiveness. The models varied according to the constraints

• and assumptions that were appl i ed to the various systems. The particular

simulation model that will be utilized in this section was developed for

a system which was required to carry out various types of missions . In

• this particular model , each mission type is characteri zed by the maximum

allowable time that determines the success of a given mission type. Lie

descri bed the logic of this model in the fol lowing way:

“For a gi ven type of a m iss ion to be success ful , the system is re-
quired to be available at the start of a mission , and the system
must complete its mi ssion withi n the maximum allowabl e duration
of time that this given mission type specifies wi thout any failure
during this period . If the system cannot accomplish a mission
within the specified duration of time , the mission is terminated
at this point and is considered to be fai l ed even though the system
is still operable. Failures of the system are i nduced by both the
hardware itsel f and the operator. Furthermore, the effects of the
environment and the operator are reflected in the mission duration .

—- - - ~ --—- —- - ~~
-_ -
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In other words , poor env i ronmenta l conditi ons and poor operator
performance are assumed to make the actua l mi ss ion duration

• lon ger than the mission dura tion under idea l conditions. Thereby,
adverse effects of the environment and the operato r tend to re-
duce the probability of mission success , i.e. System Effectiveness.”

Hopefully, this short synopsis of the system will hel p explain the simu-

la tion model for this particular system. Again , a printout of the simu-

lation program used in this section is listed in App endix A.

The section of the simulation program which was of major interest

in this paper dealt with the operator performance term, OP(I ,J), and its

formulation. In the simulation program (Appendix A), cards number 177

through 206 calculated the operator performance for unit i and mission j ,

OP(I ,J), and pri nted the various values of OP(I,J) in the output.

Equation (5) of section 3.2.3 was used by Lie to express the operator per-

formance of unit i and mission j in the simulation program. He assianed

the following values for the parameters of equation (5):

y1 = .8,y2 = .2, ~ = .0014, 1 = 2160 hours

where y1, y2, and B are probabili ty values .

When the above values were used in equation (5), and a total of 50 missions

were simulated for a single unit, the operator performance for each of the

50 missIons was calcula ted to be the val ues in Tab le 3.3. Us ing the values

of Tabl e 3.3, the overall System Effectiveness for the unit turned out to

be .52 after all the calculations of the simulation were completed.

The equations for operator performance , which were developed in

Chapter 2 from the three di fferent curves , were substi tuted into Lie ’s

• -
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simul ation program in place of his expression for OP(I,J) to determine

what values of operator perfo rmance, and subsequently, what va lue  of

System Effectiveness woul d result. The equations from Chapter 2 are as

follows :

Log Pseudo-Learning Curve

OP( I ,J) = 31 .534 + 19.549 log t

Cubic Pseudo-Learning Curve

OP( I ,J) = 10.622 + 12.615 t - 0.59465 t2 
+ 0.0091986 t3

Learn-Forget-Learn Curve

Initial Learning, OP( I,J) = 821.63 - 78~~23

Forgetting, OP( I ,J) = -15.690 + 
l3~~98
t .

Resumed Learning, OP(I,J) = 108.47 - _____

Note that “t” in the above equations was replaced by “CTMS(I ,J)” when the
equations were utilized in the simulation program. “CTMS( I ,J)” stands
for the mission start time expressed in cloc k time for unit i and mission j.

This transformation was made because the simulation program operates on

a clock time basis, and “CTMS(I,J)” is Lie ’s clock time term which is

equivalent to “t” .

Each of the three equati ons were substituted into Lie ’s program wIth

each equation being run separately in the simulation . The resulting val ues

— - — . ,. -~ ____t_J___. -• - - - -  - 
~~~~~~~~~~ 
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of operator performance for the 50 missions obtained from the Log Pseudo-

Learning curve , Cubic Pseudo—Learning curve, and Learn-Forget-Learn

curve are listed in Tables 3.4, 3.5, and 3.6 respectively. The subsequent

values for overall System Effec ti veness after the three equations from

Cha pter 2 an d L ie ’s equation were utilized are tabulated in Table 3.7.

The values of OP( I ,J) = .50 and 1.0 were also used in the simulation to

obtain a range for the System Effectiveness va l ues. The resulting SE

values for these two cons tant operator performance terms are also listed

in Table 3.7.

3.4 Analysis of Learn-Forget-Learn (LFL) Curve

The mean performance val ue for the Learn—Forget—Learn curve , Figure 2.4,

• is calculated in this section along with the corresponding mean value of

System Effectiveness which results when the performance mean is utilized

• in Lie ’s simulation program. Also , in this section , the avera ge operator

performance is calculate d for sampl e missions taken from the total of 50

missions. The val ues of the above mean performance figures and their re-

sulting System Effectiveness indexes will be compared and discussed in

Chapter 4.

3.4.1 Mean Performance of LFL Curve

The mean performance val ue for the Learn-Forget-Learn curve is cal-

cula ted by integrating the three separate segments of the curve over the

time periods that they cover and then di viding the sum of the integration

resul ts by the total time period for which the curve Is effective. The LFL

curve is portrayed in Figure 2.4 with the equation for each of the three
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sections of the curve listed above the portion of the curve to which it

applies . The integration which yields the area below the LFL curve is as

follows :

1 (821.63 — 
~~ 

)dt + f ( l 5 ,690 + 24 )dt + J (108.47 - 1 65)dt1 t . 7 t~ 19 t~

From the above integration , the total area below the curve is found to be:

339.18 + 690.41 + 757.13 = 1 786.72 weeks

When this total area is divided by the total time interval for which the

curve is effective , the mean operator perfo rmance , ~~~~~~~~ will result:

O P 1 786.12 — 61 6°’— 

29 —

By using the predicted perfo rmance values , P1, from the table of

res iduals for the LFL curve , Table 2.6, in conjunction with the va l ue of

~~, the standard deviation that pertains to the mean performance, S , can
O.P .

be calculated as follows :

1/2

~ (
~~-~ ) 1/2

___________ — 3197.991 — 1— 

n-i 
— 

30—1 
—

The values of O.P. and s will be utilized in Chapter 4 for comparin’
0.P.

various val ues obtained from the LF’L curve. Before proceeding to the next

sec tion , -ft should be noted that the va l ue of ~ obtained above is only valid

for a large number of missions , and it should not be utilized when estimating

-_ V - —. 
~~
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the performance for a single mission or a small sample of missions .

The reasoning behind this statement will be demonstrated in Chapter 4.

W hen the value of ~~TP. is substituted into Lie ’s simulation program,

the System Effectiveness turns out to be .38.

3.4.2 Mission Sampling

To study the sensitivity of the operator performance at a point in

time versus the overall performance value , four sampl es (r 4), each of

size fi ve, of missions out of the total of 50 simulated m’ssion were taken.

The four samples were taken from aro und the 10th 20th ~ and 40th

mission intervals. As wa~ men ti oned earl ier , each sampl e -Nih consist

of fi ve observa tions . For examp le , the sample for the 10th mi ss ion interval

is comprised of five observations , i.e. readings from mission numbers 8, 9,

10, ii , and 12. From the computer output of Lie ’s simulation which was

run using the equa tions for the LFL curve , opera tor perfo rmance va l ues

(O.P.) for each individua l mission are obtained . The average operator per-

formance for each of the four samples is then cal culated as depicted in

• Table 3.1.

When each of the ~~~~~~~~~~~ (I = 10,20,30,40) are avera ged together , the

resul ting val ue, the grand mean (O.P.) of the four sampl es, turns out to be:

0.P. = 60%

Note that the value of 60% obtained in this section is very close to the

val ue of 62% obtained in section 3.4.1. This result is only logica l because

the two mean values were obtained from the same population. The small

difference in their values is the result of the two di fferent methods

utilized to cal culate the means .

_ _ _ _ _ _  - -- . . - -- - - -  • • - -
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By using the values of O.P., (i=l O ,20,30,40) in conjunction with the

value of O.P., the standard deviation that pertains to the mean performance

calcula ted in thi s sec tion is found as follows :

4 
_ _ _  _ _ _  2 1/2

1 O.P. .-O.~P.
— 1 1/2

n— i 
— 

4—1 
—

The values of 0.P. and s which were cal culated in this section will be

utilized in Chapter 4 for comparing various values obtained from the LFL

curve.

For each of the four mi ss ion interv als samp l ed, the average System
Effec ti veness ( SE ) for each interval can be calcu l ated by us ing the

computer outp’ct of Lie ’s simulation . It should be noted that System

Effecti veness can only have va l ues of 0 or 1, i.e. the mission either

fa i ls or it i s success ful . The calc u la ti ons for average System Effec ti veness

are depicted in Table 3.2.

When each of the 
~~ 

(i=lO, 2O ,30,40) are averaged together , the

resul ting va l ue, ~~ , turns out to be:

St = .40

Note that the average value for System Effectiveness obtained in this

section, .40, and for the enti re period found in the precedi ng section ,

.38, are very close , as well they should be, because they were obtained

from the same population of val ues. The small difference in their val ues

resul ts from the two di fferent methods utilized to calculate the averages. 
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One final item should be mentioned in this section. Since the results

of this section were cal culated by using the output from Lie ’s simulation

and since the form/content of the output was not listed here, Lie ’s dis-

sertation (16) can be consulted for further explanation .
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10th Mission Interval 20th Mi ss ion Interva l

Mission No. O.P. Mission No. O.P. -
•

8 61 18 55

9 61 19 54

10 59 20 54

11 58 21 53

12 57 22 52

O.P.10=59

30th Mission Interval 40th Mission Interval

Mission No. 0.P. Mission No. O.P.

28 50 38 67

29 52 39 69

30 56 40 70

31 58 41 71

32 60 42 72

• O.P.30=55 O.P.40=70

TABLE 3.1

CALCULATIONS OF O. P. , 
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Mission Interval 20th Mission Interval

Miss ion No. Mi ss ion No. SE
8 0 18 1

9 0 19 1

10 1 20 0

11 0 21 1

12 0 22 0

~~io~~
20 

~~2O~~
60

30th Mission Interval ~~~ Miss ion Interval

Mi ss i on No. Mi ss ion No. SE
28 0 38 1

29 0 39 0

30 0 40 1

31 0 41 1

32 0 42 1

~~30
0 

~~40
_ .80

TABLE 3.2

CALCULATIONS OF

I
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Mission No. Operator Performance Mission No. Qperator Performance
1 .99 26 .95
2 .99 27 .95
3 .98 28 .95
4 .98 29 .94
5 .97 30 .94
6 .97 31 .94
7 .97 32 .94
8 .97 33 .94
9 .97 34 .94
10 .97 35 .94
11 .96 36 .94
12 .96 37 .94
13 .96 38 .94
14 .96 39 .93
15 .96 40 .93
16 .96 41 .93
17 .96 42 .93
18 .96 43 .93
19 .96 44 .93
20 .95 45 .93
21 .95 46 .93
22 .95 47 .93
23 .95 48 .93
24 .95 49 .93
25 .95 50 .92

TABLE 3.3

OPERATOR PERFORMANCE VALUES RESULTING

FRO M LIE ’S  EQUATI ON

________________— — - - ~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~- ---~~-- ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Mission No. Operator Performance Mission No. Operator Performance

1 .45 26 .88
2 .59 27 .89
3 .67 28 .89
4 .72 29 .89

5 .74 30 .90
6 .74 31 .91
7 .76 32 .91
8 .77 33 .91
9 .77 34 .92

10 .79 35 .92
11 .80 36 .92
12 .81 37 .93
13 .82 38 .93
14 .82 39 .94
15 .82 40 .94
16 .83 41 .94
17 .83 42 .95
18 .83 43 .95
19 .84 44 .95
20 .85 45 .95
21 .86 46 .96
22 .87 47 .96
23 .87 48 .96
24 .87 49 .96
25 .88 50 .98

TABLE 3.4

OPERATOR PERFORMA NCE VALUES RESULTING

FROM LOG PSEUDO -LEARNING EQUATION

L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Mission No. Operator Performance Mission No. Operator Performance
1 .34 26 .99
2 .52 27 .99
3 .67 28 .99
4 .78 29 .99
5 .81 30 .99
6 .82 31 .99
7 .85 32 .98
8 .87 33 .98
9 .88 34 .98

10 .91 35 .98
11 .92 36 .98

- ‘  

12 .94 37 .98
13 .94 38 .98
14 .95 39 .98
15 .95 40 .98
16 .95 41 .98
17 .96 42 .98
18 .96 43 .98
19 .97 44 .98
20 .98 45 .98
21 .98 46 .99

- 22 .98 47 .99
23 .98 48 .99
24 .99 49 .99
25 .99 50 1.00

TABLE 3.5

: OPERATOR PERFORMANCE VAL UES RESULTING

FROM CUBIC PSEUDO-LEARNING EQUATION
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• 
- Mission No. Q~ .!’ator Performance Miccinn Nr~ Op~~r~~tnr P~ rfnnn~n’-~

1 .47 26 - .51
2 .59 27 .51
3 .66 28 .50
4 .66 29 .52
5 .64 30 .56
6 .64 31 .58
7 .62 32 .60
8 .61 33 .61
9 .61 34 .62
10 .59 35 .63
11 .58 36 .65
12 .57 37 .66
13 .57 38 .67
14 .56 39 .69
15 .56 40 .70

16 .56 41 .71
17 .55 42 .72
18 .55 43 .73
19 .54 44 .73
20 .54 45 .74
21 .53 46 .75

22 .52 47 .75
23 .52 48 .77
24 .52 49 .77
25 .52 50 .81

TABLE 3.6

OPERATOR PERFORMANCE VALUES RESULTING

FROM LEARN-FORGET-LEARN EQUATION

. - - . - - - - - -~~~~~~ -
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Operator Performance Equation System Effectiveness

Lie ’s .52

Log Pseudo-Learning .56

Cubic Pseudo—Learing .58

Learn—Forget-Learn (LFL) .42 - •

Constant va lue of .50 .32

Constant value of 1.0 .70

TABLE 3.7

SYSTEi ~1 EFFECTIVENESS VALUES FOR VARIOUS

OPERATO R PERFORM ANCE EQUATIONS

—---~~~~~~~~~ --~- - ----~~~~~~ -—— -- --—- • - — -~~‘-~~~- - - - -~~~~~~ — -.-~~~~~~~ ------ ~ — —~-----~~~~ • - - - -- 
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CHAPTER 4

RESULTS AND CONCLUSIONS
4.1 In troduction

In thi s chapter, the conclusions of this work will be discussed. Al so

contained in this chapter is a di scuss ion of the sens iti v ity of Lie ’s

System Effectiveness model when the various operator performance equations

are utilized in the simulation . There is also an analysis comparing the

mean operator performance for a small number of missions in the same region

of the LFL curve w ith the mean performance value for the enti re cycle of the

LFL curve . The las t sec tion of thi s chapter w ill outline the requi rement

for possible future investigations in the area of training/learning and

their impact on operator performance and the sub - ‘ent effect of operator

performance on the effecti veness of a system.

4.2 Suninary and Discussion of Resul ts

In this section, the fi ndings of Chapter 3 are sumarized and analyzed.

The sections of Chapter 3 which are of interest here are: 33 , 3.4.1, and

3.4.2.

4.2.1 Sensitivity Anal ysis of Lie ’s SE Model

Referring back to Table 3.7 which lists values of System Effectiveness

for the various expressions of operator performance , it can be seen that

the values for System Effectiveness definitely depend upon which equation

• for operator per formance is utilized in the simulation program. In other

words , System Effectiveness is a function of operator performance when the

expression for operator performance is used in conjunction wi th the simu-

latlon.

_________________ —-—---•- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - _ _ _ ~~~ —--- ~~~~~_•~
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The resultant System Effectiveness values for the Log Pseudo—

Learning and Cubic Pseudo-Learning curves (.56 vs .58) are relatively close

together as would be expected by comparing the shapes of the two curves In

Figures 2.1 and 2.2. They both represent increasing performance functions

with the only difference being that the Cubic curve reaches the asymptote

of 1.0 faster than the Log curve . This explains why the System Effecti veness

value of the Cubic curve (.58) is slightly larger than that of the Log

curve (.56).

The System Effectiveness index corresponding to the Learn-Forget-Learn

(LFL) curve (SE = .42) is significantly less than the SE values of the Log

and Cubic curves (.56 and .58). The reasoning behind this di fference in

values can aga in be expla ined by compar i ng the shape s of the three curves
(Figures 2.1 , 2.2 , and 2.4). The LFL curve portrays an increasing-decreasing -

increas ing function of performance wh i le the other two curves are strictly

increas ing func ti ons of performance. Becaus e the LFL curve has a decreas ing
performance section , thi s expla ins the smal l er value of Sys tem Effec ti veness

for thi s particular curve .

Lie ’ s expression for operator performance , y = y1 + y2e~~
t, that he

utilized in the simulation yielded a System Effectiveness value of .52.

Even though this expression is a decreasing function of performance between

retra ini ng per i ods , It still produces a relatively hi gh index of System

Effectiveness. This is because the curve starts at a performance value

close to 100 per cent and decreases from there to a operator performance

value of 92 per cent which is l arge compared to the performance values

of the Log and Cubic curves .

~ 
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When the constant values of .50 and 1.0 for operator performance are

utilized in the simulation , they produced a range of System Effec ti veness

val ues from .32 to .70. It should be noted that the other four values for

System Effectiveness fall between the values of .32 and .70.

From the above di scuss ion, it i s clear that System Effec ti veness is

very sensitive to the various equations that express operator performance.

4.2.2 Comparison of Mean Perfo rmance Values Obtained from LFL Curve

The mean operator performance values calculated in sections 3.4.1

• and 3.4.2 are summari zed in Table 4.1. Note that the grand mean calculated

from the means of the four samp les i s app rox imately the same as the mean

calculated by the integration method. As was mentioned in section 3.4.2,

this result is not surprising because the sampl e population of values were

utilized to calculate the two means . The same logic applies to the fact

that the two Sys tem Effec ti veness values are app rox imately the same .

The most important result obtai ned from the method of mission interval

sampl es is that the means of the individual samples are, in most cases ,

s i gn i f icantly di fferent than the overal l mean value; that i s , .55, .54,

.57, and .70 are significantly different than .60. Thi s impl i es that the

overall mean can be used to estimate the average System Effectiveness

if a large number of mi ss i ons are to be cons idered , but if the average

• System Effectiveness for a smal l interval of missions is required , the

— overall mean performance value can not be utilized. When a small interval

of missions is to be studied , the average operatcr performance has to be

obtained by consul ting the portion of the LFL curve which appl ies to the

~ 
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mission interval under study. The avera ge operator performance va lue

obtained from the applicable portion of the LFL curve then can be utilized

to calcula te the avera ge System Effecti veness for the spec i f i c interval of

miss ions under cons ideration.

4.2.3 Suninary of Results

Table 3.7 demonstrated that the System Effectiveness model developed

by Lie (16) is sensitive to changing operator performance expressions

which are utilized in the simulation .

It also was shown that the overal l mean performance value of the LFL

curve can be uti li zed to es timate an avera ge System Effec ti veness value

when a large number of mi ssions are to be considered. But it was also

demons tra ted that the LfL curve ’s mean performance value coul d not be used
to obta in an avera ge System Effec ti veness value i f only a sma l l sample

of missions was to be studied. In this type of situation , the avera ge

performance had to be obtained di rectly from the LFL curve .

4.3 Proposed Future Investigations

Because of the absence of any sig nifi cant researc h i n the area of

L 

operator training/learning and their subsequent effect on operator per-

formance , the field Is open to any number of studies that can be developed

In thi s area .

Fi rst and fo remost, a consistent and rel i able source for operator per-

formance data should be identi fied. Without operator performance data, the

plo tting of training /learning curves would be impossible, and if the curves

can not be obta i ned , there can be no analyti c expression for operator per-

formance developed . Gephart and Balachandran (10) sugges ted that human

• _ • . - . -  — 
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performance data coul d be obtained from the training programs or proficiency

evaluations of the operators whose performance was of interest. This

suggestion appears to be logical and should warrant further research in the

areas of training programs and proficiency eval uations to ascertain if

they would consti tt4te a good source for operator performance data. Surely,

there are other sources of operator performance data which can be i dentified
-

• and utilized , and , if at all possible , the data should be expressable in

terms of operator performance versus time . The utilization of these specific

units (performance vs. time) woul d fac i litate the inclus ion of the operator

performance expression into all the System Effectiveness simulation models.

Lie ’s simulation model is rather generalized in its formulation . The

deve l opment of model s whi ch are more s pec ifi c i n the i r formu l ation and
which can be applied in detail to a particular system is also proposed as

a possible future investigation. 
-

Also , in Lie ’s simulation it was assumed that the probability of mission

success due to env i ronmental con diti ons was a cons tant in each env i ronmental
conditi on. Furthermore, the probability of mission success due to the

operator was assumed to be independent of the environmental conditions .

In actuality , the performance of an opera tor i s almos t certa in to be

affected by the environmental conditions in which the operator has to per-

form. In other words , an operator is likely to perform at a higher level

in good weat her conditi ons (moderate temperatures , low humidity , etc. ) than

in bad weather conditions (high or low temperatures , mud , snow , etc.).

The dependence of operator performance on the envi ronmental conditions , or

the conditiona l probability of operator performance given a certain environ-

ment, i s an area that needs to be researched.

____________________________________________________________
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Once a source of operator performance is i dentifi ed , then analyti cal

expressions for operator performance can be formulated. Research should be

conducted in the area of applying these operator performance expressions to

the various other Systems Effectiveness mode ls which were descri bed in

references (10) and (14). The sensitivity of these model s to various ex-

pressions for operator performance should also be studied.
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Method Uti lized Avera ge Performance (%) System Effectiveness

Integration 62 .38

Mission Interval Samples 60 .40

10th Interval 59

20th Interval 54

30th Interva l 55

40th Interval 70

TABLE 4.1

SUMMARY OF OPERATOR PERFORMANCE VALUES
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2 31 4E~~S I ...~ E~.IMT ( 1) ,  ~~~~

-‘) I C ~i , ~~~ I , 1 { 1) ) ,  Y .~( 1 1. ~ ( C C ) ,  T P (  1 3)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

_ _ __ _.: —
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CTIC~~~ 
A-2

3
IXbt 131 ,X I1( 13) ,X 141 CC)

4 3 I’ IENSID’J CFI (  13) ,C F? I  1))  ,C F3(  10) ,CF.. ( C i )  ,C F5(  IC)
L C F o I L C ) , C F L L ( I 0 ) , C F I 2 ( 1 0 )

C...
C.. • ~ EAC INPUT CAT A
L...

5
6 700 FC.~M~~T ( 2 1 4 )
7
8 7 13 FCR’~~T ( 3 1 4 )
5 7CC FC PM~~T ( L 3 F - B . 3 1

10 . E ~~3( 5, 7j - 3 ) (X l  ( I )  ,I~~1,NI 1)
— 11 ~IE A C ( 5 , 7 5 ) ) ( C F I ( M , 1 - C , N I I )

12 •~EA~ (5, 7~~J)(X 2ii ), I= t,NL 2 )
13 ~ EAU ( 5, 75Q) (CF2( I) ,  1~~I,’~C 2)
14 ~E40(5,753)(-~3 (I),C~~t ,N1 3 )• 15 ~ E A D ( , ,7i3) ( C F 3 (  1 1 . 1 = 1  , N 1 3 )
16 R C .~.C ( 5,  7 5 - •iI (X4 ( I). I= L,~.L-s )
17 REA D (5,750)(C14 1 ) , I = L , N14 )
18 ~.~~6 D (  5 , 7 3 0 1  C X S C  I I , i=: ,~~t 5 )
19 RE~~J(~~,7’, u ) ( C F 5( II, I=1 ,N151
20 -< EA3 (  5 . 7 5 0 )  ( x ~~( H , !=1 , NL ~ 1
21 •~E T C C  , 7;• HCF~~ 1
22 -~EAU ( 5, 75.3 ) (~~1 ( 1 1 ,  := 1 ,N1 LI)
23 ?~E.~i (  5. ‘53)  1C 1 1 ( 1 1 . 1 = 1  ,;~ 1 .1)
24 5.  7~~J)  C X .3( I ) .  ~=j ,~~ j 12)
25
26 AC ,(5.7-30)(Yj 1).( 1,,’IC)
27 °EAC ( 5,753) (~ 2 (1 1,1= I,;IC)

29 t~&E~~3) 5 , 7 5 0 ) ( T ~~( :1 ,I=1,~~C)
C..
C ... ~ E7~E.~A T E T IME J T ~~~V~~L óET~ EEN ~I3 3 L O N  51 13
C ...

30 I X L = L L
• 31 30 lO I~~L ,M C

32 I X I = C X L + 1 0
33 00
34 OALL ,~4’ . D U ( 1X t , 1 Y 1 , Y FL1)
35 CA L L  3 : S T ~. ( Y l , C & 1 , Y F L l , R ’~ L,N11)
36 T~ MS(I.J) z 1
37 IX I a IY L
3~ 10 CC P.T I NU E
39 . - ) T ~~4 - ~ ,5O0)
40 50J FC~~M A T ( ’ L’ ,’~~A BLt  A .  T U4 E !~~T~~Rd.~L ~~~~~~~ ?U S S 1.3~ S1.~~T S ’ / )
‘.1 •~~~IT E ( 6 . E 0 2 ) (  I ,1~~L , M C )
42 532 F O R M A T I  ‘ ‘ , L5~~, ‘ L ~~ 1 T ’ / ’  ‘ , ‘~~ ) S S I C N ’  • C 3 1 1 2 )
43 DC ~.)5

~‘C5 ~RIT E ( . , 5 0 1 )  ,~, ( T ~~i’S ( 1 , J ) , ( = 1 , M C )
4 5 50 1 F O R M A T ) ’  ‘ .17 , 10F1 2 • 2 )

C...
I..... COMPUTE ACTUAL MI S3I.iN jTA~~T 1NG T I ~~ES (CLCC~ t1~~ES)
C..

46 DO 20 1 1 , MC
47 CT MS I t1 0.
48 DC 20 J 1 .M M
49 C T M S (  I ,J )= C T M S l t ~~ T D M S ( t  ,J )

• 50 CT 4 S I N~~C T 1 S ( ( , J )
51 20 CC NT1N U~ 
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~~‘I ~~
flAI4fl’

~ 
rnCfl ~~~~~~~~~~~

~uis FACE IS B 
trWl•t TO~~C ~~~~~~~~

YR ()M (~~~~~
Y FUEJIS~

52 ,,P T E ( ~~,5 l0)
53 5 10 c O ? i # T ( ’ I ’ ,’ T 4 ~ L E 8. ACTU AL M . I S S I C N  ST~~iT ING T I M E S ( C L C C K  P M E S ) ~~/ )

55 DC 515 J=I,$M
5,., 515  ~ R i T E ( 6 , 5 O 1 )  J , (CTM S (C,J ),I=L,MC )

C ...
C... 3ENE~ ATE (DEAL M 1SSLC(~i Du,-~AT IUN S
‘_ .. .

57 1 X 2 = 2 1
58 DC 33 i = t , M C
59 IX2 LX 2- ~2O
6-3 CC 33 J= I, MM
61 ALL ~~~ C U I ~~i , IY 2 , Y F L 2 )
62 CA LL D1S T ~~LX2 ,C~~C , Y L 2 , S . M 2 , N l 2 )
63
64
65 30 .ONTCNUE
66 .~~ I T E ( o , 5 2 0 )
67 520 F L R I A T L ’ l ’ ,’ T A à L E C. IDE-I L M I S S I O N  cu~~.Ir .3NS’/ )
63 . R I T E ( 6 , 5 0 2 ) ( I , ! =1, M C J
69 ~C 525 j 1 ,~’M
73 S2S Wic TE(b,53L ) J ,(D(1, J ),I~~I.NC )

C... CO MPUTE IDEAL .MICS ICN ~INL $~~C N C  T I~~~S (CL -CC K T I M E S )
C...

71 DC ~) i~~L, MC
72 DC -~3 J :L,~~
73 0 ~-“ ( I . J )=C T’S (C , J) ~D (C ,J
74 ‘.0 CC~~T 1 l ~.~E
75 ~~ L T E ( 6 , 53 O )
76 53- a FU.~-’ .~T I ’ 1 ’ ,’TA.3 L E C. I3E.~L M I 3 C I L ;~ F I ~. 1 S — iI~,0 T I : ’ ES (C L 0.-~ T t - ~~ S 1 ’ /

II
77 .~RV E ( ~~, 5 C 2 ) ( i , 1 = L , ~’C)
78 DC 5 35 J=L ,MM
7Q 535 ~~~~~~~~~~~~ J , ( C T M F I 1 , J ) , L = L , ’~~)

C.. • OENERATE MI SS C CN TYPES
C.. •

Ix 12~ 121
31 DC 1.30 I=I, MC
8 2 l.~= IX .3~~1CO

30 11.3 i- L, .M I
ALL U C t ”- 10,~~v L 2 , YF LL Z I
A LL D I S T N ( X 1 2 , C F I 2 , ~~FLL 2 , r~ .I2 ,~’ 1 C 2 )

go TYDE ( ! ,J)aR~,I2
8? .312 1’v1 2
88 1113 C L N T ( ~4U€

. ,P1T E~~b , L 3OO )
90 13 00 ~~ - 1 ~~ II’ 1’ . ‘ C~~t~LE E • ‘ISSICN TYPES’ I) —

91 iF I T E (a ,  5 0 2 1 ( 1 ,  I~ 1 ,MC )
92 -30 1 3 1 3  J 1 , MM
93 1310 .~IUTE (6,501) J, ( TYP~~{ , j )  , ( z !  ,‘C)

C...
C... O E’~E. lAT t  T ) ~~E I N T E R v A L  8 E T 4 E E N  FA I Lt i i~ES .~NO DUR~~T IC N  CF ~ E P A ( R
C... CCM~ -JT E A CT U L F4 I LJ R t  S T A R T I N O  T IMES ~~J A C T U A L  R EP~~C R F P ISM( NG
C...  T I.~C S ( C L 0 C K  T I~~E S J
C.. •

• CC... FUR T~IE FA~~L.JI~~ P.CUCED ~~ MAR D~ A . ES
C...

94 i.i~I T E ( 6 , 5 3 5 )

I-

~~~~~~~ ~~~~~~~. ~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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THIS pAGE £ 

~o r~O •—

IRO)L 
())1 ’~~ 

r ur.~

95 5 3 - i F C , R M A r ( ’ t ’  , ‘T HE FcLLc ~IN-; T.’JLES 5Hc~ ‘I ’  ‘ ,‘TI ME IP4TLR ~~A L 8~ TWE EN
FA iL JgES (T~-p~F), ’/’ ‘ , ‘.~CT U,~L FAI Lw ~t ~,TAi~T I N0 T It ~ES (LTHF SJ, ’/’ I ,

2’UU~ $ T I C ~. CF < P ~~ I P • (~~ T M J . ’/ ’  ‘,‘A~.D 4CTu4 L ,,EP4l,~ F 1 \ I ~~~T U~~ Tl~~ES~3CTti ~ F ) ’ / ’  ,‘ C)~ T~iE FA& Li~ E Ii -~C U C t h C  ~Y h C ~4ARt S’)
96 Ix3=~~L
97 L X 4 ~ 4 L
98 DC 543 1~~1,~ C
99 ~iS 1’~ ( 6 , 5 4 1 ) 1  , I

100 5 .1  FC~ H.~.T (’1’ ,’T4BL.~ F.’ ,i2, ’ .HARL.~ A ,~E I.MCJCEC’ ,1 3/,’ ‘,‘F A IL~Jt~E AN O’

~/ ‘  ‘ , ‘R E P A ~~F~ 1NCEX ’ ,EX ,’CøH ’ ,7X ,’CT’i FS ’ , X , ’RT,- ’ ,7X , ’CTHi~F’)
101 CTI ~F S Z = 0 .
1C2 ~ t HZ O.
103 t X 3 = 1 X 3 + 1 3 0
104 i X ’ = i X 4 ~~I O 0
105 1 = 1  -

106 545 -~ALL RCFAI L (IX3,)X-. ,IY3, !~~.,X 3,0r3,Nt 3,X4,CF4 ,N( ’,,
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

107 TB~-4F ( C ,J) TONFD
108 CT~~F3(), J 1= C T~~FS3
I C~ ~TH(1, J )~~R T HO
LCD C Tr~~F {l,JFCT HRFD
111 Jt~( I ) J
112 ITE (o, 2)J,TDNF {.3J ),CTNFS(1,,fl ,RT H(t,J),CT(~RF (l,J )
113 C THFS Z ~~C T ’ F S L 1,J)
114 s T ? - Z R T. i (1,J )
115 I F (CTHFSZ.CE.CTMF (I,MMH 00 TC 540
116 J= .i+I
117 i X 3 a l Y 3
118 1 X4z1Y4
119 i~.C T~ 5’.5 -

- 120 5”~ C J N Y t N C ~
121 5~~2 F3P-MM T (’ ‘,11 2.4F12.2)

C..
CC.. • F $ ~ THE FA1LU ~~E INCUCEO ~ Y CP~ RATO ~ S
C..-.

122 .~R 1 T E ( 6 , 5 5 C )
123 553 ~C~~~A T t  ‘ ~~‘ , ~THE FCLLC~~C NG T.\3LES S~ C~.’/’ ‘ , ‘ ~I~~E ~. \ T E ’ v A ~_ è ET.~~EN

L~~A (LUP~ES (T~~C~~) , ‘1’  ‘ . ‘A C 7~JAL F A C L U ~.€ ST~ .~ T L ~~ T IM E LT ~.F~~) , 1/ ~~

200R4TICN CF ~- c- PAI0I ~~TC) , ’/’ ‘ , ‘A .~~~~CTU.~L ~ F i N L ~ hl;40 TIIE S IC
3T~~~~)’’’ ‘,‘~~-iR THE FAILJ aE INULCED CY C’ERATC~~S’)

124 1X 5= 5L
125 ) x b s ~~I 

-

126 3~ 5~~I ~=~~,MC
127 w~~I TE(~~,552)!,I
129 552 :uk M A r I ~~L~~, Ir ~ thL E C. ’ ,lC , ’.-;P A TCP INDUC~~C ’ ,1 3// ’ ‘ , ‘FAILU R E AN D ’

‘RE ~ A (R I 3CX ’ ,~.X, ’T 3C:F ’ , 7)~, ‘C~~3FS ’.3A .’~~IC’ ,7X, ’C 1C~ F’)
129 CTCFSL=0 .
130 ~ T C L z t ) .
131 I X 5 = I X 5 ~~100
132 L X 6 a C X O + L 0 0
133 J 1 ~ J H ( H
13 4  555 CALL REF L ( l X 5 , I X ~~,(~~5,)Y6 ,X5, CF5,~~15,X6,CF 6,~,(6,

1T ,~~TC3,CTnFS~~, CTC ~ FD ,CToF3Z,~~TCZ)
135 T~3 I-,f( L ,J ) T8C~FD
136
137
138 CT’~~F (1,J1aCT~~~FO - 

-

139 JU (I)=J
140 ~ P C T E ( 6 , 5 ~~2 ;J , I~~ ’F( 1 , J ) , C T H F $ ( I , J ) , MTH ( t , - l ) , C T h R F ( i , J )
1 41 CTCFSL3CTeiFS(

-- 
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A-5

~ns PL~~ IS B~~ ~~~~~
mOM COPY rJRNIS~~~~ 

TO DDC

14 2 R T 0 Z~~Rfl . ( I ,J )
143 I F ( C T C F S 2 . G E C T M F ( I , M M ) )  G~ TO 55 1
1 44 J J+t
145 1 X 5 ~~1Y 5
146 IX a = 1 Y 6
14 7  0 TO 555
148 551 CUNTINU E

C...
C... RE AP.RANGE FA ILURE STARTING T~. ’~ES AND
C... R~~PI li~ F 1 N 1 S e 4 L ~~G TiMES 1~1 A S .E~.C( NG ~~~~~

-
• C ...

149 00 1D30 ( 1 , MC
150
151 DC 1)00 IIx L,K A
15 2 J A ~ J O t 1 ) — 1
1 5 3  DC 1)30 ~= t , J~154 1 F C r 3U, 1 .0E.cTH~~SC1 ,KH 00 IC (301
155
156 O T ~~~3 t l , K ) - . C T H P S ( j ,~~~t )
157  CT S( ~~,(. L) = T E M P
:58 1301 I F ( C T ~~~~( I , K + 1 ) . 3 E .CT ~,.~F( L . x ) )  03 13 1030

TE~~~L~~CTH~ F (1 , K )
160
L et CTh’~F L 1 , c~~~)=TE MP1
1o2 1-300 O~~T INU E

C . . .
C. . .  PE~ FUR MANCE OF UN IT N U t E7~5N: E NV1 ~~C NM€NT

0 L x 1 1 = 1 L 1
1 64 CC 190 1.1,MC
165 X l L a l X l I # 1 0 3
166 DC L~ D ~=1,~~’1167 CALL  ~~~~~~M x L : , 1 v 1 L , Y F L : 1 )
168 C ’ L L  O 1 S 7 - . ( X l 1 , C 1 ,Y F L 1 . , R~. L L, N 1 i 1 )

ENvkT1: ,J~~~-~N Il
17 0 1 X1 1 1Y11
171 130 CONT IN U E
172 ~~ l T ~~t 6 , 53O )

• 173 530 F C R 1 - . T ) ’ l ’  , ‘T4~~~ ~. PD~ F UPMANCE CF UNIT F-OP CC’~E~ 0I~v 1 ME- i T’/ l
1 7~ W ’~ I TE (6.5 .32)11,1=1 ,MCI
175 90 5~~o J- L,~ M
17~ 58o , . R : T E I o . 5 0 L )  J , ( E M V M T ( I , . ) , L a ~~,-iC )

C...
C... 0PE~ AT G? PER FOi~MA NC~ DUF.C N~ -‘ISSION
C...

177 DC 330 1=1,~~C
178 TP I= 0.
t ic, T~~F~.TP(( )
190 i)0 3)0 J—1, ?~M
181 LF C C r4FC l,.3) .L E. T ,’F) DC TO 310
182 CS ?2=CT ~S U ,J —T Pt

CF c~2aCT~ C C i , J ) _ I P F
1 84 IPT = T D F—TP I
195

LtxP(—0(!)*C Fp 2C— ~~XP(~~~(I)sI PTJ)) /C(I ,J)
1 86 TP(-~T PF
t~37 7PF=TPI~~T PtI)
158 GD TC 33-3
189 310 SP=C I .S(l, J )—TP (
190 C F P = C T ~~~( t , 0 ) — 1 P t

_ _ _ _  -• • • • • ~ L.. ~~_ _ ~~~~~~~~~~~~~~~~ : T . - - 
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191 3 P t ! , J ) a Y L t t ) ~~Y 2 ) 1 ) / I 3 ( I ) $ 3 t 1 , J ) ) . ( E x p ( _ 3 . I ) s C 3 P ) _ E x P I _ 0 ( I ) * C F P ) )
1’~2 300 CONTINUE
193 ~R i T E t b , 6 2 3 )
194 623 FCi~M ! t T ( ’ L ’ , ‘ T I E L E  I. QPE~( A T Q ~ PE~~F 3R MAI ~C E 3JRING Mj S 3 I G N ~~/ )
195 W R 1 T E ( c , 5 ~~L H C . I = 1 , M CJ
156 551 FORM~~~(’ ‘,ll X , ’DPESA TCR’/ ’ ),IW ISSIJ N I ,13I12)
157 DC 25 J=1.~~M
198 62,~~lRIT? )6,5O1) .JdGP (1.J 1.1 2L,MC)

C...
C.. • CCI’PuTE EX PECTED M ISSLC N O U 2 A T C C N S
C...

199 DC 1133 1 1 , MC
200 ZR) 1100 J~~L , MM
201 1I- 90 )E2 (i ,.3)=D(L ,J ;/tENi :~T (1.-i) ;O?(L.J))
202 ‘. 4 R I T E C 6 , L 5 ] O )
203  1500 FU.~M’\ 11 ‘1’ , ‘ T..~ LE ~. ExPEC T~~ ~ 155 CON aJ~ AT :CNS ‘11
23 4 ~f T E ( 6 , 5 3 2 ) (  I ,1.1, - 4L)
205 DC 1550 J=1, M~206 1350 • . - R I T E ( t , 5 0 1 )  J , ( C E C L I , J ) , I — L , M C )

C...
C.. • CC~ PUTE EX PECTED MISSI ON FINISHING TIMES

207 UC 10-33 I—t ,MC
205 20 1200 .3=1 ,~~M
209 F ECIt ,JI.L€.T Y~ E C t , J J )  ~ ro 121 0
2L0 CT~~F (1, )=CT- ~5U ,JH-TY ?E.I, J )
211 DC TD 1290
212 1213 C T 4 ~~ I , J ) L C T I S C  I , J ) ~~-J E 0 t  1 , 0 )
213 1230 C C~~1 1P ..CE
2 L ~.
215 (60.3 ~~~~ A T( ’ 1 ’ , ’T-I3L~ K. Ex PECZEO M15SIC :-. F V ~IS-i~ -\3 TI”t.3’ /I
2 16  ~, ? C T E ( 5 , 5 C 2 ) (  1 , 1 = 1  , MC )
217 DC 1q50 J 1 , ~~1
218 1650 -~?~1TE(6, 501 J,C C T ~~~(i,J ) ,I=1, MC )

C... COM ~~iT E ‘ I SS I U N  P E L L . ~d 1 L f T Y  AN.) .vA ILA.~L L L T Y
C...
CC... 1 N ITIALI ZA T ID ,M
C...

21 9 DC CL- ) t =1 , .~C
220 Cli i  1(11=0.
221
4 2 2  113 -_ G N T I~~L~

C...
223 00 2U0 J = L , . ~M
224 00 2 3 )  K= j , ”C
225 1 7 6  1 F ( C T M S I K , l ) . L ~~.C1HH F(X ,KH1(’( W GO TO 2 13
2 26 CI t i~.F L ( K ) = CT ~’ .-~- 1 K , ~c~~1 t - X ) )
2 2 7  c M 1 ( i ~~= K - l 1 ( K )  I-i
223 -00 TO 157 0
229 2 13  t~ I ( C T M S L K , J )  .C E . C T N R F . ( ~~J I .AN D . ( C T M S  ( K , ] )  .11.

1CT$FS( K,~ HlU~)fl) Ci) 10 220
230 A t - i l K , ] )— ) .
2 3 1
232
233 ~0 TO 200
234  220 -CH (<,J )a1.
235  C F ( ( C T M F C K , . 3) .D T . C T H R F I I K ) ) . , .ND.C C T M F ( K , J ) . L E .

t T ~~~~~ ( K , ( r ( t ~~ ) ) ) )  GO lD 230
246 240  . ( M ( Y . , J )~~0.

- ~~~~• 
- 
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ThI S P.AaE IS SES~I QUMiITY
- FROM COPY F)JRN-IS1~~

) TO DDO _.~~~~~
—

237 ~H A ( x . J ) = C T I - F S ( K , K H 1 ( K ) ) — C T 4 S ( K , J )
23b 00 TO 200
239 2~~O 1F~~DU0IK ,J).LE.TY PE (K.J)) OC 10 1 1 2 0
240 ? , . t 1 ( K , J ) a O .
241 R M A I  1, J ) x T Y P E ( K , J )
2 4 2 DC T i  200
24 3 1123 ~H(~~,J ) ~~1.
244 RIIA (K,J )=D ECIK, J 3
24 5  200 C O NT I N U E
24a , i R i T E ( 6 , 5 3 5 )
247  5 6 5  FORM ~~T ( ’ ( ’ , ’ T A ~~L E C. A V A LA3ILIT ’y CF EACH ut4I T ’/I
248  ~R ( T 3  ( a , 5 ~ 1 3 ( 1 ,  1=1, MC)
249 5’~ ~ C P-1 T I ’  ‘ , 1S X , ‘UNIT ‘ I ‘ ‘ , ‘ II ZS ION’ , 101 123
250 DC 5~~3 Jz1,M~i
251 582 ~~~1T~~(..,5D i) J ,(Ah(I,j) ,Ia1,~ C)2 5 2  ~S l T ~~( b , b 0 O )
253 630~~ C~~-~\T i ’ L ’ , ’T4 6L~ H. t~t S CN ,tEL I - ~~ i L I rY  DF Ut~II ‘I’ ‘ , I JX , ’NO

L IE : C~~?L COAT Cut. CF ( 4 )  ‘I ’  ‘ , 15x , ‘4 IS  T~.E ;J~~A TI C.N CF ~1 iSION PER
2 !C C A ’~~1~~O Ou T 8? U t~IT’/)

254 .~ lIE ( e , 5 ~~L ) (  I ,t 1,MC )
DC 305 J=1,MM

ZSo -~Q5 ~R !1E1ó, 6C2i J,( (I,j),~~ii~~(i, J ),1=1,.MC j
25 7 oDO ~ 0I- l A T t ’  ‘ ,I7 ,LJ (~~3.3, ’(’ ,F 7.2,’)’))

C.. .  C C M?UYE M I S S C U f ’  EF~~E C T I V E N E S S
C...

258 DC ‘.30 I=L , MC
259 S’J~ C I = 3 .
263 DC 413 j*I, 44
2 6 1  E ” l ! , J C = A N M , J ) * t H ( I , J )
2-3 2 S u 1. I S U M C 1 + E 4 I  I ,J)
2 6.3 .t i •3 C UN T IN UE
264 E-~CU )=SU~ C 1fMM
2o5 ‘.33 C07’TJNUE
266 ., ‘ - I T E I 6 , 6 3 0 1
2 a 7  s 3 3  FC~~: - l - ~T (  ‘ 1 ’ , ‘ T - ~ t L E  ~. MI SS CCN EFFEC TI 16 ~ES S OF 61 Cr  Ut-. iT  FOR E4CM

1~~iSSl3N’ / )
266 ~~~~r E ( o , 5 3 2 ) ( I , I . I , ? d C )
269 DC 6J5 J=1, MM

273 o35~~~~: E(o,EoL ) J, (E~~1 l, J ) .I=L,M C )
271 .i~~i T E , ~~5 0 )(t, 1= t,M C )
2 7 2  55) Fj & T ( ’ L ’ , ’ T - \ ~ C 0 C. CVE R .~LL ‘ I ( S S IC N ~F f E C f 1 - / E t t E 3 S  ~F UNIT ( M E l t )

1 l ’ / / ’  ‘ , 7 X , 1 3 1 1 2 )
273 ~~TE(6, 6S1)(EMCt ),t=I ,HC )
274 651 FCJ~ MAT( ‘ ‘ , 7x , 1 0 P 1 2 . 2)
275 4PjT~~(b,5O0 3)
2 7s 5030 ~0R : l 4 T l ’ L ’ )
27 7 S T C P
27 d END

C...
C.. . OE iE RA T E ~ A f ~C C M  NJMBERS
C...

279 SU~ R0UTI~~E RA -ICU(IX ,I Y ,YFL)
280 I Y I ~~’b5539
281  I F )  (Yl 5,6,6
282 5 I y = I Y . 2 1 4 7 4 ~~j b4 7 ’ 1
283 6 Y F L = 1 Y
284 Y FL Y F L S . 4 6 5 6 0 1 3 E — 9
2 8 5  R ETU R n 

-- 
~~~~~~~~~~~~~~~~~~~~~~~~~ 
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THIS PAGE IS BEST QUALITY p C A ~~~ 
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-
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FROM OOPY FURNISH~~
) ~O DDC ..~~~~~~—

286 END
C...
C... FIT RA~ CC!1 ~..3MCEk5 INTO D1$T’~I 8UT1ON
C...

2 9 7  SU8RO UT ( NE CI S T N ( X , C F ,P~~,RN,NI)
2 88  0 : ME ’~iS ICN~~.(:-. I I , C F ( N L
2e9 Pv =LJJ.~~~v290 I F I P V . L E . C F I I > ) .  GC TO 20
291 1.2
292 40 J 1—1
293 ( F t  (~~v . D T . C F ( j )  ) .ANO . E P V . L E . C F (  I ) ) )  O TO 30

1= 1+ 1
29 5  00 TI) 40 

-

296 2’) ~ 4=X(1)297 10 100
298 33 t h s X C l )
299 1-3 0 PET UR N
300 8MG

C...
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