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1. Introduction

The general problem addressed in this paper is how can the headquarters
(HQ) of a decentralized firm with k divisions arrive at a resource allocation
for the divisions when its initial information about the divisionz' oppor-
tunities is probabilistic, but it caa acquire information by communicating
with the divisions. It is assumed that if HQ had complete information, the
problem which 1t would like to solve (and which will be called the firm's

optimization problem) can be formulated mathematically as:

k
maximize g c Xy (1)
i=1
k
subject to ZB x, £b
171
i=1
Aixi < a (i=1,...,k)

X, =0 (i=1,...,k)

where

x, = vector of decision variables that represent the opportunities of
division 1;

¢, = vector representing the firm's valuation of ome unit of L

b o vector vepresenting the capacity of "common'" resources, i.e.,
resources that can be used by any division 1 (i=1,...,k);

a8, @ vector repregenting the capacity of resources that can be used by
division { only;

B, = matrix represeating the use of common resources per unit of the decision
variables X4

A, = matrix vepresenting the use of divisional resources per unit of the

decision variables L

U S W —— e e e . L e e s . . a
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In mathewmatical programming, decomposition methods .or solviang such
problems have peen developed which are based on the iterative exchange of
information between a coordinating master problem and a number of subproblems.
For an overview see Geoffrion (11] or Lasdon [24]. From an economic viewpoint
the organization of the information exchange for some of these methods has
been extensively discussed with regard to the planning of centralized economies
(see Heal [12] and Kornai (22]), From an organizational viewpoint the exchange
process has been discussed with regard to the allocation of resources in a
decentralized firm (see Atkins [1], Burton and Obel [4], Hurwicz [17], Jennecgren
(18] and Ruefli (29]) and to the problem of transfer pricing in a decentralized

firm (see Enzer(19]).

In the typical decomposition procedure ior solving problem (1), the subproblems

correspond to divisions while HQ solves the master problem. After a number of
{information exchanges HQ acquires all information from the divisions which is
relevant for the determination of an optimal solution of (1). It is typieally
assumed that at the beginning of the iterative procedure, HQ has only information
about a few or none of the divisions' opportunities but knows b (the vector of
available capacity for common resources), and knows the vectors ci(i=l....,k)

of the objective function coefficlents or is willing to accept the coefficients
used by the divisions. The divisions on the other hand are assumed to be informed

about the matrices Ai and Bi and the vectors a, and <, (i=1,...,k).

As a model for resource allocation in a decentralized system, the existing

decomposition schemes are somewhat unrealistic because they may require a large

number of iterative exchanges in order to find an optimal solution for the firm's
optimization problem (see Christensen and Obel (5], Joennergren (19] and Ljung and
Selmer (25])., It is in this context that the importance and effects of different
initiation strategies have been discussed, e.g., see Beale, Hughes and Small 2],

Burton and Obel (4], Christensen and Obel (5], Kornai .21), Ljung and Selmer [25]
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and Ruefli [29]. However there have been oaly a few attempts reported

the literature (see Obel (28] and Weitzman [36]) that show how to deal with
situations where HQ has some initial information about divisional opportunities
and/or constraints.

It is the main purpose of this paper to show how an iterative information
exchange between HQ and divisions that is organized according to the rules of
a decomposition procedure can be adapted to situations where HQ possesses sto-
chastic information about the divisional opportunities and constraints. While
the discussion is based on the decomposition scheme of Dantzig and Wolfe [9],
other procedures such as TenKate (32] or Maier and VanderWeide [26] could be
used for the organization of the iterative information exchange as well,

In the procedure to be developed HQ accepts a calculated risk that the plan
drrived at will violate constraints in the firm's optimization problem. The pro-
posed procedure is aimed at producing a better solution at the beginaing of the
communication process between HQ and divisions, and at reducing the oumber of infor-
mation exchanges, It will also be shown how the procedure can be adapted to

situations where the size of HQ's programming problem is restricted.

2. Au Iterative Communication Process

2,1 Headquarter's Initial Progr.-u:-i:z lroblem

Suppose HQ of the firm is informed about the true values of the elements of
the vectors ci(i=1,...,k) and b of the firm's optimization problam, {.e., it ia
informed about the firm's objective function and the capacity of common resources
that are available to the firm. Furthermore, suppose that for the remaining
elements of the firm's programming problem, HQ is able sither to determine the

true value or to formulate (subjective) probabilicy distributioas.l
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On the basis of this information, HQ might initially formulate the

firm's optimization problem mathematically as:

1 ko
maximize ZH== z cix1
i=1
ki—_
sub ject to z Bixi Sb 2)
i=n]
Ax =3 o
Aixi 31 (i=l,...,%)
xi >0

where the elements of the matrices Ii’ §; ard the vectors Ei (i=1,...,k) are
assumed to be either constaants or random variables (that might be statistically
dependent) which represeant either the true values or HQ's cstimates of the elements

of Ai’ Bi and a, (i=l,...,k) in the firm's problem (1). The vector ?1 (i=1,...,k)

i
of decision variables corresponds to the divisions' opportunities. They may differ
from the actual opportunities which are represeated by Xy (i=1,...,%) in problem (l)
in their use of compon and/or divisional resources because HQ may use probabilistic
estimates of them,

The formulation given in (2) is an incomplete representation of HQ's decisiom
problem because it does not reflect HQ's attitude toward the uncertainty in the
problem, The formulation may be completed by specifying rules that allow the

determination of solutiocns for the decision situation whiich accord with HQ's

preferenceas,

2.2 Iatroduction of PDecisien Rules

HQ'e decision sftuation is characterized by che fact that the deciaion varicdles
must be assigned values before the realizations of tho randoa variables, {.e., before
the true values formulated ia the firm's problem (1), are knoun. Decision rules
for such aituvatione are called zevo ovder decision rules and have been extensively

diseussed {n the literature. (For surveye see Kall [19] and vajda (34).)
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In this paper it 15 assumed that HQ prefers decisions which restrict
the probability that any one of the constraints on the use of common or divisional
resources will be violated by the realization of the decisions to specified risk
levels. Charnes, Cooper and Symonds (5] have iatroduced such decision rules
into a mathematical programming formulation by means of probability constraiats
(chance-coastrained programming).

If (1-a) and (I-Bi),(i=1,...,lo, denote vectors that represent risk levels
as specified by HQ, then HQ's decision problem can be formulated mathematically

as the chance-constrained programming problem:

k
2 T -
maximize z; = X €%y : (3a)
i=1
k _
subject to Prob ( ZB,X, Sb) > @ (3b)
=] it
Prob ( Aixi 5 31)261 (i=1,...,k) (3¢)
X, 20 (1=1,...,k) (3d)

While this approach imposes probability constraints ot the violacion of
common and divisional comstraints, approaches that require the fulrillmeat of
the constraints (as suggested in linear programming uader uacertainty by Beale [2]
ov Dantzig (7)) or that deal with decision situations where the prodbability distri-
bution of the objective variable is of interest (see, for example, Markowits {2n],
Kataoka 20] or the stochastic programming approach suggested by Tintaer [33]) canm

be consideved within the framework of this study as well,

+.3 The iterative Communication Process

It is assumed that HQ is able to communicate with the divisions {n order to
improve its information about the divisional opportunities, and that the communica-

tion process is based on the exchonge of information detween HQ and divisions as

formulaced in the decomposition prianciple of Dantzig and Wolfe [97. In thia scheme,

H{) prices comnon resources vhereas the divisions respoad with propesals for

divistona. optimal coasumption of commen resources and the resulting output la

Acatmmdatumitanh st
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terms of the firm's objective function.

In the proposed procedure, HQ adds the divisional proposals as "certain"
information about the divisions' opportunities to its stochastic information,
i.e., it incorporates this additional information into the programming problem (3)
which, in turn, allows the computation of revised prices for common resources
as the optimal values of the dual variables that correspond to the probability
constrai.ts, etc,

Denote by vl a vector that represents the prices for common resources ag
determined by HQ in iteration q of the iterative cowmunication process. Then
division { is assumed to compute its correspoading proposal for the use of common

resources by determining the optimal basis solution ?i of the programming problem:

. !
maximize 2y (ci v Bi)xi

<
subject to Ax Za, (4)

X 2 0
. *q . *q _ . =9 q q.q =4
1f ug {s defined by the relationship ug = e xg and ug by ug Bixi’ then
(ﬁg, “3) vepresents division &{'s proposal which it submits to HQ at {teration q of
the communication process. After q=Q information exchanges between HQ and the
divisions, HQ's programming problem (which corresponds to the master problem in

the Dantzig-Wolfe approach) cam be formulated mathematically as:

. K ko Q.

wmaximize a; s N cifit + L X u? Xg (Sa)
tel 1=l q=2

o £ 8 4,9

subject to: Prob ( L ﬁixi + L TulAhloS b)eu (5b)
i=] ol g@s2

prob ¢ K% -3y, £0)28, (tel,..0,k) (5¢)

¥, - <0 (151, . .0 k) (54)




1. 8 q
A+ xzxi - 1 (i=1,...,k) (5¢)
q-

TLELA 2 0 (dml,.. ., kiqel, .0 ,0) (56)

In this formulation yi(iﬂl,...,k) are transfer variables, aad variables kz
(i=1,...,k;q=1,...,Q} are associated with the divisions' proposals and dectermine
the extent of their use in the solution of HQ's programming prodlem. The
proposals that are associated with the variables li(iﬂl,...#& represent solu-
tions to the divisional programmning probiems where the divisioas' loecal re-
sources are unused, i.a., where none of the division's decision variables are
pogitive, The formulation of the constraints (5¢)-(5¢) ensures that HQ is able
to use the portion of divisional resources that have not been coasumad by the
realization of the variables Xg(i=l....,k;q=2,....Q) for the realization of the
decision variables Ei(i=1,...,k). Note that HQ wmust base its calculation on its

estimates Ei(i=1,...,k) about the capacity of divisional gesources,

3. Realization of the Communicarion Process

For the realization of the iterative communication procees ome has te ceavert
HQ's planaing problem (5) inte an equivalent detevministic forvw wbich is tractible
and which allows finite convergenmee to a solution which optimisze- its objective
function and satiafies the formulated comstraints ia (1) with the specified pro-
bability. ‘thie eectioa shows how the determiniecic form of HQ'e problem can be
regarded as a master prodblem ia o decomposition procedure based oa the Dantzig Wolfe

preiociple.

e v

3.1 A Detepministie Beuivalent for KO's Prosrammine Problem

Consider a sjagle probability coastraiat § of (5b) and denote it by
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ko, k Q
Prob 2 TRE, o+ L L S8 sbj} z o
T Sl i=] g=2 *

|
1c some elesenls o the actors b;(inl,...,k) are random variables, then for

sny possibie valuaes of‘zi{tﬁl,...,k) aad l:(iﬂi,...,k;qaz,...,Q) the vaciable

w (;‘Ig{ii + gu’?lz-b")
im] q=2

1s a random variable as well, Denotec the expected value and variance of w by

E(w) and V(w), vespectively.

Furthermore, assume that the functional form of the probability distributioa
for w is hanown, and that the fractliles of this distribution are completely deter-
mined by its meam and varianee.z Let F(u) denote the cumulative distribution
by

function of the standardized variable u e« (u—E(u)/JV(u)),3 and define u,

3

the relatioaship F(u, ) = o where aj corresponds to a specified visk level
(1- aj). The deterministic equivalent form of the probability constraint cam thea

be formulated as:

]

() + v /Y¥(w) £0

J
which can be speeified as

N w g %
AR 2\2‘37\2 su e 28R s b
iey | 18] q=2 jv i<l

-

[

It has been shoun elsevhere (see Hilliee (13] and Kataoka {20]) chat for

continuoua decision variadles and u, = 0 the deterministic equivaleat form of the peo-

o
bability constraint is coavex. Furthevmore,con .x separadle and linear approximacioas

have been developed for dealiag with the prodlem (see Hillies (13) uad Schiefer [31]).
A similar traasformation caa be applied to all prebability ccastraiats of WQ'e

probles (3). Comsequently, the deterministic equivaleat form of the prudlea is 9

caavex programaing problem vhich cam bde selved dy meanrs of coaves progvdsaing

a!gaeimas“' or, by coaverting it to a linear approximatiocn aad using the simplex wecthed,

T AT e M LTSI TR A s dEid sad




3.2 Properties of the Trerative Solutinn Process

In the coutext of the Dantzig-Wolfe decomposition approach the division ~

programming problemas (4) and the deterministic equivalent of (5) can bg regarsed

as the subproblems a-d the master problem derived from the following problewm:

k k
maximize 2z, % N e X, + T c x ‘3a)
e
k_ k
subject to: Prob{ ¥ B F + Y B x, £b 2 a (6b)
it i1
i=1 i=l
e - __“"‘ P @
Prob ( A%, ¥, 4 0) Z 8, (i=1l,...,k) (6c)
¥y- v, s0 (1=, ...,k) (6d)
ay, + Aixl s ai (1=1,...,k) (6e)
.y-i’yi'.il'xi 2 0 (L“l....‘k) (62)

By proceading a3 descrihed earller the problem {n (6) can be transformed to
a detepmapistle form where the probabil{ty ccmutraints arve replaced by cenvex non-
linear constraints or the{r lineay approximations. This form has a bloeck angular
steusture {n the matrix and iz limear in coemwton constratnts uhich relate to the
divistonal problema, fThus, oane could solve the problea in (6) by applyiag the
decompontition peinciple for lincar peoblems te f{ts deteyminletic equivalear fova,

Tt is vell kpowan thar such a procedure will coaverge flnitely aand that the
objeetive fumetion will {ncrease mownotentvally at zach iteratioe, Furthermorve,
the specd of econvergense has been examined in computer experiments (usee {33. fé],

(247, (23], ard ([30)). However uhile the comaunicatica process will lead ro

‘e

salution for problea (&), B {& interested {a fimdinmg a solutiva fue the prodlem

gives ta (1),

A, Salenton for the Piowm's fntisicacioa Froblem

k.1 Peoperties of the fSolutiea Pound by Headquarcers

A solutiea, n: (e=1,...,%), for the fise'n optimizatica problcm can be derived

"Wﬂ T R

a

[ Y

e

e
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from the solutions of problem (6) by the relationship

where corresponding elements of the decision vectors x, and Xy (i=1,...,k)

i
represent identical decision alternatives. The two parts of the solution differ
in s0 far as they are based either on "certain' information about divisional
opportunities that has been supplied by the divisions during the communication
process or on HQ's estimates,

It should be obvious that the problem given in (6) is ideatical with the firm's
problem in (1) if HQ is able to determine the true values of the elements of

Bi’ Ai and a, (i=1,...,k), i.e., Bi=Bi’ Ai=Ai and ai=ai

case feasible solutions of (6) are feasible solutiocns for (1) and vice versa, and

(i=1l,...,k). 1o this

the optimal solutions for (6) and (1) are identical. However, if some of HQ's
estimates are stochastic, a solution of (6) with some elements of Ei (1=1,...,k)
poaitive might violate constraints in problem (1).

The introduction of HQ's attitude towards a possible violation of comstraints
by formulating chance-constraints implies that HQ is williag to accept as a plan
an ontimal solution for the problem given in (6). Although this plan may not be
strictly feasible relative to (1), it may avuid the collection of all rulevant
information about the division's opportunities. HQ's willingness to accept possible

inseasibilities {s expressed by the values of « and Bi(i=1,...,k), or equivalently
by the valugs of Uy and Yay (i=1,...,k).

In order to state general properties regarding the optimal solution to (6)

relative to « and B1 (i=1,...,k) suppose that F(u) corresponds to a random variable
with a normal distribution, For dj-*l and S{-l (i=1,...,k) for all §,
J )

uy and uBi (i=1,...,k) for all § will become very large. In this case, the optimal
hasis solution of (6) will include only variables X (i®l,...,k), L.e,, the

optimal basis solution will be completely based on certain information about the
divisional opportunities. Furthermore, the basis solution will be the same as if
the decomposition principle were applied to the £irm's problem (1), This

situation vefers to an HQ with an extreme aversion against risk,

RS T

‘“
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0n the other hand, for @' =0 and 8J~0 (i=1,...,k) for all j, u) and
J

uB (1=1,...,k) for all j will become very large negative numbers and HQ's plan

L
derived from (6) will laclude only variables"ii (i=1,...,k). Im such a gituation
HQ will never find it advantageous to iteratively exchaange information with the

divisions because the optimal basis solution of HQ's initial optimization problem

(2) represents the optimal basis solution for (6).

In general if HQ has any aversion toward risk then values for Odand Bi(ivl,...,k)
will be chosen which result in positive values for u& and ugi (1=1,...,k), e.g.,
in the case of normality odand Bi (i=1,...,k) would be selected from within the

ranges:

] <°j51

S<Bler e,k

However, in this case the optimal basis solution of (6) might include both,

variables ?1 and x, (i=1,...,k), {.e. HQ might compute the solution by using
divisional proposals that have been reported by the divisions and {ts initial
estimates about the divisions' opportunities . The fterative communication process
may be terminated before HQ has collected all certain information about the divisions'
opportunities that would be relevant for the solution of (1).

The same is true in situations where HQ terwinates the coumunication process
before it reaches the optimal solution for (6). This may be the case if the maximua
possible improvemeat in tiie objective function value for (6) that could be reached
by continuiug the information exchange is considered iusufficient, (For a compu-

tation of lower and upper bounds on the optimal objective function value, sea

Lasdon [2&].)

4,2 Implementation of a Plan

Whenaver the communication process is terminated, HQ faces the problem of what

plan to implement. If none of the variables ;i (i=l,...,k) are positive in the




.12 -

solution of HQ's programming problem, then the plan xz

has been derived according to the rules developed in the decomposition principle

- xg (i=1,...,k) that

is feasthle, This might even be true for solutifons with positive values of the
ii (i=1,...,k) if neither the commou nor the divisional comstraints are very
“"eight."

In other situations the firm might have to "pay' for HQ's acceptance of esti-
wates sbout tha divisions' opportunities. If a computed solution should result
in an infeasible plan, the firm has either to purchase additional common
and/or divisional tesoutces7 to remove the infeasibility or to accept a plan
which uses only the available capacily of resources but yields an objective function
value which is lower than computed by HQ. In these cases, depending on the
spacific situation, a variety of alternative possibilities fo; the determination
of a feasible plan could be forwulated, With vegard to the availability of commoa
and divisional resources from sources outside the firm one might realize the

following procedures:

l. HQ instructs the divisioas to implement the plan xg (i=l,....k). In this casq,
the firm may have to purchase additicnal common and /or divisional resouvces.

2. If only cammon resources are available for purchase, HQ may achieve feasibility
by imstructing the divisions to realize a plan ubich {3 "as close as poasible"
to its computed plan xg (iel,...,k) but does not violate divisional constraints,

{.e., a plan vhich could be determined by each division i by solving the

problea:
2 0
minipize zu lxt- xii
subject to “:“1'5 a, {7)
* 20

). 1In situationg vhere the purchase of regources is not possible, HY casnot

assure feasibility by merely informiag the divisicas about sg (i=l,...,k),
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A feasible plan may be achieved (at least for situations where none of the divisions

is a net producer of common rescurces) by reporting to the divisions an alloca-
k

tion d1 (i=1,...,k) of common resuurcesa which satisfies £ dt's b aad instructing
{m]

each division to realize a plan which it could deteruine by solving the problem:

s maximize z2. =" ¢, (8)

sub ject to Bixi‘s di

&

S. Reduction of the Size of HQ's Prosramming Problem

The procedure described in the previous sections increases the number of
~onstrawats and variabies in HQ's programming problem over what would be requived
- i€ the stochastic information was ignored. However, there are sometimes restrictions
on. the size of HQ's programming problem. In fact, the development of decomposition
methods for mathematical programming was primarily aimed at reducing the size of

programning problems thau hr? to be solved by HQ.

In cases wneve restrictions on the size of 4Q's programming preblem exisc

but are nut too steict, some of the in’tial stochastic {nformation could be pre-
served by ueing it in ag.. geted form, { e., replacing divisional comstraints and/or
opportunities by aggregatas chat ave based oa linear coebinatgicns. LE the elements
in the dlaapgrepared tatrices gi' :i and vectors Ei (i=l,...,%) of HQ's problea (5)
ave randoe elements, the elemants im the aggregated matrices snd vectors ave also.
Thoir preobability distribicions caa be estimmted dizecely or derived from the pro-

’ babiiity distriburioms of the disaggregated vaadoa eleuea:s.q thea UQ's prograemsing

prohlem oo the basis of 2ggregated informatioa cas be formulated as (5) aad rhe

L]
T S Kbl -

.‘ ""Wﬁ’ﬂ"mhm—::“ e
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iterative communication process can be organized as ocutlined in preceding

sections for situations where HQ's programming problem is bascd on disaggregated

informacioéotf the following assumptions hold:

1. Oaly divisional coastraints and/or opportunities are aggregated.

2. The probability distributions of the aggregated elements agr;e with the
requirements stated in preceding sectioas for the probability distributions
of disaggregated random elements,

The discussion about the formulation of probability distributions for
aggregated information about divisional constraints and/or opportunities is based

on the assumption that at least some of the elements of the matrices B,, A, or

t R §

the vectors a, (i%l,...,k) in the firm’s optimization problem (l) are unknown to

HQ but that HQ is able to formulate the probability distributicas of estimates.
However, a similar appreach cam be applied to situatioas where HQ i3 ia fact able

to determine the true values of Bi' Ai or a, {i=l,...,k) but uvhere restrictions

oa the size of HR's programming problem allow oaly the formulation of a reduced
nusber of diviaiocnal couu:tatn:s}l In such a case a communication process between
HQ and divisions that is orgaanized according to the rules of the decomposition
principle as outlined by Daatzig and Wolfe (9] would be based on a programming
problee at HQ's level where all information about divisional constraiats that (s oot

obtained duriag the iterative comauaication process {3 neglected. However, the

soacept of considering agzregated divisional constraints in HQ'e programming prodles

STV SRR

and the formulation of probadbilicy dictributioas for the clemeats ia the corvespoadiag

matrices and vectors allove the imtroduction of at least parts of HQ's iaitial

'!.l
information into Lta prograemaing prodlea. g

} aﬁiﬁﬁae’iéfr!.‘.zw-aé'..‘»»—n..‘—,ﬁw;,.;h_.w~ e
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Suppose restrictions on the size of HQ's programming problem allow the
consideration of one divisional constraint for each of the k divisions in the
firm's optimization problem (l). Now, consider the divisional comnstraiats
Aixi < a, that correspond to division { in problem (1). Let Ai be a (mxn) matrix
and denote the elements of a column § (3=1,...,a) by al (i~l,...,m). Regard the

3

3y (i=1l,...,m) as possible realizations of a random variable al (j=ly...,n).
Define Ki by
Ii. - [al, az,...,an].

Furthermore, denote by 'ii a random variable with the elements of the vector ai

as possible realizatioas.

Now, apply a similar transformatiocan to all matrices At (i=1,...,k) and vectors
2, (i=1,...,k) in (1). Then by imposing probability comnstraints on the violatioca
of divisional constraints by a solution of the firm's optimizatiom problem (1)
one could formulate a decomposition procedure for the solutioa of (l). Im such a
procedure the iterative exchange of {nformation between HQ and divisions i3
ovganized as described in preceding sectiocas with divisional problems (4) and a

master prodblem to be solved by UQ which can be formulated mathewmatically as:

k koQ
maximize g « & Sy %y + L Z u‘: ).2 (9)
Lol jol qu2
& k @
subject to N aist + L £ ugkg £bd
iel isl q=2
Iy o-‘- ﬁ 2 E~3 aes
Prod {“t"t 37, _.o} TR TR
FASY: <0 (LSl nnnk)
SN
SEIENEE (iol, e, k)
Q=2

PPN

Cadma
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6. Conclusion

This paper has shown an iterative information exchange derived from the
Dantzig-Wolfe decomposition principle can be adapted to situations there HQ
possesses probabilistic information about the divisions. A chance constraint
formulation was used to express HQ's attitude toward accepting solutioas which
violate constraints, Under extreme risk aversion the same solution is found
as when the stochastic information is ignored; however, in general the solution
will depend on both the initial stochastic information and on the "certain"
information gathered from the divisions.

By accepting a calculated risk of developing a plan that might violate con~
straints of the firm's optimization problem, the use of stochastic information
enables HQ to termirate the procedure at an earlier stage of the communication

process, Thus avoiding collecting additional information from the divisions,
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FOOTNOTES

In situations where ey (i=1,...,k) expresses the valuation of out-
put by the divisions, ¢y might be unknown to HQ as well., It can be

shown that such a situation coujd be handled within the framework of
this study if HQ is able to formuiate probability distributions for cy.
See Hillier [14] for a discussion of relations between the probability

distributions of the random variables in bi (i=1,...,k) and the probability

distributjion of their linear combination and the conditions under which the
probability distribution of w can be regarded as normal or at least (by some
version of the Central Limit Theorem) approximately normal,

See Hillier and Lieberman [15]. 1If the functional form of the probability
distribution of w is not known, Tchebychev's inequality can be used to
formulate an upper bound for Uy . See Hillier (14) for a discussion.

]

See Dantzig (8] or Wagner [35) for a comprehensive list of references.

Whinston [37] has discussed the application of the decomposition principle

in situations where the common constraints are nonlinear and, in addition,

not even separable. For its application to coacave programs see, for example,
Holloway ([16].

It is assumed throughout the paper that the true values of the elements
of Bi’ Ki ~and ai (i=l,...,k) for which HQ has formulated estimates are
within the range of the probability distributions for the random variables,

The price per unit of additional resources could be considered in the
deterministic equivalent form of MQ's problem (5) by an approach similar

to the one used in stochastic programming with simple recourse, See Ziemba
(38] or, in a chance-constrained programaing context, Schiefer {31).

The determination of d1 (i%1,...,k) which correspond to the computed solution

of HQ's programming problem 13 no problem if the common constraints are
geparable in such a way that for each constraint j it is possible to compute

ai s E(Ei’ig) + ?; u’f l;‘ +u, ‘/ V(S{‘i‘i’). Otherwise, one might compute an

q=2 ]
approximation as

Q k
) T3-0 Jq,q 1 w0
d7 = E(bIx;) + T ulAY + (M) u V(T LIRY)
i 1 q_zi i “N jop L1
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See Hillier (14] for a discussion of the functional form of the probability
distribution of a linear combination of randow variables.

o By and"a'i (1=1,...,k) in (S5) are supposed to represent

the aggregated informatioa.

In this case, A

Only the restrictiocns on the number of divisional comstraiunts and not the
aumber of opportunities i{s discussed here., This is done because the aumber
of constraints is usually the most limiting factor in the size of programming
problems, and the aggregation of divisional opportunities does not affect

the feasibility of computed solutions for the firm's optimization problem.
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