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• the lack of a natural means of communication between the student and the
computer. This report addresses the prob lems of using natural language
(English) as the communication language for advanced computer—based

- instructional systems . The instructional environment places requirements
on a natural language understanding system that exceed the capabilities of

• all existing systems . These requirements include : ( 1) efficiency ; -~~~
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L__- 1(2) habttability; (3) tutorial capability•and (4) the ability to exist with
ambiguity . The notion of semantic gramihr is presented as a paradigm for
organizing the knowledge required in the understanding process that permits
effic ient parsing . In addition , semantic grammar aids the habitability

- - by providing insights into a useful class ot dialogue constructs , and
permits efficient hand l ing of such phenomena as pronominalizations and

— j
~ ellipses . The need for a better formalism for expressing semantic grammars

Is met by the use of Augmented Transttion Networks (ATN). The ability of the
ATN—expressed semantic grammar to satisfy the above stated requirements is
demonstrated in the natural l anguage front—end for the SOPHIE system .
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Intelligent CAl :

An Author Aid for a Natural Lan guage Interface

R ichard B. Burton and John Seely Brown

Bolt Beranek and Newman Inc.

Cambridge , Massachusetts

SECTION 1

Th is is a period of dramatic advanced in computer technology which

should change the way computers are em ployed in instruction. Technological

4 advances will decrease the cost of computer hardware to the extent that

each student w ill have available computational resources which are

currently restr icted to a few elite users. Traditional computer—assisted

instruction (CAl) paradigms were developed under the assumption that

com putational power is a scarce resource , and these paradigms are , f o r  t h e
most part , incapable of exploiting the latest technological advances. To

effectively use the increased computational power requires a re— evaluation

of the role of the computer in instruct ional para di gms , and , in turn , a

re— evaluat ion of the authoring aids needed to facilitate efficient

development In this me dium.

The type of instructional system which we see emerging have specific

knowle dge and prob lem—solving expertise which is used to aid the student.

F irst , as a source of information , it can answer his quest ions , evaluate

his theories and critique his solution paths. Second , as a tutor ial

mechan i sm , it can form models of both the student ’ s s ta t e of knowled ge an d

his reasoning strategies. These structural models are used both to

ident ify his fundamental misconceptions and to determine when and how to

provide remediation , heur istic recommendations (“hints ”), or f u r t h e r

instruction.

V j In general , we are not focus ing on techniques for teaching factual ,

text book knowledge. CAl systems which do not use their knowledge they

conta in (as a textbook does not use the knowledge it contains) can

competently handle th is task and are inherently cheaper for it. Instead ,

we are focus ing on techniques for teaching Drocedural no~tled~ e an d

reason in2 strpte~~jes wh ich are learned when the student must use his

j i l  - 1 -



factual knowledge in hands—on laboratory or problem -solving tasks. While

the student is getting a chance to exercise his knowledge , the

“intelligent ” instructional systems which we are considering here attempt

to mimic the capabilities of a laboratory instructor. The system works on
a one— to— one basis with a student , carefully diagnosing what the student
knows , how he or she reasons , and what kinds of deficiencies exist in his
or her ability to apply factual knowledge. The system then uses this
inferred knowledge of the student together with its knowledge of pedagogy
to determine how best to advance the student’ s learning.

While we are still a long way from attaining this goal , we have

developed an organization for intelligent instructional systems , (described
In Brown (1977)) , which appears fruitful. Our methodology for developing

this organization (and the theory underlying it) has been to explore parts

of the overall organization in “paradigmatic ” systems. A paradigmatic
system is an easily modified prototype system constructed over a carefully
cho~ en domain of knowledge. This methodology allows experimentation with
some aspect of the overall system by simplifying other aspects. We have

developed systems for such domains as electronic troubleshooting —— SOPHIE
[Brown , Burton and Bell 1975; Brown , Rubinstein and Burton 1976];
arithmetic drill and practi ce —- WEST (Burton and Brown 1976 , 19781;
elementary algebra (Brown et al. 1975]; and procedural skills in
arithmetic — — BUGGY (Brown and Burton 1978]. In addition , systems of
similar spirit are being developed by Goldstein (Carr and Goldstein 1977].

One of the major stumbling blocks for an intelligent instructional
system is the lack of a natural means of communication between the student
and the computer. This chapter addresses the problems of using natural

language (English) as the communication language for advanced
computer-based instructional systems. The instructional environment places

requirements on a natural language understanding system that exceed the

capabilities of all existing systems. These requirement s include: (1)

efficiency (2) habitability (3) tutorial capability and (~3) the ability to

exist with ambiguity. However , there are major leverage points within the

instructional environment that allow these requirements to be met. In the

next section , we will elaborate on these requirements. 5- - .

- 2 -
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I REQUIR~ MgNT~
A pr imary requirement for a natural language processor , in ~~~

I instruct ional situation , is efficien cy. Imagine the following setting :

the student is at a terminal actively working on a problem. He/She decid es
that he/she needs another piece of information to advance his/her solution ,

so he/she formu lates a query. Once he/she has finished typing his/her

4 quest ion , he/she w ill wait for the system to give him/her an answer before

he/s he continues working on his/her solution. During the time it takes the

syste m to understand his /her query and generr.te an answer , t h e  s t u d e n t  i s
apt to for ge t per ti nent informat ion and lose in t eres t . Psycho log ical
ex periments have shown that response delays longer than two seconds have

j  serious effects on the performance of complex tasks via terminals (Miile r

68). In these two seconds , the sys te m must under stan d the query ;  ded uce ,

i n f e r , looku p or calculat e the answer; and generate a response. Another

adverse effect of5 poor response time is that more of the student’ s

I searching for the answer is done internally (i.e. without using the

system). This decreases the amount of informatio n the tutoring system

rece ives and increases the amount of induction that must - be performed ,

making the problem of figuring out what the student i~ d o ing muc h har der
(e.g. the student won ’t “show his work” when so lv ing a p ro b lem ; h e w ill
just pr esent t he a nsw e r~~.

The second requiremen t for a natural language processor is

1 habitab.iLitv .~ Any natural lan guage system written in the foreseeable

future is not going to be able to understand all of natural language. What

a good natural langua ge interface must do is characterize and understand a

usable subset of the lan guage. Watt (1968 p. 3~~8) de fine s a “habitable ”

sub— lan guage as “one in which its users can express themselves withou t

I straying over the language boundaries into unallowed sentences ” . Very

intuitively, for a system to be hab itable it must , among other things ,

allow the user to make local or minor modifications to an accepted sentence

and get another accepted sentenc e . Exactly how much modification

I constitutes a minor change has never been specified. Some examples may

provide more Insight into this notion.

£
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1~ Is anyth ing wrong?
2) Is there anything wrong?
3) Is there something wrong?

~
) Is there anything wrong with section 3?

5) Does it look to you like section 3 could have a problem?

If a natural language proce ssor accepts sentence 1 , it should also accept
the modifi cations given in sentence 2 and 3. Sentence ~ presents a minor
syntactic extension which may have major repercussions in t h e  semantics but
which should also be accepted . Sentence 5 Is an example of a possible
paraphrase of sentence ~l which is beyond the intended notion of
habitability. Based on the acceptance of sentences 1-n , the user has no
reason to expect that senten ce will be handled.

Any sub— language which does not maintain a high degree of habitability

is apt to be worse than no nat ira l language capability at all. Because , in
addition to the problem he/she is seeking information about , the student is

faced , sporadically, with the problem of getting the system to understand
his/her query. This second problem can be disastrous both because it

ocours seemingly at random and because it is ill— defined.

In an informal experime nt to test the habitability of a system , the

authors asked a group of four students to write down as many ways as

possibl e of asking a particular question. The original idea was to

determine how many of the various paraphrasing would be accepted by the

prototyp e systems we were testing. The students each came up with L’ne

phrasing very quic kly but had tremendous difficulty thinking of any others ,

even though three of the first phrasings were different ! This experience

• demonstrates the lack of student ’s ability to do “linguistic ” problem

solving and points out the importance of accepting the student’ s first

phrasing.

An equally important aspect of the habitability problem is

mult i-sentence (or dialogue ) phenomena. When students use a system that
exhibits “intelligence ” through its inference capabilities , they Quickly

start to assume that the system must also be intelligent in its

conversat ional abilities as well. For example , they w ill frequently delete

parts of their statements which they feel are obvious , given the context of

the preceding statements . Often they are totally unaware of such deletions

and show surprise and/or anger when the system fails to utilize contextual
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I informat ion as clearly as they (subconsciously) do. The use of con t ,’Xt

-~~~~ manifest s it self in the use of such linguisti c phenome na ‘s

t 1” prono mi na li zations , ana phoric deletions and ellipses. The following

sequence of questions exemplifies these problems:

(6 What is the population of Los Angeles?
~7 What Is i t for Sa n Franc isco?
(~ Wha t about San D i ego?
The third requireme nt for a natural language processor is that it be

• -  ~e l f— ~~~ .cj~jj i.g. ( i . e . ,  that it should teach the student about It s

- capabilit ies ) As the student uses the system , he should begin to feel the

i r~i nge and lim itatio ns of the sub—language. When t he s t ud en t us es a
sentence t-hat the system can ’t understand , he should receive feedback that

-

~ 

— will en- .*ble him to determin e why It can ’t. There are at least two kinds of

feedback. The simple st (and most often seenl m erely provides some

indi c ation of what - parts of the sentence caused the proble m (e.g. unknown

w o r d o r ph r a se~~. A more u s e f u l  kind of feedt’,,ck goes on to pr ovid e a

response based on those parts of the sentence th a t ~1~~d make sense and the n
— indicate (or give examples ~‘fl possibly related. .~- ‘cept ah’.e sentences. I t

- may even be advantageou s to have the system recog nt~~e comm on una cc eptabl e

sentences and in  response to them , explain why ‘hey are not in the

sub— language. (See Section 5 for further discu ssIon of  this p o i n t .~
The fourth require ment for a natural language system is that I t  h~

.iware of amb i~~ j~~ . Natural language gains a go od  d e a l  of  f l e x i b i l i t y  an d
power by not forcing every meaning into :i different surf .-~ce stru c tur e .

This means that the program that Interprets natural language senten ces

must be aware that more than one interp re t 3tio n Is p os sible . For ex ample ,

when asked:

(‘fl Was John believed t o  have been shot t-’y Fre d~
one of the most p otentially disastrous responses j~~ ~~~~~~~~~~~~ The u s e r  m a y

[ n o t  be sure whether Fred did the shooting or the belie ving or b oth. More

I l ik e l y ,  the user , being unaware of  a n y  .~m h i g u t t y ,  .~~ .q u m e s  an  interpret a ti o n

that ma y be different than the system ’s. If the s y s t e m ’s interpretati o n Is

[ T  different , the user thin ks he has received the answer to his query when In

fact he has received the answer to a completel y indep endent query.



- 

~~~~~~~~~~~~

Either of the following is a mu ch better response:

(10) Yes , it is believed that Fred shot John .
(11) Yes , Fred bel ieves that John was shot.

The sys tem nee d not necessar i ly have t remendous d isam big uat ion sk i lls , but
it must be aware that m is—int erpre~ at1ons are possible and inform the user
of its Interpretat ion. In those oases where the system makes a mistake the
results may be annoy ing but should not be catastrophic.

Th is chapter presents the development of a technique that we have
named “seman ti c gra mmars ” for bu ilding natural language processors that

sat isfy the above requirements. Section 2 presents a dialogue from the
“ intelligent ” CA l system SOPHIE , that we used to ref ine and demonstrate

this technique. This dialogue provides concrete examples of the kinds of
l inguistic capabilities that can be achieved using semantic grammars.

Sect ion 3 describes semantic grammar as it first evolved in SOPHIE , and
points out how it allows semantic information to be used to handle dialogue

const r uetn , and to allow the directed ignoring of words in the input.

Sect ion  ~l discusses the limitations that were encountered in the evolution

of semant ic grammars in SOPHIE as the range of sentences was increased and

how these m ight be overcome by using a different formalism -- augmented

trans ition networks (ATN). section 1~ also reports on the convers ion of the

SOPHIE semant ic grammar to an ATN , an d the extensions to the ATN formalism

wh ich were necessary to maintain the solutions presented in Section 3.
Sect ion II also includes comparison timings between the two versions of the

natural lan guage processor. Section 5 describes experiences we have had

w ith SOPHIE , and presents technique s developed to handle problems in the

area of non—understood sentences. Sect ion 6 suggests directions for future

work.

- 6 —
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B e f o r e  d e l v i n g  i nt o  t h e  s t r u c t u r a l  a s p e c t s  and  t e c h n i c a l  d e t a i l s  of ’
t h e  s e m a n t i c  g r a m m a r  t e c h n i q u e , we w o u l d  f i r s t  l i k e  to  p r o v i d e  a c o n c r e t e
e x a m p l e  of t h e  d i a l o g u e s  i t  has  s u p p o r t e d.  T h i s  s e c t i o n  p r e s e n t s  an

I a n n o t a t e d  d i a l o g u e  of ’ a s t u d e n t  u s i n g  t h e  “ I n t e l l ig e n t”  C A l  s y s t e m
S O P H I E . ( 1 )  S O P H I E  w a s  d e v e l o p e d  t o  ex p l o r e  t h e u se of  a r t i f i c i a l

- - - J i n t e l l i g e n c e  t e c h n i qu e s  in p r o v i d i n g  t u t o r ia l  f e e d b a c k  to  s t u d e n t s  e n g a g e d
in  p r o b l e m  s o l v i n g  a c t i v i t ie s .  The  p a r t i c u l a r  p r o b l e m  s o l v i n g  a c t i v i t y
t h a t  S O P H I E  is c o n c e r n e d  w i t h  is t h e  t r o u b l e s h oo t i n g  of a m a l f u n c t i o n i n g
p iece  of e l e c t ro n i c  e q u i p m e n t .  S O P H I E  m o d e l s  t h e  p i e c e  of e q u i p m e n t  a n d

~~~

.. answers the student’ s req ues ts  for m easure m ents and  o t h e r  i n f o r m a t i o n  to
~~~~

- aid  h i m  In d e b u g g i n g  t h e  e q u i p m e n t .  M o r e  i m p o r t a n t , t h r o u g h o u t  t h e  p r o b l e m
solv ing ses si on , S O P H I E  c a n  ev al u a t e  t h e  l o g i c a l  c o n s i s t e n c y  of a s tu d e n t ’ s

E hy p o thes is or genera te  hy p otheses wh ich are cons iste n t w ith th e behav io r

t h e  s t u d e n t  has  t h u s  f ar  o b s e r v e d . ( 2 )  In t h e  d i a l o g u e , t h e  s t u d e n t ’ s
t y p i n g  is u n d e r l i n e d .  E v e n  t h o u g h  t h e  d i a l o g u e  d e a l s  w i t n  ~e c t r o ni c
jargon , the linguistic issues it exemplifies occur in all domains. The

~~ a n n o t a t i o n s  ( l o w e r  case , i n d e n t e d )  a t t e m p t  to  p o i n t  o u t  t h e s e  p r o b l e m s  a n d
s h o u l d  be u n d e r s t a n d a b l e  to the  n o n — e l e c t r o n i c s  o r i e n t e d  r e a d er .

~~~-.- W E L C O M E  TO S O P H I E  — A S I M U L A T E D  E L E C T R O N I C S  L A B O R A T O R Y .
T h e  c i r c u i t  ( F i g u r e  2 . 1 )  is  ba sed  on the  H e a t h k i t  I P — 2 8  p o w e r  s u p p l y .
The  I P — 2 8  Is a r e a s o n a b l y  s o p hi s t i c a t e d  p o w e r  s u p p l y  w i t h  b o t h  c u r r e n t
l i m i t i n g  a n d  v o l t a g e  limiting behavior. These two interrelated
feedback loops make troubleshooting this circuit non— trivial.

IS )>INSERT A F A U L T

The  s t u d e n t  t e l l s  S O P H I E  to  m ak e  one of ’ t he  c o m p o n e n t s  in  the  c i r c u i t
bad  so t h a t  he can  t r o u b l e s h o o t  i t .  S O P H I E  r a n d o m l y  s e l e c t s  a f a u l t ,

-
- : a -  inser ts  i t  i n t o  a m o d e l  of t h e  i n s t r u m e n t  and  t e l l s  t h e  s t u d e n t  how

the  f r o n t  p a n e l  c o n t r o l s  a re  p r e s e n t l y  s e t .
“ THE I N S T R U M E N T  HAS A F A U L T  AND ITS P R E S E N T  C O N T R O L  S E T T I N G S  ARE:
J CC 1 . 0  C U R R E N T  C O N T R O L — F R O M  0 . 0  ( M I N  C U R R E N T )  TO 1 .0
“ CR H I G H  C U R R E N T  R A N G E  S W I T C H  H I G H = 1  A M P , L OW = . 1  A M P

LOAD 1000 LOAD R E S I S T A N C E  IN OI~MSI. ‘~~c 1. 0  V O L T A G E  C O N T R O L — F R O M  0 . 0  ( M I N  V O L T A G E )  TO 1 . 0
VR H I G H  V O L T A G E  R A N G E  S W I T C H , H I G H : 3 O , L O W : 1O  V O L T S

( 1)  The d i al o  ue  is  i n t e n d e d  to  d e m o n s t r a t e  SOPHrE ’s l iñ ü [st [c
~~ c a p a b i l i t i e s  an~ w h i l e  i t  t o u c h e s  u p o n  t h e  m a j o r  f e a t u r e s  of S O P H I E , i t  i s

not meant to ex hibit the logical or deductive capabilities the system.
~~ (2) The reader is encouraged to see (Brown and Burton 1975) for further

examples and descriptions of S O P H I E ’ s t u t o r i a l  a n d  i n f e r e n t i a l
.

~~ 
capabilities.
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>>WHAT IS THE O (JTPT?
OUTPT :‘~~ oaTPwr
THE OUTPUT VOLTAGE IS 1.2 VOLTS.

SOPHIE corrects the student’ s typ ing mistake.
Not ice that “the output” was d isambiguated as the output voltage.

~~~~~~~~~~~~~~~~~~~~ 
W H E T H E R  A V A L U E  IS C O R R E C T , YOU CAN ASK “IS THAT

The sy~ tem goints put a feature th t th student m~ y no~ ot herw i~~e be
awa re or. “correct here means wnae ic~ fs in a worwing instrument.

>>9 ~~~~~~~~~~~ THE OUTPUT VOLTAGE IS 30.1 VOLTS.
THAT VALUE IS INCORRECT.

SOPHIE permits reference to previous objects in the dialogue. Here ,
“That” refers to the value of the previous measurement.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ LIMITING TRANS ISTOR

This is an example of some of the complexities that arise in even
l imited domains. Although the syntax of the sentence is “v o l t a g e
between x an d y ” it really means “voltage at z w ith respect to
ground” where z is the point between x and y. The output routines
rep hrase the input in a simpler form (i.e., between x and y reduces to
N 11 ) so that the user knows the system ’s inter p re ta t ion and has an
eas ier way of referring to that location.

>>WHAT IS IT BE T W EEN T H E R E  AND THE BASE OF Q6
THE V O L T A G E  B E T W E E N  N il Aff~ N~ r~~ 1.28 VoL?s.

Here “it” re fers  to “the volta ge” and “there ” refers to N4.
Also not ice that “between ” has to be treated differently,
i.e. two nodes are explicit now.

> > I S ~ T H E R E  AN Y R I F F L E  1N TH E V O L T A G E  Al THE BASE OF Q4?
I’M SORRY , I DO NOT HANDLE AC C R A R A C T E T T S T I C S .

SOPHIE recogn izes that the student Is moving into an area that it is
unable to handle. This is currently done by keyword recognition (e.g.
ripple) but points out a technique that should be incorporated in
other as p ects  of the sys tem as we l l .

>>W HA T IS THE CASE CURRENT OF Q3
THE BASE CURRENT OF Q3 IS 12 MtCROAMPS .

The following collection of sentences demonstrates the conciseness and
flex ibility of the dialogue mechanism. After introducing a context in
a complete sentence , the student can eas ily and naturally ask related
questions.

)>THRU T~HE EMITTER?
TH E EMIT TE R ~UfiRENT OF Q3 IS — .26 MILLIAMPS.

Th is type of sentence fragment , w hich we will refer to as an ellipsis ,
occurs frequently in dialogues. Rather than specifying a complete
thought an ellips is only gives that piece of the thought which
contrasts an earl ier thought. Notice that the referent cannot be
determined on syntactic grounds (as is possible with the ellipsis “the
em itter current”); yet this is the sort of statement a student might
make if the last answer had caused a slight shifting of’ his thinking.

• > >Q4
THE EM1TTER CURRENT OF Q Iê IS -.26 MILLIAMPS .

— 8 —



I
J In  t h is case , the student is changing his attention to a d i f f e r ’ - t ~transistor. There is ambigui ty as to where he wanted the has,’

c u r r e n t , the em itter current or both. SOPHIE picks the most recrnt
one and gives Its Interpretat ion as a complete sentence.I ‘>LE 2._WIIIE. LEAK 1~ WHAT. W QULD TtIE VOLLkG E. ACRQ~~~

_1T
As t hi s s e n t e n c e  s h o w s , t he  r e f e r e n t  to “ it” can o c c u r  ea r l ier i n t he

i same sentence.

3 IS IT O K A Y  IF I US E 10000 F OR THE L E A K A G E  R E S I S T A N C E  OF C2 ?
> YES
1F ’l’TTE LEAKAGE RESISTANCE OF C2 WERE 10000

H ~ I: UNDER THE PRESENT SETTINGS , THE VOLTAGE ACROSS C2 WOULD BE 26.3 VOLTS.
- - IN A WORKIN G CIRCUIT IT IS 28.9 VOLTS.

1 - 

A ~k ~ J~T ~~~~~~~~~~~~~~~V O L T G E  = >  V O L T A G E

Several examples of the use of conjunction. Imagine the student’ s
frustrat ion i-f he Is forced to type this query over becau se of• spelling mistakes.

- 
- U N D E R  THE S E T T I N G S :

CC:.9 CR=LOW LOAD= 10 VC :1.O VR LOW
THE V O L T A G ~ B E T W E E t ~ N5 AND t~1 3 W O U L L~ BE 8 . 9 8  V O L T S .
IN A W O R K I N G  C I R C U I T  IT IS 9 . 5 7  VOLTS.

~~
— T H E  C U R R E N T  T H R U  THE C U R R E N T  C O N T R O L  IS 30 M I L L I A M P S .

CC a n d  VC a re  a b b r e v i a t i o ns .  The c o n t r o l s  a re  a l s o  “ p a r t s ” t h a t  c a n
be used in measurements.

T >>WHAT IS IL. W~ITH IT SET TO 87
~~~~~, WITH THE VOLTLGE C~O~ TROL ~OW~ SET AT .8

T H E  C U R R E N T  T H R U  THE C U R R E N T  C O N T R O L  IS 2’l M I L L I A M P S .

I Here the system must correctly instantiate two o~’currence s of “ i t ” .
The referent to the secon d “It” could be either CC or VC sincp these
are both controls.

I
I- ‘ I
I

— -~~~~~~ —~~ _~~ •t~~~~~~~
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Sect ion 3

I N T R O D U C T I O N

In Sect ion 1 we described the requirement s for a natural language

processor in a learning environment. Briefly , t h e y  a re  e f f ici ency  and
fr iendliness over the class of sentences that arise in a dialogue

situation. The major leverage points we have that allow us to satisfy

th ese requirements are (1) limited domain , (2) l imited activities within

that domain , and (3) known conceptualizations of the domain. In other

word s , we know the pro blem area , th e t y p e  of p r o b l e m  the  s t u d e n t  i s t r y in g
to s o l v e , and the way he/she should be th inking about the problem in order

to solve it. What we are then faced with is taking advantage of these

constra ints in order to provide an effective communication channel.

Not ice that all of these constraints relate to concepts underlying the

student’ s act ivities. In SOPHIE , the concepts includ e voltage , c u r r e n t ,

pa r t s , t r a n s is to rs , t e rm in a l s , f a u l t s , p a r t i c u l a r  p a r t s , hy po t h e s e s ,

c o n t r o l s , s e t t i n g s  of c o n t r o l s , and so on. The dependency relationships

between concepts include things such as: voltage can be measu ied at

terminals , pa r t s  can be f a u l t e d , controls can be set , etc. The student , in

f o r m u l a t ing a qu e r y  or s t a t e m e n t , is requesting information or stating a

belief about one of these relationships (e.g. “What is the voltage at the —

collect cr of transistor Q5” or “I th ink resistor R9 is open ” .)

It occurred to us that the best way to characterize the statements

used for th is task was in terms of the concepts themselves as opposed to

the trad itional syntactic structures . The language can be described by a

set of grammar rules that characterize , -for each conce pt or relationship ,

all of the ways of expressing it In terms of other constituent concepts.

For  e x a m p le , the conce pt of a measurement requires a quantity to be

measured and something aga inst which to measure it. A measurement is

typ ically expressed by giving the quantity followed by a preposition ,

followe d by the thing that specifies where to measure (e.g. “volta ge

across capac itor C2” , “current thru d ivide Dl” . These phrasings are

capture d in the grammar rule: (This is not actually a rule from the

grammar but Is merely intended to be suggestive. )

<MEASUREMENT> :~ <MEASURABLE /QUANTITY > <PREP> <PART>

— 10 —
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The concept  of a m e a s u r e m e n t  can , in t u r n , be used as part of oth er

o o n o e p t s , e.g. to request a measurement “What Is the volta ge across

I capacitor C2?” ; or to check a measurement “Is the curren t thru divide Dl

correct?” . We call th is type of grammar a “sem a n t ic g r a m m a r ” because th e

I relationships it tries to characterize are semantic /conceptual as well as

syntact ic.

I Semant ic grammars have two advantages over traditional syntactic

grammars. They allow semantic constraints to be used to make prediction s

dur ing the parsing process , and they provide a useful characterization of

those sentences that the system should try to handle. The predictive

aspe ct is important for four reasons: (1) It reduces the number of

alternat ives that must be checked at a given time; (2) it reduces the

amount of’ syntacti c (grammatical) ambiguity ; (3) it allows recognition of

ell ipsed or deleted phrases ; and (II ) it permits the parser to skip words at

controlled places in the input (i.e. it enables a reasonable specification

of control). These points will be discussed in detail In a later section.

- - ~
- The charact erization aspect is important for two reasons: (1) It

provides a handle on the problem of constructing a habitable sub— language.

The system knows how to deal with a particular set of tasks over a

- 
particular set of objects. The sub-language can be partitioned by tasks to

accept all straightforward ways of expre ssing those tasks , but does not

need to worry about oth ers; (2) It allows a reduction in the number of

T~ sentences that must be accepted by the language while still maintaining

~~ ha bitability. There may be syntactic constructs that are used frequently

~ w ith one concept (task) but seldom with another. For example , r e l a ti ve

~~ clauses may be useful in explainIng the reasons for performing an

exper imental test but are an awkward (though possible) way of requesting a

E measurement. By separating the process ing along semantic grounds , one may

gain efficiency by not having to accept the awkward phrasing.
r

R E P R E & E N T A TI~~N OF MEANING
Since natural language communi cation is the transmission of concepts

~~~,. v i a  phrases , t he  “m e a n i n g” of a phrase Is its correspondent In the

conceptual space. The entities in SOPHIE’ s conceptual space are objects ,

£ relationships between objects , and crocedurea for deal ing with objects.

- 1 1 -
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The mean ing of a phrase can be a simple data object (e.g. “current l i m i t i n g

trans istor ”) or a com plex data object (e.g. “C5 open ” , “Volta ge at node

1”). The mean ing of a question is a call to a procedure that knows how to

determ ine the answer. The meaning of a command is a call to a procedure

that performs the speoified action. (Deolarative statements are treated as

requests because the pragmat ios of the situation imply that the student Is

ask ing for verification of his statement. For examp le , “ I  t h i nk  C? i s
shorted” is taken to be a request to have the hypothesis “C2 is shorted ”

critiqued.) For example , the procedural specialist DOFAULT knows how to

fault the c ircuit and is used to represent the meaning of commands to fault

the oirou it (e.g. “O pen R9” , “Su ppose C2 shorts and ~9 opens ” ). The

ar gument that DOFAULT needs in order to perform it s task is an In s tan ce of

the-’ con cept of faults that specifies the particular changes to be made ,

— e.g. “R9 being open ” . Th ese same concepts of particular faults also serve

as arguments to two other speotalt sts: HYPTEST which determines the

~i consistency of’ a fault w ith respeot to the present context , e.g. “Coul d R~
be open ” ; and SEEFAULT which checks the actual status of th e otr ’ui t , e.g.

“Is R9 open?” .

H~E~ ILLT. . I~~~~&RS~Lt&Q
Bas ing the grammar on conceptual entities allows the semanti c

i nterpretation (the determination of the concept underlying a phrase) to

pro ceed in parallel with the par sing. Since each of the non-terminal

categories in the grammar is based on a semantic unit , each  gr a m m a r  r u l e

— can spec ify the semantic description of a phrase that it recognizes In mu ch

the sam e way that a syntactic grammar specifies a synta ctic des cription.

The construction portion of the rules is procedural. F.aoh rule has th e

freedom to deoide how the semantic descriptions , returned by the

con st i t u en t  I t e m s of t h a t  r u l e , are to be put together to form the corre ct

“m e a n in g” .
For example , the meaning of the phrase “Q’-~” is the data ba se object

QS . The mean ing of the phrase “the collector of QS” is (COLLECTOR QY

where COLLECTOR is a function that returns the data base Item that Is t h e
collector of’ the given transistor .(3)

t3) ~he languag~~ tTSP wT11TE~~ used 1Eeiiiij~tes. I tT Tiii~~flon call

— 1;’ —
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The rule for <MEASUREMENT> expresses all of the ways that the stu dent

osn give a measurable quantity and aleo supply Its required arguments. The

I structure which results from <MEASUREMENT> is a function call to the

function MEASURE wh ich supplies the quantity being measured and other

r arguments specifying where to measure it. Thus the meaning of th. phrase
Li. “the voltage at the collector of Q5” is (MEASURE VOLTAGE (COLLECTOR Q5))

which was generated from the control structure:

measurement

/ \
meas /quant node

voltage tc rm in .i l 
-

— 
t e r m t n a l / t v p t ’

co l le ..’tor QS

-. *

~-t ~-e

The grammar rule for <MEASUREMENT ) also acce pts “m e a n ing less ” ph r a s e s
suoh as “the power dissipation of Node 1L” In addition , it accepts some

mean ingfu l phrases such as “the res istance between Node 3 ard Node 1~~”

wh ich SOPHIE does not calculate. This results from generalizing together ~
- -

oonoepts wh ich are not treated identically in the surface structure. In

th is case , voltage , c u r r e n t , res istance and power dissipation were

generalized to the conce pt of a measurable quantity. The advantage of

allowin g the grammar to accept more statements and having the

argument— check ing done by the procedural specialists is that the semantic

I routines provide the feedback as to why a senten2e cannot be interpreted or

rs expressed in Cambrid ge— PolTish notat [on : as a~~~~ r~thesized 1Ist~~T thefun ction name followed by its arguments. - 
-~

: 1  - 1 3 -
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“un derstood” . It also keeps the grammar from being cluttered with special

rules for blocking meaningless phrases. Carried to the limit , t h e
general ization strategy would return the grammar to being “syntact ic ” again

(e.g. all data objects are “nou n ph r a s e s ”). The tr ick is to leave

semantics in the grammar when it is beneficial —— to stop extraneous

pa r s in gs e a r l y ,  or t ighten the range of a referent for an ellipsi s or

deletion. This Is obviously a task-specific trade—off. (Bobrow and Brown

(1975) describe an interesting paradigm from which to consider this

tra de-off.)

Th e r e l a t ionsh ip b et w e e n  a p h r a s e  an d i ts mean i n g is u s u a l l y
straightforward. However , it is not limited to simple embedding. Consider

the phrases “th e base emitter of Q5 shorted” and “t he base of Q5 shorted to

t h e em i t t e r ” . The thing which is “ shorte d” in both of these phrases is the

“base emitter junction of Q5.” The rule that reco gnizes both of these

phrases , <PART /FAULT/SPEC> , can h a n d l e  the  f i rs t  ph r a s e by i n v o k in g i t s
constituent concepts of <JUN CTION> (base emitter of Q 5 )  a v ~ < F A U L T / T Y P E >  

- -

(shorted) and combine their result s . In the second phrase , h ow e v e r , I t
mu st construct the proper junction from the separate occurrences of the two

terminals Involved.

This discussion has been presented as if the concepts were defined ~~,

Qj~q”~. by the capabilities of the system. Actually, f o r  t h e  s y s t e m to
rem~~in at all habitable , the concepts are discovered in the interplay

be t w e e n  ex p an di n g the  co rpu s of sen t ences  the  sy stem can h a n d l e  an d a ddi n g
ca pabilities to the system. When a particular English construct is

di f f ic u l t  t o  h a n d l e , it is probably an indication that the concept it is

~ try ing to express has not been recognized properly by the system. In our

exam p le “the base of’ Q5 is shorted to the emitter ” , the  r e l a t ionsh ip

between the phrase and its meaning is awkward because the present concept

of short ing requires a part or a junction. The example is getting at a

c o n c e p t  of s h o r t in g ,  in which any two terminals can be shorted together

(e.g. “the pos itive terminal of R9 Is shorted to the anode of D5”). This

is a viable conceptual view of “ sho r t ing ” , b u t  i t s im p l e m e n t a t ion r equ i res
allow ing arbitrary changes in the topology of the circuit which is beyond

- ‘  the eff iciency limitations of SOPHIE’s simulator. Thus , the system we were

work ing with led us to define the concept in too limited a way.

— l~~ —
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USE OF SEMANTI C INF ORMATI ON DURING PAR SING
Predietion

Having described the notion of a semantic grammar , we will now
describe the ways it allows semantic information to be used in the

urderstanding process . One use of semantic grammars is to predict the
possible alternatives that must be checked at a given point. Consider , for
example , the phrase “the voltage at xxx ” . After the word “at” is reached

- 
- in the top—d own , left—to— right parse , the grammar rule corresponding to the

T concept “measurement ” can predict very specifically the conceptual nature
of “x x x ” : it must be a phrase that directly or indirectly specifies a

locat ion in the circuit. For example , “xxx ” could be “the junctions of the
current limiting section and the voltage reference source ” but cannot be “3
ohms ” .

Semantic grammars also have the effect of reducing the amount of

grammat ical ambiguity. In the phrase “the voltage at xxx ” , the
prepositional phrase “a t xxx ” w ill be assoc ia te d w i th the  n o u n  “volta ge ”

without considering any alternative parses that associates it someplace

higher in the tree.

Predictive information is also used to aid in the determination of

referents for pronouns. If the above phrase were “the voltage at it” , the
grammar would be able to restrict the class of possible referents to

locations. By taking advantage of the available sentence contexts to

predict the semantic class of possible referents , the referent

determination process is greatly simplified. For example:

(la) Set the voltage control to .8?
~lb) What is the current thru R9?
(ic) What is it with it set to .9?

In (ic), the grammar is able to recognize that the first “it” refe .~s to a

E measurement that the student would like re-taken under slightly different

conditions. The grammar can also decide that the second “it” refers to

either a potentiom eter or to the load resistance (i.e. one of those things

which can be set). The referent for the first “it” is the measurement

taken in (ib) , “the current thru R9” . The referent for the second “it” is
“the voltage control” which is an instance of a potentiometer. The context

mechanism that selects the referents will be discussed later.

[ — 15 —
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Sin D l e  Deletion

The semant ic grammar is also used to recognize simple deletions. The - Tgrammar rule for each conceptual entity knows the nature of that entity ’s j
const ituent concepts. When a rule cannot find a constituent concept , it

can either:

a) fail (if the missing concept is considered to be obligatory in the
surface structure representation) or ,

b) hypothe size that a deletion has occurred and continue.

For example , the concept of a TERMINAL has as one of its realizations the

const ituent concepts of a TERMINAL—T YPE and a PART. When its grammar rule

finds only the phrase “the collector ” , it uses this information to posit

that a part has been deleted (i.e. TERMINAL—TYPE gets instantiated to “the

c o l l e c tor ” but nothing gets instantiated to PART). The natural language

processor then uses the dependencies between the constituent concepts to

determ ine that the deleted PART must be a TRANSISTOR. The “m e a n ing ” of
this phrase is then “the collector of some transistor ” . Which transistor

is determ ined when the meaning is evaluated in the present dialogue

context. In particular , t he s e m a n t ic f o r m  r e t u r n e d  is the  f u n c t i o n  P R E F
and the classes of possible referents; in our example the form would be

(COLLECTOR (PREF ‘(TRANSISTOR))). The operat ion of PREF will be discussed

later.

EU i~s is

Another use of the semant ic grammar allows the processor to recognize

ell iptic utterances. These are utterances that do not express complete

thoughts —— a completely specified question or command —— but only give

differences between the intended thought and an earlier one.(4) For

example , 2b , 2c and 2d are elliptic utterances.

2a What is the voltage at Node 5?
2b At Node 1?
2o and Node 2?
2d What about between nodes 7 and 8?

(ii ) The stancia rdi use of’ the word “e l l i psis ” refers to any delet ion. Rather
than invent a new word , we shall use the restricted meaning here.

— 16 —
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I Ellipses can begin with introduotory phrases such as “and” in 2o or “what

ibout” in 2d; however th is is not required as can be seen in 2b. Part of

the ellipsis rule is given in Figure 3.1.

I-
Figure 3.1

Ellipsis Rule
<ELLIPSIS) :: [<ELLIPSIS/INTRODUCER>] <RE QUEST/PIECE> I

I [<ELLIPSIS/INTRODUCER>] if <PART/FAULT/SPEC>

<RE QUEST/PIECE> :: [<PREP>] <NODE> I
[<P R EP> ] <PART>

I b e t w e e n  < N O D E >  and  < N O D E >  I
[<PREP>] <JUNCTION > I
etc.

The grammar rule identi fies which concept or class of c o n c e p t s  are  poss ib le
from the context available in the elliptic utterance.

While the parser is usually able to determine the intended concepts[ from the context available in an elliptic utterance , this i~ not always the

case. Consider the following two sequences of statements.

I (3a) What is the voltage at Node 5?
(3b) 10?

(‘ia) What is the output voltage if the load is 100?

I ( 4 b )  10?

In (3b), “10” r e f e r s  to no de 10 , wh ile in (nb) it refers to a load of 10.

The problem this presents to the parser is that the concepts underlying

these two elliptic utterances have nothing in common except their surface

I realizations. The parser , which operates from conceptual entities , does not

have a concept that includes both of these interpretations. One solution

would be to have the parser find all parses (concepts) and then choose

between them on the basis of context. Unfortunately, this would mean that

time is wasted looking for more than one parse for the large percentage of

sentences in which it is not necessary to do so. A better solution would

be to allow struc~ ure among the concepts , so that the parser would

I recognize “1 0” as a member of t.he concept “number ” . Then the routines that

find the referent would know that numbers can be either node numbers or

values. This type of recognition could profitably be performed by a

bottom—up approach to parsing. However , its advantages over the present

scheme are not enough to justify the expense incurred by a bottom -up parse

to find all possible well—formed constituents. At present , the  pa r s e r

I - 1 7 -
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assumes one interpretation , and a message is printed to the student
indicating the assumed interpretation. If it is wrong, the student mus t

supply more ‘ontext in his request. In fact , “10?” is taken as a load

specification and if the student meant the node he would have to use “at
- - 10” , “N b ”  or “Node 10” . Later we w i ll  d i scuss  t he m e c h a n ism th a t

determines to which complete thought an ellipsis refers.

U S I N G  CONTEXT TO D E t E R M I N E  R E F E R E N T S
Pronotins and Deletions

Once the parser has determined the existence and class (or set of

classes) of a pronoun or deleted object , the context mechanism is Invoked

to determine the proper referent. This mechanism has a h is t o r y  of s t u d e n t

interactions during the current session which contain s , for each

interaction , the parse (meaning) of the student’ s s t a t e m e n t  an d the

respo nse calculated by the system. This list provides the range of

possible referents and is searched in reverse order to find an object of

th e p ro per s e m a n t ic c l a s s  (o r  one of t he p ro per cl as s e s) .  To a id i n the
search , the context mechan ism knows how each of the procedural specialists

a pp ea ri n g in a p arse  uses i t s  a r g u m e n t s .  For exa mp le , the specialist

M E A S U R E  has a f ir s t  a r g u m e n t that must be a quantity and a second argument

t h a t  m ust  be a par t , a ju n c t ion , a sect ion , a t e rm ina l  or a n o d e .  Thu s

when the context mechanism is looking for a referent that can either be a

PART or a JUNCTION , it will look at the second argument of a call to

MEASURE but not the first. Using the information a b o u t  th e spec ial i sts ,

\ . the context mechanism looks in the present parse and then in the next most

recent parse , etc . until an object from one of the specified classes is

found.

The significance of using the specialist to filter the search instead

of just keeping a list of previously mentioned objects is that it avoids

m is— interpretations due to object— concept ambiguity. As an example,

cons ider the following sequence from the sample dialogue in Section 3 :

(
~

) What is the current thr~ the CC when the VC is 1.0?
(b) What is it when it is .~~?

— 1 8 -
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Sentence (5) will be recogn ized by the following rules from the semantic

grammar:

1 <REQUEST> :: < S I M P L E / R E Q U E S T >  when <SETTING /CHANGE>

3 < M E A S U R E M E N T >  :: <MEAS/QUANT> <PREP> <PART>I 
2 <SIMPLE/REQUEST> :: what is <MEASUREMENT>
i~ <SETTING/CHANGE> :: <CONTROL> is <CONTROL/VALUE >
5 <CONTROL ) :=

I with a resulting semantic form of:

(RESETCONTROL (STQ VC 1.0)
(MEASURE CURRENT CC))

RESETCONTROL is a function whose first argument specifies a change to
— one of the controls and whose second argument consists of a form to be

I evaluated in the resulting instrument context. STQ is used to change the
sett ing one of the controls. The first argument to MEASURE gives the

I q u a n t i t y  to be mea sured. The second specifies where it is to be measured.
To reco gnize sentence ( 6 ) , the appl ication of rules $2 and $5 are changed.

I There is an alternative rule for <SIMPLE/REQUEST> that looks for those

ana phora that refer to a measurement. These phrases , such as “it” , “that

I result” or “the value ”, are recognized by the non— terminal

<MEASUREMENT /PRONOUN>. The alternat ive to $2 that would be used to parse

( 6 )  is:

<SIMPLE/RE QUEST> : :  what is <MEASUREMENT/PRONOUN>

The semant ics of (MEASUREMENT/PRONOUN> indicate that an entire measurement

has bean deleted. The alternative to rule $5:

<CONTROL> :: it
- recognizes “it” as an acceptable way to specify a control. The resulting

semantic form for sentence (6) is:

I (RESETCONTROL (STQ (PREF ‘(CONTROL)) .8)
(PREF ‘(MEASUREMENT)))

The function PREF searches back through the context of previous semantic

forms to find the most recent mention of a member one of the classes. In

I the above example , it will find the control VC but not CC because the

- 
- character imposed on the arguments of MEASURE is that of a “part ” not a

“control ” . The presently recognized classes for deletions are PART ,

I TRANSISTOR , FAULT , CONTROL , POT , SWITCH , DI ODE , MEASUREMENT and QUANTITY.

(The members of the classes are derived from the semantic network

I associated with a circuit. ) — 19 —•
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______________________Referents for Ellipses

If the problem of pronoun resolution is looked upon as finding a

previously mentioned object for a currently specifi ed use , then the problem

of ellipsis can be thought of as finding a previously mentioned use for a

currently specified object. For example:

(7) W h a t  is the  base c u r r e n t  of Q~ ?(U  In  Q5?

The given object is “Q5” , an d the ea r l ier f u n c t ion is “base current” . For

a given elliptic phrase , the semantic grammar identifies the concept (or

class of conce pts ) involved. In (7), since Q5 is recognized by the

non-term inal <TRANSISTOR/SPEC> , the class would be TRANSISTOR. The context

m echanism then searches for a specialist in a previous parse that accepted

r the given class as an argument. When one is found , t he  n e w  ph r a s e  is

p lace d in the p ro per a r g u m e n t  pos i t ion an d t he mo di f ied parse  i s use d as
the meaning of the ellipsis.

Li~~ttations to the Context Mechan ism

The method of’ semant ic c lass i f ica t ion ( t o  d e t e r m ine r e f e r e n c e )  i s v e r y
efficient and works well over our domain. It definitely does not solve all

the problems of reference. Charniak (1972) has pointed out the substantial

problems of reference in a domain as seemingly simple as children ’s

stor ies. One of his examples demonstrates how much world knowledge may be

required to determine a referent (1972 p. 7).

Janet and Penny went to the store to get presents for Jack. Janet
said “I will get Jack a top ” “Don ’t get Jack a top ” said Penny. “He
has a top. He will make you take j~. back.”

Charniak argues that to understand to which of the two tops “it”

~ refers , requires knowing about presents , stores and what they will take

back , etc. Even in domains where it may be possible to capture all of the

necessary knowledge , classification may still lead to ambiguities. For

example , consider the following:

9) What is the voltage at Node 5 if the load is 100?
10) Node 6?
1 1)  7?

— 20 —
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In statement (11 ) the user means Node 7. In statement (10), he has

1 reinforced the use of ellipsis as referring to node number. (For example ,

leaving out statement (10), statement (11 ) is mu c h more  a w k w a r d . )  On t h e

J o t h e r  ha n d , if statement (11) had been “1000” or if statement (10) had been

“10?” , things would be more problematic. When statement (11 ) is “1000” , we

I can infer that he means a load of 1000 because there is no node 1000. If
- statement (10) had been “10?” , there would be genuine ambiguity slightly

f a v o ri n g the  in t e r p r e t a t ion as a loa d because  t h a t  was  the  las t  n u m ber
ment ioned. The major limitation of the current technique , which must be

overcome In order to tackle significantly more complicated d o m a i n s , is  i t s

inability to return more than one possible referent. It considers each one

individually until it finds one which is satisfactory. The amount of work

~~~~ r involved in employing a technique which allows comparing referents has not

been justified by our experience.

F U Z Z I N E S S
mu

Hav ing the grammar centered around semantic categories allows the

parser to be sloppy about the actual word s it finds in the statement.

H a v ing a conce p t in m in d , and being willing to ignore words to find it , is

—— the  essence  of keyword parsing schemes. It is effective in those cases

where the words that have been skipped are either redundant , or specify

gradat ions of an idea that are not distinguished by the system. For

,• example , in the sentence: “Inser t a very hard fault” , “ very ” w o u l d be

ignored; this is effective because the system does not have any further

L structure over the class of hard faults. In the sentence: “What is the

voltage across resistor R8?” resistor can be ignored because it is implied

by “ R 8 ” . ( T h e  f i r s t  of these  e x a m p l e s  c o u l d  be h a n d l e d  by m a k i n g  “ v e r y ” a

noise word (i.e. deleting it from all sentences). Resistor however is not

a noise word in all cases (e.g. “What is the current through the current

sensing resistor?”) and hence cannot be deleted.

- One advantage that a proce dural encoding of the grammar (discussed

I later) has over pattern matching schemes in the implementat ion of fuzziness

-

‘ 

is its ability to control exactly where words can be ignored. This

L provides the ability to blend pattern matching parsing of those concepts

that are amenable to it with the structural parsing required by more

I — 21 —
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complex concepts. The amount of fuzziness -- how mai.J~ if any , words in a

row can be ignored —— s controlled in two ways. First , w h e n e v e r  a g r a m m a r
r u l e  is invoked , the call ing rule has the option of limiting the number of

words that can be skipped. Second , each rule can dec ide which of its

const ituent pieces or words are required and how tightly controlled the

search for them should be. In SOPHIE , the normal mode of’ operat ion of the

pa r se r  is t igh t  in the  be gi nn in g of a s en t ence , but fuzzier after it has

made sense out of something.

Fuzz iness has two other advantages worth mentioning briefly. It

reduces the size of the dictionary because all known noise words don ’t have

to be included . In those cases where the skipped words are meaningful , t h e

misunderstanding may provide some clues to the user which allow him to

- 
,

- 
restate his query.

P R E P R O C E S S I N G

B e f o r e  a s t a t e m e n t  is parsed , a preprocessor performs three

operations. The first expands abbreviations , delet es known noise words ,

an d canonicalizes similar words to a common form. The second is a cursory

spell ing correction. The third is a reduction of compound words.

Spell ing correction Is attempted on any word of’ the input string that

the system does not reco gnize. The spelling correction algorithm (5) takes

the possibly misspelled word , and a l ist of c o r r e c t ly  spe l l e d  w o r d s , and
d e t e rm ines wh ich , if any, of the correct words is close to the misspelled

word (using a metric determined by number of transpositions , doubled

letters , dropped letters , etc.). During the initial preprocessing, the

list of correct words is very small (approximately a dozen) and is limited

to very commonly m isspelled words and/or words that are critical to the

understand ing of a sentence. The list is kept small so that the time spent

attemptin g spelling correction , prior to attempting a parse , is kept to a

m inimum. Remember that the parser has the ability to ignore words in the

inpu t string so we do not want to spend a lot of time correcting a word

that won ’t be needed in understanding the statement. But notice that

certain words can be critical to the correct understandin g of a statement.

(5) The spelling correction routines are provided by INTERLISP and were
developed by Teitelman for use in the DWIM facility (Teitelman 1969, 197~4).
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£ For exam ple , suppose that the phrase “the base em itter current of Q3 ” was

- Incorrectly typed as “the bee em itter current of Q3” . It “bse ” were  n o t
1 . recognized as being “base ” the parser would ignore it and (m is— )understand

the phrase as “the emitter current of Q3” , a perfectly acceptable but much

d ifferent ooncept. (6) Because of this problem , words l ike “base ” , wh ich i f
ignored have been found to lead to misunderstandings , are  cons id e r e d

- ; cr i t ical  an d t he i r s p e l l in g is c o r r e c t e d  b e f o r e  any  parse is attempted.

W o r d s  t h a t  a re  m iss pe l l ed  are not  co r r e c t e d u n t i l  t he  second  a t t e m p t a t
spelling correction that is done after a statement fails to parse.

Compoun d words are single concepts that appear in the surface

structure as a fixed series of more than one word . Their reduction is very

important to the efficient operation of the parser. For example , in t h e
question “w h a t  is the voltage range switch setting?” , “voltage range

— switch” is rewritten as the single item “VR” . If not rewr itten , “voltage ”

— 
w o u l d be m is t a k en as the  beg inn i n g of a m e a s u r e m e n t  ( a s  in “what is the

volta ge at N11”) and an attempt would have to be made to parse “ r a n g e  s w i t c h
setting ” as a place to measure voltage. Of course after this failed , t h e

correct parse can still be found , but reducing compound words helps to

avoid backtracking. In addition , the reduction of compound words

simplifies the grammar rules by allowing them to work with larger

conc eptual units. In this sense , t h e  p re p roce s s in g c an be v iewe d as a

preliminary bottom —u p parse that recognizes local , multi — word concepts.

IMPLEMENTATILQN

Once the dependencies between semantic concepts have been expressed in

the  BNF f o r m , each  r u l e  in the  g r a m m a r  is enco ded ( by han d ) as a p ro ce d u r e
in the programming language LISP. This encodin g process imparts to the

- ; grammar a top— down control structure , specifies the order of applicatio n of

- 

the various alternatives of each rule , and defines the process of pattern

matc hing each rule. The resulting collection of LISP functions constitutes

H a goal— oriented parser in a fashion similar to SHRDLU (Winograd 1973), but

j without the backtracking ability of PROGRAMMER.

( 6 )  To m i n i m i z e  t he  c o n s e q u e n c e s  or such  m i s in t e r p r e t a t t o n , the  sy s t e m
always responds with an answer that indicates what question It is
answerin g, rather than just giving the numeric answer.

- 2 3 —

j k



----I---, 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
:--- - —‘-

-----—--- - .—------ 
-~~~~

:- - 

~~ ‘~ T ~~~~~~~~~~~~~~~~~ 
-_

~~~~~~~~~ 
-
~~

- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

As has been argued elsewhere (Woods 1970; Winograd 1973), encodin g the

grammars as pr~ oedures -— including the notion of process in the grammar --
— has advanta ges over using traditional phrase structure grammar

representations. Four of these advantages are:

1 ) t he  a b il i ty  to c o l l ap s e  common p a r t s  of a g r a m m a r r u l e  wh i le  st i l l
ma intaining the perspicuit y of the grammar.

2) the ability to collapse similar rules by passing arguments (as with
SENDR) .

3) the ease of interfacing other types of knowledge (in SOPHIE , primarily
the semantic network ) into the parsing process.

14) the ability to build and save arbitrary structures during the parsing
process . (This ability is sometimes provided by allowing augments on
phrase structure rules.)

In addit ion to the advantages it shares with other procedural

re p r e s e n t a t ions , the LISP enco ding has the computatio nal advantage of being

com pilable directly into efficient machine code. The LISP implementation

is efficient because the notion of process it contains (one process doing

recurs ive descent) is close to that supported by physical machi nes , while

those of ATN and PROGRAMMER are non— determ inistic and hence not directly

translatable into present architecture. See (Burton 1976) for a

descr iption of how it is possible to minimize this mismatch. )

In terms of efficiency, the LISP implementation of the semantic

grammar succeeds admirably. The grammar written in the INTERLISP dialect

of LISP (Teitelman 19714 ) can be block compiled. Using this technique , t h e

complete parser takes about 5K of stora ge and parses a typical student

statement consisting of 8 to 12 words in around 150 m ill iseco nds t

I ~
H
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I Section 14

A NEW FOR M A L I SM -— SE M A N T I C A UGM ENTED T R A N SITION NET WO R KS

Using the techniques described in Section 3, a natural language

I processor , capable of supporting the dialogue presented in Section 2, and
requiring less than 200 mill iseconds cpu time per question , was

- 
constructed. In addition , these same techniques were used to build a

I processor for NLS— SCHOLAR (Grignetti et al. 1974; Grignetti et al . 1975)
(built by K. Larkin) , and an interface to an experimental laboratory for
exploring mathema tics using attribute blocks (Brown and Burton 1978). In
the construction of these varying systems , the notion of semantic grammar
proved to be useful. The LISP implementation , however , was found to be a

4 bit unwieldy. While expressing the grammar as programs has benefits in the

I area of efficiency and allows complete freedom to explore new extensions ,
- 

the technique is lacking in perspicuity. This lack of perspicuity has
three major drawback s: (1) the difficulty encountered when trying to[ modify or extend the grammar ; (2) the problem of trying to communicate the
extent of the grammar to either a user or a colleague; (3) the problem of
trying to re— implement the grammar on a machine that does not support LISP .

These difficulties have been partially overcome by using a second , parallel

representation of the grammar in a BNF-like specification language which is

the representation we have been presenting throughout this report. Th is ,

however , requires supporting two different representations of the same

information and does not really solve problems (1) or (3). The solution

to this problem is a better formalism for expressing and thinking about
“ semantic grammars.

E AU GMENTED TRANSITION NETWOR KS LATN )

Some years ago , Chomsky (1957) introduced the notion that the

processes of’ language generation and language recognition could be viewed

in terms of a machine. One of the simplest of such models is the finite

state machine. It starts off in its initial state looking it the first

symbol , or word , of its input sentence and then moves from state to state

• as it gobbles up the remaining input symbols. The sentence Is acceoted if

[ the machin e stops in one of its final states after havin g processed the

entire input string; otherwise the sentence is reJected. A convenient way

- 2 5 -
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of ’ representing a finite state machine is as a transition graph , in which

the states correspond to the nodes of the graph and the transitions between
— states correspond to its arcs. Each arc is labelled with a symbol whose

appearance in the input can cause the given transition.

In an augmented transition network , the notion of a t r a n s i t ion gra p h
has been modified in three ways : (1) the addition of a recursion mechanism

that allows the labels on the arcs to be non— terminal symbols that

correspond to networks; (2) the ad dition of arbitrary conditions on the

arcs that must be satisfied in order for an arc to be followed ; (3) the

inclusion of a set of structure building actions on the arcs , t o g e t h e r  w i t h
a set of names registers For holding partially built structures. (This

d iscussion follows closely a similar discussion in Woods (‘970) to which

the reader is referred. If the reader is familiar with the ATN formalism

he/she may wish to skip to the  sec t ion “A dvantages to the ATN Formalism ” . )

Figure 11 .1 is a specification of a language for representing augmented

trans ition networks. The specification is given in the form of an

extended , context— free grammar in which alternative ways of’ forming a

constituent are represented on separate lines and the symbol “ + “ is use d to
indicate arbitrarily repeatable constituents. ( “ + “ i s use d to mean 0 or
more occurrences. Wh ile the accepted usage of “ 4 ” is 1 or more , t h e

accepted sym bol for 0 or more , “ “ , has not been used to avoid confusion

w ith the use of the symbol ‘ in the ATN formalism.) The non— terminal

symbols are lower case English descriptions enclosed in angle brackets.

All other symbols , except “ s.” , are terminals. Non— terminals not given in

Figure 14 .1 have names that should be self—explanatory.

— 26 —
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Figure 4 .1
A L a n g u a ge f o r  Re p r e s e n t i n g A T N s

<trans iti cn nQtwork> :: (<arc set> <arc set).)
<arc set> ((states <arc> .)
<arc> :: (CAT <category name ” test ” <a ction> .- <t erm act ” )

WRD <word> < test ” <action ”-. ‘-term act>)
PUSH <s tate) <test ) <action> . <term set> )
T~T <arbItrary label ” <test> <action> , cterm act” )
POP <form ) (test))
VIR (constituent name) ~test) <action> . <term act” )
JUMP <state ) <test ) <action ).)

<act ion> :: (SETR (register” <form>
SENPR <re gi ster> <form )
LIFTR <register ) <form>
HOLD < constituent name) <form> )
SETF <fea ture) <form))

< t e r m  a ct )  ( T O  < s t a t e ) )
<form ) := ~~ETR <register ))

GETF <form ) <f eature ”)
BUILD Q <fragment> <regi ster> .- )
U~~~~I <form).-)
AP~~~ND <form> <form ))
QUOTE ~a r bi t r a r y  s t r u c t u r e’-)

The first element of each arc is a word indicating the type of arc.

Fo r a rcs  of ty pe CAT , W R D  a n d PU SH , the arc type together with the second

el ement correspond to the label on an arc of a state tran sition graph.

The third element 1.s an additional test. A CAT (category) arc can be

f o l l o w e d , if the current input symbol is a member of the lexical category

named on the arc , and If the test on the arc is satisfied. A PUSH (network{ call) arc causes a recursive invocation of a lower level network b eginning

at the state ind ic ated , If the test Is sati s fied. The WRD (word) arc can

be f o l l o w e d  i f  t h e  c u r r e n t  i n p u t  s y m b o l  Is  t h e  w o r d  n a m e d  on t h e  a r c  a n d  I f
the test is sati sfied. The TST (test) arc can be followed if the test is

satisfied (the label is Ignored). The VIR a r c  ( v i r t u a l  a r c )  c a n  be
followe d if a constituent of the named type has been placed on the hold

l i s t  by a p r e v i o u s  H O L D  a c t i o n  a n d  t h e  c o n s t i t u e n t  sa t i sf i es t h e  te s t .  In
all of these ares , the actions are structure building actions , and the

terminal action specifies th e state to  wh ich co n t r o l  Is passed as a result

of t h e  t r a n s iti o n .  A f t er CAT , WRD an d TST arcs , th e Input is advan ced;

after V IR and PUSH arcs it is not . The JUMP arc can be followed when ever

j . i t s  t e s t  is sa t i sf ied , control being passed to the state specifie d In the

second element of the arc without advancing the Input. The POP (return
from network) arc in d icate s the con ditions under which the state is to be

• considered a final state and the form of the constituent to be returned.
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The actions , forms and tests on an arc may be arbitrary functions of’

the register contents. Figure 11 .1 presents a useful set that illu strates

major features of the ATN . The first three actions specified in Figure 4 .1

cause the contents of the indicated register to be set to the value of the

indicated form. SETR (set register) causes this to be done at the current

level of computation , SENDR (send register) at the next lower level of

embedding, so that information can be sent down during a PUSH , and LIFTR

(lift register ) at the next higher level of computation , so t h a t  a d d i t io n a l
- 

- information can be returned to higher levels. The HOLD action places a

form on the HOLD list to be used at a later place in the computation by a

VIR arc. SETF (set feature) prov ides a means of setting a feature of the

const ituent being built.

GETH (get register value) is a function whose value is the contents of

the named register. LEX (lexical item ) is a form whose value is the

current input symbol. The asterisk ( I)  is a f o r m  w h o s e  v a l ue de pe nd s on

the context of its use: ( 1 ) i n t h e  ac t ions of a CAT a rc , th e v a l u e  of * is
the root form of the current input word; (2) in the actions of’ a P U S H

.. a rc , it is the value of the lower computation; and (3) in  t h e  a c t i o n s

f o l l ow i n g a V I R  a rc , t he  v a l u e  of i t is t h e  cons t i t u e n t  r e m o v e d f r o m  t h e
HOLD l ist. GETF is a function which determines the value of a specified

feature of’ the indicated form (which is usually ‘). BUILDQ is a general

structure—bu ildi r~, f o r m  t h a t  p l a c e s  th e v a l u e s of t h e  gi ven  re gi s t e r s  I n t o
a specif ied tree fragment. Specifically, it replaces each occurrence of +

in the tree fragment with the contents of one of the registers (the first

register replacing the first occurrence of .- , t he second  r egi st er t he
second , etc.). In addition , BUILDQ replaces occurrence s of~~ by the value

of the form . The remaining three forms make a list out of the specified

arguments (LIST) , append two lists together to make a single list (APPEND)

and produce as a value the (unevaluated) argument form (QUOTE).

ADVANTkaE~S OF A T N FORMALISM

- j The ATN formalism was seriously considered at the beginning of the

SOPHIE project , but rejected as being too slow. In the course of

developing the LISP grammar , it became clear that the primary reason for a

significant difference in speed between an ATN grammar and a LISP grammar
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is due to the fact that processing the ATN is an interpreted process ,

whereas LISP is compilable and therefore the time problem could be overcome
• by building an ATN compiler. During the period of evolution of SOPHIE’ s

grammar , an ATN compiler was constructed (see Burton 1976). In th~ next

sect ion we will discuss the advantages we hoped to gain by using the ATN

formal ism.

These advantages fall into three general areas: (1) conciseness , (2)

conceptual effectiveness and (3) available facilities. By concisenes s we

mean that writing a grammar as an ATN takes less characters than LISP.

The ATN formal ism gains conciseness by not requiring the specification of

details in the parsing process at the same level required in LISP. Most of’

- - these differences stem from the fact that the ATN assumes it has a machine

whose  ope r a t ions  a r e  d es ig ne d fo r  p a r s in g , wh ile LISP assumes it has a

l a m b d a  c a l c u l u s  m a c h i n e .  For  e x a m p l e , a l a m b d a  c a l c u l u s  m a c h i n e  a s s u m e s  a
f u n c t ion has one v a l u e . A funct ion call to look for an occurrence at a

non—te rminal while parsing (in ATN formalism , a PUSH) must return at least

two  va l ues : t h e  s t r u c t u r e  of t h e  cons t i t u e n t  f o u n d , an d t he p l a c e  in t h e
input where the parsing stopped. A good deal of complexity is added to the

LISP  r u l e s  in or d er to ma in t a in t h e  f r e e  v a r ia b l e  wh ich h a s  to be
int rod uce d to r e t u r n  the  s t r uc t u re of t he  c o n s t i t u e n t .  O t h e r  e x a m p les of
u n n e c e s s a r y  d e t a i ls  in c l u d e th e bi n di n g of loca l va ri a b l e s  an d t h e
spec i f ica t ion of c o n t r o l  s t ru c t u r e  as A N D s , and  O R s .

The conc iseness  of t he ATN r e s u l t s  in a g r a m m a r  t h a t  is eas ier to
• change , easier to write and debug, easier to understand , and hence to

commun icate. We realize that conciseness does not necessarily lead to

these results (APL being a prime example in computer languages , mathematics
in g e n e r a l  be in g a n o t h e r ) , h o w e v e r , th is is not a problem. The

correspon dence between the grammar rules in LISP and ATN is very close.

The concepts wh ich were expressed as LISP code can be expressed in nearly

the same way as ATNs but in fewer symbols.

The second area of improvement deals with conceptual effectiveness.

— L o o s e l y  defin ed , conceptual effectiveness is the degree to which a language
encourages one to think about problems in the right way. One example of

conceptual effect iveness can be seen by considering the implementation of

- 

case structured rules . (See Bruce (1975) for a discussion of case
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systems.) In a ty pica l case structure rule , the ver b expresses the

function (or relation name) and the subject , while the object and
prepositional phrases express the arguments of the function or relation.

Let us assume for the purpose of this discussion that we are looking at

four different cases (agent , location , means , and time) of the verb GO --
John went to the store by car at 10 o’clock. In a phrase structure

rule— or iented formalism one would be encouraged to write :

<statement> :: <actor ) <action /verb> <location> <means> <time>

Since the last three cases can appear in any order , one must also write 5
other rules:

<statement ) :: <actor> <action/verb> <location> <time> <means>

In an ATN one is inclined towards:

which expresses more clearly the case structure of the rule. There is no

reason why in the LISP version of the grammar one couldn ’t wr ite loops that

are exactly Rnalogous to the ATN (the ATN compiler , after all , produce s

such c.~d e I ) .  H o w e v e r , a rule— oriented formal ism does not encourage one to

think this way. An alternative rule implementation is:

(action>: : <actor> <ac tion/verb>< action l )
< a c ti o n i) :  z <act ionl><tempora l>
< a c t i o n i ) : :  < a o t i o n l ) < l o c a tj o n )
(actionl>:z <aotion l><m earis >

t h i s  is e a s i e r  ( s h o r t e r)  to w r i t e  b u t  i t  has  the  d i s a d v a n t a g e  of b e i n g
l e f t - r e c u r s i v e .  To i m p l e m e n t  i t , one is f o r c e d  to w r i t e  t h e  L I S P
e q u i v a l e n t  of the  ATN t h a t  c r e a t e s  a d i f f e r e n c e  b e t w e e n  t h e  r u l e
r e p r e s e n t a t i o n  and the actual implementati on . This method also has the
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d isadvantage of Introducing the non— terminal (action 1~ i n t o  t h e g r a m m~~r.
T Another conceptual advantage of t h e  A T N f r a m e w o r k  is t h a t  i t

encoura ges the po stponing of decisions about a sentence until a

fl ~ dif ’ferent1~ l point Is reached , thereby allowin g potentially different paths

to  s t a y  t o g e t h e r .  In the r u l e  or ient ed S O P H I E  gra m m a r  t h e re a r e  top level
rules for <set ), a co mm a n d  to c h a n ge one of t h e  c o n t r o l  s e t t ings and
<mo dify ), a command to fault the instrument in some way. Sentence (1) is a

<se t” an d sentence (2) is a <modify ).

~i ) Suppose th e current control is high.
( 2 )  Suppose the current control Is shorted.

The two parse paths for these sentences should be the same for the first

five words , but they are separated immediately by the rules <.set> and

<modify>. An ATN encourages structurin g the grammar so that the decisi on

between <set) and (modify ) is postponed so that the paths remain together.

I t could be argued that the fact that this example occurred In SOPHIE’ s

grammar is a complaint against top—down parsing or semantic grammars , or
just our particular instantiation of a s e m a n t i c  grammar. We s u sp e c t  t h e
latter but argue that rule representations encourage this type of behavior.

A n o t h e r  conc ep t u a l  a id p rov id ed by A T N s  Is  t h e i r m e t h o d of h an d l i ng
ambiguity. Our LISP implementation uses a recursive descent techni que

( w h ic h can a l t e r n a t i vel y be v iewed as allowing only one process). This

requires that any decision between two choices be made correctly because

there is no way to try out the other choice after the decision is made. At

cho ice po in t s , a r u l e  can , of c o u r s e , “look ahead” a n d  g a i n  i n f o r m a t i o n  on

which to base  th e d ec is ion , s im i l a r  to  t h e  “wa it— and—see ” s t r a t egy u s e d b y
Marcus (1975) but there is no way to back up and remake a decision once it

has re t u r n e d .
The effects of this can be most easily seen by consid 9ring the lexical

aspects of the pars ing. A prepass collapses compound words , ex pand s

abbrev iations , etc. Th is allows the grammar to be much simpler because it

can look for un its like “volta ge/control” instead of’ having to decode the

noun phrase “volta ge control” . Unfortunately w ithout the ability to handle
ambiguity, this rewritin g can only be done on words that have no other

p o s s i b l e  m e a n i n g .  So , fo r  e x a m p l e , when the grammar is extended to handle:
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(3) Does the voltage control the current limiting section?

the compound “voltage/control ” would have to be removed from the prepass

rules and included in the grammar. This reduces the amount of bottom-up

processing that can be done and results in a slower parse. It also makes

compoun d rules difficult to write because all possible uses of the

individual words must be considered to avoid errors. Another example is

the use of the letter “C” as an abbreviation. Depending on context , it

could possibly mean either current , collector or capacitor. Without

allowin g ambiguity in the input , i t c o u l d  not  be a l l o w e d as a n
abbreviation unless explicitly recognized by the grammar.

The third general area in which ATN 5 have an advantage is in the

available facilities to deal with complex linguistic phenomena. While our

grammar has not yet expanded to the point of requiring any of the

facilities , t he  ava i la bi l i ty  of such  f a c i l i t i e s  c a n n o t  be ig n o r e d as an
argument favoring one approach over another. A primary example is the

general mechanism for dealing with coordination in English described in - i
Woods (1973a).

CONY ER~1OPt TO SEMANTIC ATN - 1

For the reasons d iscussed above , the SOPHIE semant ic grammar was

re-wr itten in the ATN formalism. We wish to stress here that the

re—writing was a process of chan~ in& f’orm only. The content of the grammar - 1 1
remained the same. Since a large part of the knowledge encoded by the

grammar continues to be semantic in nature , we call the resulting grammar a

“semantic ATN ” .

Figure 4.2 presents the graphic ATH representation of semantic grammar
• non— terminal which recognizes the straightforward way of expressing a

H terminal of a part in the circuit —— the base of Q5, t he  a n o d e  of i t , t h e
collector. It also shows a simple example of how the recognition of - - 

-anaphoric deletions can be captured in ATN formalism. By the state

TE RMINAL /TYPE , both the determiner and the terminal type -- base , anode
have been foun d. The first arc that leaves TERMINAL/TYPE accepts the

prepos ition that begins the specification of the part. The second arc

(JUMP arc) corresponds to hypothesiz ing that the specification of the part 

- I- LIL~~ 
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I
has been deleted , as i n :  “The base is open. ” The ac tion on the arc builds

I a place—holding form which identifies the deletion and specifies (from
inform ation associated with the terminal type which was found) the classes

- 
of objects that can fill the deletion. The method for determining theI referent of the deletion remains the same as described in Section 3.

Figure 4.2

- A semantic ATN which recognizes deletion

H
~~~

.- p~~DET ~~~~~~~~ ~~kP4R~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

L. The SOPHIE semantic ATH is compiled using the general ATN compiling

system described in Burton (1976). The SOPHIE grammar provides the

comp iling system with a good contrast to the LUNAR grammar , s ince  i t d oes
not use many of the potentia l features. In addition , a bench mark , of
so r t s , was ava ilable from the LISP implem entation of the grammar that could

be used to determ ine the computational cost of using the ATN formalism.

There were two modifi cations made to the compiling system to improve

its efficiency for the SOPHIE application. In the SOPHIE grammar , a large

I 
number of the arcs check for the occurrence of particular words. When

- there is more than one arc leaving a state , the ATN formalism requires

- 
that all of these arcs be tried , ev en if more than one of these is a WRD

arc and an earlier WR D are has succeeded. This Is especially costly, since
- _ the taking of an arc requires the creation of a configuration to try the

• - I remaining arcs. In those cases when it is known that none of the other

arcs oan succeed , th is should be avoided . As a solution to this problem ,

3 1 - 3 3 -
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th e GROUP arc type was added. The GROUP a r c  a l l o w s  a set of contiguous

arcs to be designated as mutually exclusive. The form of the GROUP arc is :

(GROUP arc i arc2 . .. aron). The arcs are tried , one a t  a t ime , u n t il t h e
con ditions on one of the arcs are met. This arc is then taken , an d the

r ema in in g arcs  in t he G R O U P  a re for go t t e n  —— n o t  t r i e d .  If  a PUSH a r c  is

in c l u d e d in t h e G R O U P , i t w il l  be t a k e n  i f it s t est is t r u e  an d t h e
remaining arcs will not be tried even if the PUSHed for constituent is not

found. For example , cons id er t he f o l l o w ing gr a m m a r  sta te:

( s / i
(GROUP CAT A T TO 8/2

WRD X T TO S/3
- I CAT B T TO S/4 ) )

At most , one of the  t h ree  arcs  w ill  be f o l l o w e d .  W ith ou t G R O U P ing th em
t o g e t h e r , i t  is p o s s i b l e  t h a t  a l l  t h r e e  m i g h t  be f o l l o w e d  — —  i f  the  w o r d  X

ha d in t e r pr e t a t ion s as b o t h  c a t e g o r y  A and  c a t e g o r y  B.

The  G R O U P  a rc  a l so  p rov id es an e f f i c i e n t  m e a n s  of e n c o d i n g  o p t i o n a l
c o ns t i t u e n t s .  The  n o r m a l  m e t h o d  of a l l o w i n g  o p t i o n s  in  A T N  i s  to  p r o v i d e

an a rc  t h a t  a c c e p t s  the  o p t i o n a l  constituent and a s e c o n d  a r c  t h a t  j u m p s  to
the  n e x t  s t a t e  w i t h o u t  a c c e p t i n g  a n y t h i n g .  For  e x a m p l e , i f  in  s t a t e  s /2

the wor d “v e r y ” is optional , th e f o l l o w in g two  a rcs woul d b e c r e a t e d :

(S/2
(WRD VERY T (TO REST-OF-S/2))
(JUMP REST-OF-S/2 T))

The inefficiency arises when the word “v e r y ” does occur. The first arc is

¼ t a k e n , b u t  an a l t e r n a t i v e  c o n f i g u r a t i o n  t h a t  w i l l  t r y  t h e  s e c o n d  a r c  m u s t

be created , and possibly later explored. By embedding these ares i-~ a

G R O U P , the alternat ive will not be created thus saving time and space. As

• a r e s u l t , i t won ’t have to be explored , poss ibly saving more time. A

warn ing should be included here , t h a t  t h e  G R O U P  arc ca n re ject  s e n t e n c e s
t h a t  m i g h t  o t h e r w i s e  be a c c e p t e d .  In o u r  exam pl e , “v e r y ” may be needed to

get out of the state REST—OF— S/2. In th is respect , the GROUP arc is a

departure from the or iginal ATN philosophy that arcs should be independent ,

and for th is we apologize. However , for some ap plications , the increased

eff iciency can be critical.
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I
The  o t h e r  ch a n g e  to t h e  c o m p i l i n g  system (for the semantic gra:~~ar

I appl ication) dealt with the preprocessing operations. The preprocessing

fac ilities described in the last section included: 1) lexical anal ysis to

extrac t word endings ; 2) a su b s t i t u t i o n  m e c h a n i s m  to  expand abbreviations;

d e l e t e  no ise wor d s , and eanonica lize synonyms ; 3) dictionar y retrieval

routines; and 4) a compound word mechanism to collapse multi —wo rd phrases.

For  the  S O P H I E  ap p l ica t ion we a dd e d t h e  abi l i ty  to  use th e I N T E R L I S P
spelling correction routines and the ability to derive word definitions

I f r o m  S O P H I E ’ s semantic net. The extraction of definitions from the
- 
I semantic n e t w o r k  f o r  p a r t  n a m e s  and node n a m e s  r e d u c e s  t h e  s i z e  of t h e

I dictionary and simplifies the operations of changing circuits. In

- 

- 

a d d i t i o n , a m e c h a n i s m  c a l l e d  M U L T I P L E S  was  d e v e l o p e d  t h a t  p e r m i t s  s t r i n g
substitution within the input. This is similar to the notion of

c o m p o u n d i n g ,  b u t  d i f f e r s  in  t h a t  a c o m p o u n d  r u l e  c r e a t e s  an a l t e r n a t i v e
l e x i c a l  i t e m  w h i l e  t he  m u l t i p l e  r u l e  c r e a t e s  a d i f f e r e n t  l e x i c a l  i t e m .

j  After the application of a c o m p o u n d  r u l e , t h e r e  is an a d d i t i o n a l  edge in
the input chart ; after a multiple rule , the effect is the same as if t h e
user had typed in a different string.

FUZZ IN E.~~

T h e  o ne as pec t  of t he L ISP  im p l e m e n ta t ion t ha t h as  n o t  b e e n
incorporated into the ATN framework is fuzziness , the ability to ignore

wor ds in the input. While we have not worked out the details , t he
non— determinism provided by ATNs lends itself to an interesting approach.
In a one—process —— recursive descent -— implementation , the rule that

c hec ks for  a word m u s t  dec id e (with information ~assed d o w n  f r o m  h i g h e r

I rules) whether to try skipping a word , or give up. The critical

information that is not availabl e when this decision has to be made is

I whether or not there is another parse that would use that word. In the
AT N , it is possible to suspend a parse and come back to it after all other

paths have been tried. Fuzziness could be implemented so that rather than

skip a word and continue , it can skip a word and suspend , wa i t in g fo r  t h e
other parses to fail or suspend. The end effect may well be that sentences

are allowed to get fuzz ier because there is no danger of missing the

c o r r e c t  p a r s e .

I
I 
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COMPAR ISON OF RESULTS

The or iginal motivation for changing to the ATN was its perspicuity.

As Winograd (1973) has pointed out , simple grammars are perspicuous in

almost any formal ism; complex grammars are still complex in any formalism.

We found the ATH formalism much easier to think in , write in , and debug.

The exam ples of redundant processing that were presented earlier in this

s e c t i o n  w e r e  d i s c o v e r e d  while convert ing to ATN. For a gross comparison on

conc iseness , the ATN grammar requires 70% less characters to express than

the LISP vers ion.

The eff iciency results were surprising. Table 4.1 gives comparison

timings between the LISP version and the ATN compiled version. As can be

seen , the ATN vers ion takes less than twice as much time. This was

p l e a s a n t l y  c o u n t e r — i n t u i t i v e , as we e x p e c t e d  t h e  L I S P  v e r s i o n  to be m u c h

f a s t e r  due to the a m o u n t  o f  hand optimization that had been done while

encod ing the grammar rules. In presenting the comparison timing, i t shoul d
b e m e n t ioned tha t t h e r e  are t h r e e  d if f e r e n c e s  b e t w e e n  t he tw c s y s t e m s  t hat
ten ded to favor the ATN version. (The exact extent to which each of these

differences contrib uted is difficult to gather statistics on due to the

block compiler which gains efficiency by hiding internal workings. The

exact c o n t r i b u t i o n  of e a c h  c o u l d  c e r t a i n l y  be d e t e r m i n e d  b u t  was  no t  d e e m e d
w o r t h  t he  e f f o r t .)  One d i f f e r e n c e  was  t h e  l a c k  of f u z z i n e s s  in t h e  A T N
version. The LISP version s p e n t  t i m e  t e s t i n g  w o r d s  o t h e r  t h a n~~the  c u r r e n t
wor d , look ing ahead to see if it w e r e  possible to skip this word , w h i c h  w a s
not done in the ATN version. The second is the creation of categories for

words during the preprocessing in the ATN version that reduced the amount

of time spent accessing the semantic net and hence reduced the time

required to perform a category membership test in the ATN system. The

t h i r d  was  the  s i m p l if i c a t i o n  of t he  g r a m m a r  and i n c r e a s e  in t h e  a m o u n t  of
bottom — up processing that could be done because of the ambiguity allowed in

the input chart. In our estimation , the lack of fuzz iness is the only

d ifference that may have had a significant effect , and this can be included

expl icitly in the ATN in places where it is critical , by us ing TST a r c s  an d

suspend act ions , without a not iceable increase in processing time. In

conclus ion , we are very please d with the results of the compiled semantic
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ATN and feel that the ATN comp iler makes the ATN formalism computational ly

I
I efficient enough to be used in real systems.,
f I
I Table 4.1
I Com parison of ATN vs LISP Implementation

I Times (in seconds) are “prepass ” + “p a r s ing ”

-

- 

- 

1) What is the output voltage?

LISP  - .0211 + .018 = .0112
ATN — .0118 + .033 .081

-- 2) What is the voltage between there and the base of Q6?

3) Q 5?
- 

- 

I LISP  — .010 + .0116 : .056
- 

I 
ATN - .013 + .060 .073

11) W hat is the output voltage when the voltage control is set to .5?

LISP — .045 + .038 .083
ATN — .096 + .0115 = .1114

- 5) I f  Q6 ha s  an open e mi t t e r  and a s h o r t e d  base  c o l l e c t o r  j u n c t i o n  w h a t
__ 

ha ppens to the voltage between its base and the junction of’ t he  v o l t a g e- 
— limiting section and the voltage reference source?

- L I S P  — .206  + .1 88 = .394
ATN — .259 + .090 .34 9

I
~~1

I
‘ 1
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4; Section 5

When we began developing a natural language processor for an

i n s t r u c t i o n al  e n v i r o n m e n t , we k n e w  i t ha d to  be ( 1 ) f a s t , (2) habitable ,

and (3) self— teaching and 4) able to deal with ambiguity. The basic

conclu sion that has arisen from the work presented here is that it is

possible to satisfy these constraints. The notion of semantic grammar

(presented in Section 4) provides a paradigm for organizing the knowledge

required in the understandi ng process that permits efficient parsing. In

H addition , semant ic grammar aids the habitability by providing insights into

a u s e f u l  c l a s s  of di a l o gu e  c o n s t r u c t s , and perm i ts e f f ic ien t  h a n d l ing of
such phenomena as pron omina lizations and ellipses. The need for a better

formalism for expressing semantic grammars led to the use of Augmented

Tr ansition Networks (presented in Section 4). The ability of the

ATN — ex pressed semantic grammar to satisfy the above stated requirements is

demonstrat ed in the natural language front— end for the SOPHIE system.

A po in t  t h a t needs  to be s t r e s sed  is t h a t  t h e  S O P H I E  s y s t e m  has  been
(an d is being) used by uninitiated , students in experiments to determine the

pedagogical effectiveness of its environments. While much has been learned

a b o u t  t he  p ro b l ems  of us ing a n a t u r a l  l an gua ge in t e r f a c e , t h e s e  e x p e r im e n t s
we re not “debugging ” sess ions for the natural language component. The

n atural language component has unquestionably reached a state at which It

can be convenient ly used to facilitate learning about electronics . In this

s e c t i o n , we will describe the experiences of students using the natural

lan guage component , and present some ideas on handling erroneous inputs.

I M P R E S S I O N S~~ E X P E R I E N C E S  AN D OB SERVAT I QNS
As m e n t ioned in the  i n t r o d u c t i o n , students are very unskilled at

paraphras ing their thoughts. This same inability to perform linguistic

paraphrase carried over to the actual interaction with SOPHIE via

term inal. Whenever the system did not accept a query, ther e was a marked

delay before the student tried again. Sometimes the student would abandon

h is line of questioni ng ‘nm plete ly. At the same time , data collecte d over

many sess ions indicated that there was no standard — —  canonical — -  way to

phrase a question. Table 5.1 provides some examples of the range of

phr asings used by students to ask for the voltage at a node.
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1 Table 5.1
Sample Student Inputs

The following are some of the input lines typed by students with the intent
of discovering the voltage at a node in the circuit.

What is the voltage at node 1?
- What is the voltage at the base of Q5?

How much voltage at N10?
And what is the voltage at Ni?

- N9?
V at the neg side of C6?

- ,j V i i  is?
- - What is the yoltage from the base of transistor Q5 to ground?

What V at Nib?
Coil. ~ f Q5?

- - j Node lb Voltage?
What is the voltage at pin 1?
Out pu t ?

j As Table 5.1 shows , students are likely to conceive of their questions in

- 
many ways and to express each of these conceptions in any of several

phras ings. Yet other experiences indicate that they lack the ability to

easily convert to another conceptualization or phrasing. Since the

non—acceptance of questions creates a major interruption in the student’ s

thought process , the a c c e p t a n c e  of many  d if f e r e n t  pa ra phra se s  is c r i t ical
to  m a i n t a i n i n g  flow in the student’ s problem solving.

~ 
Another interesting phenomenon that occurred during sessions was the

-
- - - change in the linguistic behavior of the students as they used the system.

- I Initially, queries were stated as complete English questions , generally

- 
stated in templates created by the students from the written examples of

sessions that we had given them. If they needed to ask something that did

not exactly fit one of their templates , they would try a minor variant. As
- 

they became more familiar with the mode of interaction , they began to use
• abbreviations , to leave out parts of their questions and , in general , to

assume that the system was following their interaction. After five hours

-

• - of experience with the system , almost all of one student’ s queries

contained abbreviations and one in six depended on the context established

by previous statements.

I - FEEDBA CK - W HEN THE GRAMMAR FAILS
From our ex periences with students using SOPHIE , we have been

‘

~~ ~~~~~ 

impressed with the importance of providing feedback to unacceptable inputs

I .  —— what to do when the system doesn ’t understand an input. While it may

I_ I, — —
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appear that in a completely habitable system all inputs would be P

understood , no system has ever attained this goal and none will in the

foreseeable future. To be natural to a naive user , an intelligent system •,
should act intelligently when it fails too. The first step toward s having
a system fail intelligently is the identification of possible areas of
error. In student’ s use of the SOPHIE system , we have found the following
types of errors to be common :
(1) Spelling errors and m is— typ~ r,~gs — “Shortt the CE og Q3 and opwn its

base ” ; “What is the vbe Q5?
( 2 )  Inadvertent omissions — “What is the BE of Q5?” (The user left out the

quantity to mea sure. Note that in other contexts this is a well formed
question.)

( 3 )  S l i g h t  m i sc o n c e pt i on s  t h a t  are p r e d i c t a b l e  — “What is the O~Li t P U t  of
- - transistor Q3?” (The output of a transistor is not defined )~ “What

is the current thru node 1?” (Nodes are places where voltage is
mea surqd and may have numerous wires assooiate4 with them); “What is
R9?” (R9 is a resistor)~ “Is Q5 conducting? ” (The laboratory section
of SOPHIE gives information that is directly available from a real lab
such as currents and voltages.)

(4) Gross misconcep tions whose underlying meaning is well beyond designed
system capabilities — “Make the output voltage 30 voits ”~ “Turn on the
power supply and tell me how the unit functions ” ; “What time is it?” .

The best technique for dealing with each type of error is an open problem.

In the remainder of this section , we will discuss the solutions used in the

SOPHIE system to provide feedback.

The use of a spelling correction algorithm (borrowed from INTERLISP)
- . has proven to be a satisfactory solution to typos and misspellings.

During one student ’s session , spelling correction was required on , and

resulted in proper understanding of , 10% of the questions. The major

failings of the INTERLISP algorithm are the restriction on the size of the

target set of correot words (time increases linearly with the number of

words) and its failure to correct run— on words. (The time required to

determine if a word may be tw . (possibly misspelled) words run together

• increases very quickly with the length of the word and the number of

possibly correct words. With no context to restrict the possible list of

words , the computation involved is prohibitive.) A potential solution to

both shortcom ings would be to use the oontext of the parser to reduce the ‘

possibilities when it reaches the unknown word . Because of the nature of

th e  g r a m m a r , th is would allow semantic context as well as syntactic context

to be used.
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Of course , the use of any spelling correction procedure has some
dangers . A word that is spelled correctly but that the system doesn ’t know

may be changed through spelling correction to a word the system does know.

For example if the system doesn ’t know the word “top ” but does know “stop ” ,
a user ’s comman d to “top everything ” can be disastrously misunderstood .
For this reason , words like “stop ” are not spelling corrected.

I Our solution to predictable misconceptions is to recognize them and

give error messages that are directed at correcting the misconception. We

I 
are currently using two different methods of recognition. One is to loosen

up the grammar so that it accepts plausible but meaningless sentences.

This technique provides the procedural specialists called by the plausible

parse enough context to make relevant comments. For example , the concept

of current through a node is accepted by the grammar even though it is

I meaningless. The specialist that performs measurements must then check its

arguments and provide feedback if necessary:

I >> WHAT IS THE CURRENT THRU NODE 4?

The current thru a node is not meaningful since by Kirchoff’ s law
the sum of the currents thru any node is zero. Currents can be

J 
measured thru parts (e.g. CURRENT THRU C6) or terminals
(e.g. CURRENT THRU THE COLLECTOR OF Q2).

- 
Not ice that the response to the question presents some examples of how to —

measure the currents alon g wires that lead into the mentioned node.

Examples of questions that will be accepted and are relevant to the

student’s n,edr are among the best poss ible feedback.

The second method of recogn izing common misconceptions is to “key ”

- I feedback off single words or groups of words. In the following examples ,

t he  “keys ” are “or ” and “turned on ” . Notice that the response presents a

I general characterization of the violated limitations as well as suggestions

- for alternative lines of attack.

>) COULD Qi OR Q 2 BE S H O R T E D ?

I I can only handle one question , hypothesis , etc. at a t ime. The fact
that you say ‘OR’ indicates that you may be trying to express two
concepts in the same sentence. Maybe you can break your statement
into two or more simple ones.

I
1 - 4 1 -
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>> IS THE CURRENT LIMITING TRANSISTOR TURNED ON?

- 
- The laboratory section of SOPHIE is designed to provide the same

elementary measurements that would be available in a real lab. If you
want to determine the state of a transistor , measure the pertinent
currents and voltages.

These methods of coping with errors have proved to be very helpful.

However , they require that all of the misconceptions must be predicted and

programmed for in advance. This limitation makes them inapplicable to
• novel situations.

The most severe problems a user has stem from om issions and major

misconceptions errors. After a simple omission , the user may not see that

he has left anything out and may conclude that the system doesn ’t know

t h a t  c o n c e p t  or p h r a s i n g  of that concept. For example when the user types

“ W h a t  is the  BE of Q5” instead of “What is the VBE of  Q5?” , he may decide

t h a t  it is unacceptable because the system doesn ’t allow “VBE” as an

abbreviation of “base emitter voltage ”. For conceptual errors , the user

may waste a lot of time and energy attempting several rephrasings of his

qu e r y ,  none of wh ich can be understood because the system doesn ’t know the

concept the user is trying to express . For example , no matter how it Is

phrased , the system won ’t understand “Make the output voltage 30 volts ”
because measurements cannot be directly changed , only controls and

specifications of parts can be changed .

The feedback necessary to correct both of these classes of errors must

identify any concepts in the statement that are understood and suggest the

range of things that can be done to/with these concepts. This may help the

user see his omission or may suggest alternative conceptualizations that

get at the same information (for example , to change the output voltage

indirectly by changing one of the controls) or at least provide him with

enough Information to decide when to quit.

— 42 — 
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Section 6

FURTHER RESEARCH AREAS

-~~~ The SOPHIE semantic grammar system is designed for a particular
context —— trouble shooting -— within a particular domain , namely,
electronics. It represents the compilation of those pieces of knowledge
which are general (linguistic) together with specific domain dependent
knowledge. In its present form , it is unclear which knowledge belongs to
which area. The development of semantic grammars for other applications

and extensions to the semantic grammar mechanism to Include other

understood linguistic phenomena will clarify this distinction.

- • While the work presented in this report has dealt mostly on one area
of application , the notion of semantic grammar as a method of integrating

E knowledge into the parsing process has wider applicability. Two

alternative applications of the technique have been completed. One deals

E with simple sentences in the domain of attribute blocks (Brown and Burton
- 

- i1978). While the sublanguage accepted in the attribute blocks environment

is very simple , it is noteworthy that within the semantic grammar paradigm ,
a simple grammar was quickly developed that greatly improved the
flexibility of the input language. The other completed application deals

with questions about the editing system NLS (Grignetti et al. 1975). In
this application , most questions dealt with editing commands and their
arguments , and fit nicely into the case frame notion mentioned in Section
4. The case frame use of semantic grammar is being considered for , and may
have its greatest impact on , command languages. Command languages are
typically case centered around the command name that requires additional

-( arguments (its cases). The combination of the semantic classification

I provided by the semantic grammar and the representation of case rules
permitted by ATNs should go a long way towards reducing the rigidity of

complex command languages such as those required for message processing

systems. The combination should also be a good representation for natural

I language systems in domains where it is possible to develop a strong

underlying conceptual space , such as management information systems

- - j 
i 

(Malhotra 1975).
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CONC LUSLQN~
In t he  c o u r s e  of t h i s  c h a p t e r , we h a v e  d e s c r i b e d  t h e  e v o l u t i o n  of  a

natural langua ge front— end from keyword beginnings to a system capable of

u s i n g  c o m p l e x  l i n gu i s t i c  knowledge. The guiding strand has been the
ut ilization of semantic information to produce efficient natural language

processors. There were several highlights that represent noteworthy points

i n  the spectrum of useful natural language systems. Toward the keyword end

of the scale , the procedural encoding technique with fuzziness (Section 3)
allows simple natural language input to be accepted without introducing the
com p lex i ty  of a new formalism. Encoding the rules as procedures allowed
flexible control of the fuzziness and the semantic nature of the rules

- I p r o v i d e s  the correct places to take advantage of the flexibility. As the
l an g ua g e c o v e r e d by the system becomes more complex , the additional burden
of a grammar formalism will more than pay for itself in terms of ease of

d e v e l o pm e n t  and  r e d u c t i o n  in c o m p l e x i t y .  The ATN compiling system allows
for the consideration of the ATN formalism by reducing its runtime cost ,

m a k i n g  it comparable to a direct procedural encoding. The natural language
front end now used by SOPHIE is constructed by compiling a semantic ATN.
As the linguistic complexity of the language accepted by the system
in c r e a s e s , the nee d for more syntactic knowledge in the grammar becomes

• - 
g r e a t e r .  U n f o r t u n a t e l y ,  this often works at cross purposes with the

s e m a n t i c c h a r a c t e r  of the grammar . It would be nice to have a general

grammar for English syntax that could be used to preprocess sentences; 
-

however , one is not forthcoming. A general solution to the problem of

incorporating semantics with the current state of incomplet e knowledge of
syntax remains an open research problem. In the foreseeable future , any

system will have to be an engineering trade— off between ~,‘omplexity and

generality on one hand and efficien cy and habitability on the other. We

have presented several techniques that are viable bargains in this

trade— off.
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