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EXECUTIVE SUMMARY

Communication warfare is an element of warfare that pits potential
communicators against hostile forces which seek to intercept, interpret,
and/or disrupt the commuhications .

In this paper , we discuss various j amming techniques used in commu-
nication warfare, compare the efficiencies of certain of these, and
indicate alternatives available to the communicators.

Communication Jamming versus Radar Jamming

In order not to waste available power , the potential j aminer must
first intercept the communications and perhaps locate the receivers.
Even if special measures are not employed by the communicators , the
interception of communications is generaly more difficult than
interception of radar because the communication energy is usually not
directed toward the jammer and the transmitted power is low compared
with radar. Assuming that the presence of the communications has been
established, the jainmer faces a situation different from the radar case .
Although the communication system uses relatively low power, the jamming
signal must compete with a transmitted signal traveling a one—way path,
not the two-way path of radar. The j ainmer is often farther f rom the
communication receiver than the communication transmitter is, while in
the radar case the jazumer is usually at a distance from the radar system
comparable to the length of the return path of the radar signal .
Although the j ammer can limit the range of a communication system , there
is still some range within which communication is possible.

Narrowband and Wideband Jamm~~~

If the communication frequencies can be accurately estimated , nar-
rowband ja mming can be employed against the communicators. This type of
ja mming not only allows economical use of power, but also makes it easy
for the ja mmer to avoid jamming his own communication systems. If
frequency—estimation equipment is not used, or if accurate frequency
estimation is impossible because of rapid frequency changes or other
unfavorable conditions , the j ammer can employ wideband j amming . In this
case, the jamming energy is spread over large spectral regions to
increase the probability that some jamming energy will interfere with
the enemy communications.

Response to Jamming

Ordinarily , the j aniner cannot ascertain the effectiveness of the
jamming. However , 3ffective jamming may force the communication system
to change the operating frequency. If the jamtner can detect this change
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in frequency , he has an important indication that the j amming is indeed
disrupting communications. The januner may then attempt to change the
center frequency of the jamming signal accordingly.

In order to deny the jammer this opportunity to confirm his effec-
tiveness, the communication system can be designed to change operating
frequency periodically . An alternative or supplementary tactic is to
relocate one or more elements of a disrupted communication network to
make best use of terrain. The goal of the relocation is to establish a
line-of-sight path between the transmitters and receivers and, if the
jaminer’s location is known, to mask the receivers from the jammer by
moans of terrain obstacles .

Multifrequency transmissions by the communicators make it difficult
for the jammer to obtain accurate estimates of the operating frequencies
and the locations of the communicators. Rapid frequency changes (fast
frequency hopping) preclude the effectiveness of j amming by means of a
repeater, a technique often used in radar. If the communicators store,
compress , and rapidly transmit all messages , the difficulti es of the
j anuner are further increased.

Jamming of Analog Communications

Jamming effectiveness against analog communications is not dependent
upon a similarity between the intended signal and the jamming waveforms.
An amplitude-modulated (AM ) j amming waveform can be just as effective as
more complicated waveforms against AN , phase-modulation (PM), and
frequency-modulation (FM) systems. An unmodulated carrier is often a
satisfactory choice for jamming PM and FM systems.

Although the bandwidth of the initial bandpass filter may be greater
in PM and FM receivers than in a corresponding AM receiver , it is
equally important for the jammer to accurately estimate the receii,er
center frequencies in all three cases. As the jamming power is
increased, angle-modulation systems and noncoherent AM systems are
susceptible to sudden disruptions due to well-known threshold
effects. When the j amming power is so great that the receiver responds
to the j anmting rather than to the intended signal , the receiver is said
to have been “captured. “ Generally , complete disruption of
angle—modulation systems requires less power than complete disruption of
AM systems.

6
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The introduction of jamming which resembles bandlimited white
Gaussian noise is often more effective against analog and digital
communications than introducing an angle—modulated jam ming signal of
equal power. However , angle-modulated waveforms are much easier to
produce than facsimiles of Gaussian processes .

Jamming of Digital Communications

There are two basic ways in which a digital communication system is
disrupted by jamming. Either the bit error rate is increased to an in-
tolerable level or the synchronization system is upset. In general, an
unacceptably high bit error rate results when the jamming power which
passes through the receiver is comparable in magnitude to the intended
signal power. Loss of synchronization can result when either the bit
synchronization or frame synchronization is destroyed. Restoration of
synchronization after it has been lost usually occurs within several
bits or frames. However, certain types of enciphered communication
systems are particularly vulnerable to high—powered pulsed jamming
which causes repeated loss of synchronization .

It is usually advantageous, in attempting to disrupt digital
communications, to concentrate the jamming energy in short pulses. The
reason is that only a relatively small fraction of the transmitted bits
have to be received erroneously to render the message unintelligible.
Pulsed jamming signals can cause a substantial increase in the bit error
probability. The optimal pulse duration for effective j amming is
proport ional to the pulse repetition period and the j amming power
spectral density , and is inversely proportional to the energy per bit of
the intended transmission at the communication receiver.

The bit errors induced by pulsed jamming are clustered. Suppose the
communication system employs error— correcting codes. If the jamming
pulse duration is comparable to the time interval of an encoded word,
the error-correcting coding will not be able to decrease the word error
rate significantly.

To reduce the clustering of bit errors, data bits from various words
can be interleaved before transmission. Interleaving may be mechanized
by permuting the order of a finite block of digits. The block duration
should be chosen to exceed the estimated maximum jamming pulse
repetition period. Although the received bit error rate is unaltered by
this tactic, error—correcting codes will eliminate many of the word
errors in the final receiver output.

~
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Cryptographic Considerations

Cryptography is employed when hostile personnel have the technical
capability of intercepting and correctly interpreting a message. The
effectiveness of modern cryptographic techniques is such that the enemy
often loses the option of listening to communications. However,
enciphered messages are more easily jammed than those that are not.

Most practical cryptographic digital communications use
encipherment, which consists of the substitution of fixed-length groups
of bits for fixed—length plaintext groups . Enciphered systems possess
high—speed processing and easy modification capabilities.

In any digital communication system, the transmitted bits and words
have certain error rates. Except for independently—keyed systems, enci-
pherment causes these error rates to increase if other system parameters
remain unchanged. The characteristic increase of the I~it errors in most
enciphered systems is called error extension.

Although systems with independently-keyed ciphera do not exhibit
error extension, they are usually more susceptible to synchronization
loss due to pulsed jamming than other enciphered systems. Furthermore,
data-independent keys must be frequently changed to maintain security.

The introduction of cryptographic devices into a communication
system causes a performance degradation, an increase in jamming
susceptibility , a decrease in reliability , and an increase in cost.
Thus , cryp tographic devices should not be used unless complete message
security is mandatory. Ip addition to encipherment, there is an
inherent scrambling of information which results from the multiplexing
of data bits, error coding bits, and synchronization bits. Furthermore,
even if the various data bits can be unscrambled, the interpretation and
use of the data present a formidable problem.

Concealment

An enemy may seek to intercept communications for a variety of
reasons including surveillance, tracking, locating, listening, or
establishing a j amming target. Directional antennas he lp to conceal the
existence of communications from the enemy . However , there are
constraints on the degree of directionality which can be designed into
an antenna to be used in the battlefield. An important constraint is
the need to keep the antenna small to help hide it from sight.

Since the antenna beam angle can be decreased by the use of a
smaller wavelength as well as by a larger antenna , millimeter or even
optical frequencies are often viable alternatives to radio frequencies.
The decision to use smaller wavelengths is tempered by such things as

8
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costs, available power, and propagation properties. The shorter
wavelengths are in general attenuated more than longer wavelengths and
are more easily blocked by obstructions in their path. Furthermore , if
the beam width is exceedingly narrow, it is more difficult to keep it
centered on another station of the communications net.

Spread-spectrum systems conceal the transmitted waveform by
distributing its energy nearly uniformly over a wide bandwidth. The
most widely used spread—spectrum methods are pseudonoise modulation,
f requency hopping , and hybrids of these two methods. Spread-spectrum
systems are particularly useful for reducing the impact of narrowband
jamming.

The processing gain, which is the ratio of the spread—spectrum band-
width to the message bandwidth, is a parameter of central importance in
assessing the performance of a pseudonoise modulation system. This
parameter determines the degree to which the system resists the
degrading effects of jamming on the bit error rate.

Adaptive Antennas and Noise Cancellation

In recent years, various adaptive antenna beamforming and noise—
cancelling systems have been developed. These systems are designed to
reduce the impact of jamming energy which enters a receiver through the
sidelobes or the mainlobe of its antenna raaiation pattern, while still
allowing reception of an intended transmission.

In the single—loop sidelobe canceller, the primary and reference
signals are the outputs of two separate antennas which are steered in
the directions of the intended transmission and the jamming,
respectively. It is intended that the reference signal should provide
an estimate of the interference. After suitable processing, this
estimate is subtracted from the primary signal, which contains both the
intended signal and interference. As a result, the interference is
reduced or eliminated by cancellation .

The signal—to—jamming ratio at the output of the sidelobe canceller
is inversely proportional to the signal—to—jamming ratio at the
reference input. Consequently, the output signal distortion is small
when the signal power at the reference antenna is relatively low.

Optical Fibers

Recent advances in optical fiber technology have made optical commu-
nication systems both feasible and attractive in certain communication
warfare environments. Because optical fibers do not emit a significant~
amount of electromagnetic energy , they are very effective in preventing
the detection and interception of communications by an opponent.

9



Tapping is more diff icult than it is for an electrical cable . Since
ambient electromagnetic energy does not interfe re significantly with the
propagation of optical waves in fibers, communication by means of
optical fibers is nearly invulnerable to janunirig. Other advantages of
optical fibers are the light weight, resistance to fire, lack of
“cross-talk” among fibers, and freedom from short circuits. Although it
may not be necessary in many military communication systems , optical
fibers can carry a much higher message density than metallic conductors
of comparable dimensions. For military applications, the major
disadvantage of optical fibers relative to ordinary electrical cables
appears to be the difficulty of rapidly repairing damaged fibers.

10
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1. INTRODUCTION

Communication warfare is an element of warfare that pits potential
communicators against hostile personnel who seek to intercept and/or
disrupt the communications . As recently as World War II , communication
systems were rarely jammed, for it was more profitable to listen to
enemy communications. Today, the development of covert communication
techniques has severely curtailed the possibility of intercepting and
interpreting communications. Thus, it seems inevitable that military
communications in the battlefield will be forced to operate in a jamming
environment.

In order not to waste available power, the potential januner must
first intercept the communications and perhaps locate the receivers.
Even if special measures are not employed by the communicators,
interception of communications is generally more difficult than
interception of radar because the communication energy is usually not
directed toward the januner and the transmitted power is low compared
with radar. Assuming that the presence of the communications has been
establi shed, the j ammer faces a situation different from the radar case.
Although the communication system uses relatively low power , the jamming
signal must compete wi th a transmitted signal traveling a one—way path ,
not the two—way path of radar. The jammer is usually farther f rom the
communication receiver than the communication transmitter is, while in
the radar case the januner is often at a distance from the radar system
comparable to the length of the return path of the radar signal .
Although the jaxnmer can limit the range of a communication system, there
is still some range within which communication is possible.

In assessing the potential effectiveness of jamming, it is useful to
calculate a signal-to—interference ratio at the communication receiver.
Figure 1 illustrates the geometric configuration , where DT is the
distance between the transmitter and receiver, and D3 

the distance
between the januner and the receiver. The average power (P1) of the
desired signal at the input of the communication receiver is

P G G A 2T TR RT (1)
(4ir) 2D

~
LTR

where is the average transmitter power, GTR is the gain of the trans-
mitter antenna in the direction of the receiver, 0RT is the gain of the
receiver antenna in the direction of the transmitter, A is the
wavelength, and L.

~R 
represents propagation and equipment losses. A

similar expression can be written for the power at the receiver antenna
due to the jainmer. However, the amount of jamming power which reaches
the demodulator may be reduced by two factors . First, there is a
polarization loss due to the fact that the j ammer may not be emitting

11
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radiation with the appropriate polarization. This relative polarization
loss may be described by a coefficient p, which has the range 0 < p < 1.
A second j amming power reduction may be caused by the receiver bandpass
filtering. The effect of this filtering usually may be described by a
function f(aR,BJ)~ 

where BR is the bandwidth of the effective receiver
bandpass filter, and B3 

is the bandwidth of the jamming signal. If the
entire jamming spectrum is included in the receiver passband we stay
write

f(BR~
B
J) 

= 1, B3 C BR (2a)

TRANSMITTER RECEI VER
D1

/
JAMME R

Figure 1. The geometry of communication warf~re.

If the jamming spectrum includes the entire receiver passband,

f(BR~
BJ) 

= , BR C B3 . (2b)

The net jamming power affecting the receiver is

P2 = 

PJG3RG~~
X2Pf(sR.BJ) (3)

(4im ) 2D
~
.LJR

where P3 is the average j amming power, GJR is the gain of the jamming
antenna in the direction of the receiver , G~~ is the gain of the
receiver antenna in the direction of the j amnmer , and LJR represents
propagation and equipment losses. It has been assumed that the average
wavelength of the jamming signal is approximately equal to that of the
intended signal .

12
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At the communication receiver, the environmental noise power is
equal to kTeBR, where k is Boltzmann’s constant and Te is the effective
noise temperature. The total interference power is the sum of the
environmental power and the jamming power. Thus , the signal-to-
interference ratio is

P1
s/I = p + k T B (4)

e R

If the jamming is to be effective, it is generally necessary that
P2 >> kT~B1~ Making this assumption, we obtain

2
P1 

— 

GTRGRTLJR 1 /~T\ f ’~JS/I - 

LGJR TRf(BR
,3J )P i~~~~~~)kc 

. ( )

The term within brackets is usually much greater than unity. Although
equation (5) indicates that S/I varies as ‘ the square of the distance
ratio , D3/DTI this variation is attained only if the communication
system elements and the jamnmer are airborne and atmospheric attenuation
is negligible. Otherwise , the loss factors , which are measures of the
deviations from ideal free-space performance, may be functions of the
distances. If both the communication system elements and the jaTumer are
on the ground and we consider the curvature of the spherical earth, the
relative dielectric constant, antenna heights, presence of obstacles,
and other propagation effects, then S/I. varies as the fourth or larger
power of the distance ratio.1 I’

For acceptable communication system performance , S/I must exceed
some minimum level that is determined by the nature of the system. For
example , an acceptable bit error rate for a digital communication system
operating in bandlimited white Gaussian noise usually requires that

— > C

‘L. E. Fou ls and R. D. Rood, Jam ming Calculations for FM Voice
Communications, El ectronic War f are (November/December 1976) , 33-40.
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where is the energy per bit , N o/2 is the noise power spectral
density, and C is a constant. We assume that the background noise power
is negligible compared to the jamming power. If the j amming signal
spectrum is appoximately flat over the receiver passband , then we can
define an effective interference power spectral density by NIBR —

In terms of power, E
b 

= P1T, where T is the bit period. Then ,
successful digital communication is possible if

E
b 

P1BR
T

> C, P2 >> k T B R 
(7)

Substituting equation (5) into the above , we see that the required
transmitter power is determined by

~~ > ~~ 
(D \2 1GJRGRJLTRf(BR~

BJ)P 
8T J I~ D3J L GTRG~~LJRBRT

Note that if equation (21,) is applicable , the right-hand side of
equation (8) is independent of B

R. Of course, equation (8) can be
inverted if it is desired to express the required distances or jamming
power in terms of the other quantities.

Ordinarily, the jamnmer cannot ascertain the effectiveness of the
jamming. However, effective jamming may force the communication system
to change the operating frequency. If the jainmer can detect this change
in frequency, he has an important indication that the jamming is indeed
disrupting communications. The jammer may then attempt to change the
center frequency of the jamming signal accordingly.

In order to deny the lanimer this opportunity to confirm his
effectiveness, the communication system can be designed to change
operating frequency periodically. An alternative or supplementary
tactic is to relocate one or more el~tnents of a disrupted communication
network to make best use of terrain. The goal of the relocation is to
establish a line-of-sight path between the transmitters and receivers
and, if the janm~er ’s location is known , to mask the receivers from the
janiner by means of terrain obstacles.

Multifrequency transmissions by the communicators make it difficult
for the janimer to obtain accurate estimates of the operating frequencies
and the locations of the communicators. Rapid frequency changes (fast
frequency hopping) preclude the effectiveness of jamming by means of a

14
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repeater, a technique often used in radar . If the communicators store ,
compress, and rapidly transmit all messages, the diff iculties of the
jammner are further increased.

If the communication frequencies can be accurately estimated,
narrowband jamming can be employed against the communicators. This type
of jamming not only allows economical use of power, but also makes it
easy for the jammer to avoid jamming his own communication systems. If
frequency-estimation equipment is not used, or if accurate frequency
estimation is impossible because of rapid frequency changes or other
unfavorable conditions, the januner can employ wideband jamming. In this
case, the jamming energy is spread over large spectral regions to
increase the probability that some jamming energy will interfere with
the enemy comun~ications.

A result of information theory is that the most destructive kind of
additive noise in a communication channel is white Gaussian
noise.2 Thus, it is desirable for a jammer to produce a facsimile of
bandlimited white Gaussian noise in the passband of the jammed receiver.
However, in practice it is difficult to synthesize a waveform with the
large random voltage swings of true bandlimited white Gaussian noise.
To the extent that the jamm ing can be modeled as white Gaussian noise,
well—known theoretical formulas can often be used to determine the
effectiveness of the - jamming in degrading the signal—to—interfe’~~ ce
ratio and system performance.

Non—Gaussian jamming waveforms usually are studied through computer
simulations. However, in certain cases, an approximate mathematical
analysis can be accomplished. Although such analyses are necessarily
limited in scope, they provide valuable insight into the general charac-
teristics of jamming and measures to defeat it. In the next two
sections, examples of the jamming of analog and digital communication
systems are analyzed.

2. ANALOG CC*~MUNICATION SYSTEMS

In the analog examples of this section , we shall be particularly
interested in determining the validity of the maxim that the most
effective type of j amming signal is one that uses the same type of
modulation as the intended signal .

2N. M . Blachman , Noise and its Effects on Communication, McGraw-Hill
(1966).
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We consider a qenera]. transmitted waveform, which includes
amplitude-modulation (AM), phase-modulation (PM~ , and frequency-
modulation (FM) waveforms as special cases. This waveform is

x 1 (t) = A 1(t) con [wi t + $ j(t ) ]  , (9)

where A 1 (t) is the amplitude modulation, $1(t) is the angle modulation,
and w~ is the carrier frequency. The receiver possesses an initial
bandpass filter which passes X1 (t) with negligible distortion. A
general form for a jamming waveform may be written as

X 2 (t ) = A2 (t) cos [w2 t + $2 (t)] . (10)

If the amplitude or angle modulation or both are generated by noise,
A2 (t) or $2(t )  or both may be regarded as sample functions of stochastic
processes . It is assumed that w2 is sufficiently close to w1 and the
modulations are such that X2 (t) passes the receiver bandwidth filter
with negligible distortion. Alternatively, we may view Y.2 (t) as the
description of tne januning waveform at the output of the receiver
bandpass filter.

Throughout the subsequent analysis, we shall neglect the effect of
thermal noise for simplicity. Consequently, the signal at the output of
the bandpass filter is X (t )  = X 1 (t) + X2 (t) . Using trigonometric
identities to expand the cosine term of equation (10) , we obtain

X ( t) = [A L + A2 cos (w3 t + $3)] cos (w i t +

— A2 sin (w3t + $3) sin (wit + $i) , (11)

where w 3 = - w1, $3 
~2 

- $i’ and some of the time-dependencies have
been temporarily suppressed. Further trigonometric manipulation yields

X(t) — R( t )  cos [w1t + $1(t) + 0 (t)] , (12 )

where

R( t )  — [A~ + A~ + 2A1A2 cos (wSt + •~
)]

l~’2 , (13)
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and

A2 sin (w3t + +3) 1
0( t )  = tan~~ [A l + A2 cos (w3t + $3) j~ 

(14)

2.1 AM Systems

When an AM signal is transmitted , we have $ 1(t )  = 0 and $3(t )
= $2(t). The message is carried by A 1(t) . Consider a noncoherent
system in which the receiver demodulates by means of an envelope
detector. An ideal envelope detector produces an output proportional to
the instantaneous amplitude R(t )  if 0(t) is slowly varying relative
to w 1t. Assuming this ideal operation , the envelope detector output is
proportional to

I A2 A2\211/2

y (t )  = A~ Li + 2 
(A—) con (w3t + $2) + 

(A-) j . (15)

We expand the square root as a Taylor series in the parameter A2/A 1
about the origin . Only the first three terms of the expansion are
retained . This truncation gives a reasonably small error if
A 1(t) > 2A 2 (t) for most times of interest. The use of trigonometric
identities in our expansion yields

y ( t) A 1 (t) + A2 (t )  con [w3t + $2(t)] + A2 (t )

A2(t )  A2 (t )

{4Ai Ct ) 
- 

4A 1 (t) cos [2 w3t + 2$2 (t)]j . (16)

If we set $2 (t) equal to a constant in equation (16) , the
effectiveness of the interference is only slightly impaired , except in
the unlikely event that U3 0 and +2 0. Furthermore, the spectral
bandwidth of the jamming signal is decreased, so that the receiver
bandpass filter can block less jamming power before it reaches the
envelope detector. Thus, an AM signal may be the best choice of
jamming waveform, particularly when cost-effectiveness is a criterion.
Note that if both $2 (t) and A2 (t) are constants , the energy in the
interference terms of equation (16) can be reduced by a dc blocking
capacitor, especially when W3 0. Consequently , an unmodulated carrier
is not a satisfactory j amming signal .

Ideal coherent demodulation of the intended signal is
accomplished when X ( t )  is multiplied by 2 con (w 1t + •i) and the
double—frequency terms are removed by a filter. From equation (11) , the
output is
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y ( t )  A 1 (t) + A2 (t) cos [w3t + +2(t)] . (17)

This expression can be compared to equation (16) to see the effects of
the highly nonlinear operation of envelope detection. The main problem
with coherent demodulation is the need for a locally generated
phase-co’~erent reference . The carrier synchronization system of the
receiver is subject to degradation due to j amming. If a carrier
component is transmitted , it is susceptible to detection by the enemy,
who can then improve the jamming effectiveness once the carrier
frequency has been determined.

2 2  PM Systems

When a PM signal is transmitted, we have Aj(t) = A1, a
constant. The message is carried by $1 (t) . The output of an ideal PM
discriminator with X (t) as an input is proportional to $~~ 

(t) + 0 (t) if
the instantaneous amplitude , R( t ) ,  is slowly varying as a function of
time. If the discriminator is preceded by a bandpass limiter and if
Al > 2A2 (t )  for all times of interest , then the discriminator input has
an amplitude which is sufficiently slowly varying for an output pro-
portional to $1(t) + 0(t) to be a reasonable approximation. From
equation (14), the discriminator output is proportional to

A2 sin (w3t + +3) 1y( t) = +i + tan ’ LA 1 + A2 cos(w3t + $
3)j 

. (18)

We expand the arctangent as a Taylor series in the parameter A2/A 1 about
the origin and retain the first three terms. This truncation gives a
reasonably small error if A 1 > 2A2 (t) for all tinjes of interest . Simple
trigoncmetry yields

A2 ( t )
y Ct) +1 Ct) + A sin [w3t + $3(t)] -

1

1 rA2ct ) 12
— 

~L A1 j sin [2w3t + 2$3(t)] . (19)

If w 3 exceeds the message bandwidth , a postdetection filter will remove
most of the power in the last two terms. Thus , although the bandwidth
of the initial bandpass filter may be greater than in the AM case , it is
just as important for the j anuner to accurately estimate the receiver
center frequency as it is in the AM case . Assuming that w3 d o s  not
exceed the message bandwidth , there appears to be little loss in j amming
effectiveness if $2(t) is a constant, since the interference terms in
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equation (19) are still phase modulated by $1(t). (Recall
that +3 = 

+2 
- $i~

) We conclude that a PM jamming waveform offers no
particular advantage in the jamming of a PM communication system.

If we set both A 2 (t) and $2 (t) equal to constants, the jamming
effectiveness does not appear to be seriously impaired. Thus, an
unmodulated carrier is often a satisfactory j amming signal against a PM
communication system, although ineffective against an AM system.

2.3 FM Systems

An FM transmission may be described by equation (9) with Aj (t)
= A1, a constant. The message is carried by the derivative of the phase
function, which will be denoted by +1(t). Under the same assumptions
made in the PM case, the output of an ideal FM discriminator is
proportional. to (t) + e’ Ct), where the second term is the derivative
of equation (14). A straightforward calculation yields

(w3 + •)~ A2 LA2 + A 1 con (w3t +
y(t) = +~ + . (20)

+ 4 + 2A1A2 con (w3t + $3)

As usual, we approximate the second term in this expression by
the first three terms of a Taylor series. The result is

A2 (t)
y(t) + 1( t )  + [w3 + +~ (t)] A1 ~cos~w3t +

A2(t) -
~

— 
A1 ~~~ [2w3t + 2$3(t)]J. . (21)

By the same reasoning used in the PM case, we draw analogous
conclusions. It is important for the januner to accurately estimate the
receiver center frequency. An FM jamming waveform offers no compelling
advantage in the jamming of an FM communication system, nor is the use
of an unmodulated carrier unsatisfactory.

Equation (21) indicates that the interference at the receiver
output increases with the frequency offset w3. Comparing equations (19)
and (21) reveals that the jamming is more effective against FM systems
than PM systems whsn the frequency offset is large.
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To combat the potentially severe effects of januuing on FM
systems, we may adopt the tactics employed agq~inst environmental
interference.3 Specifically , we may use a “deemphasis filter” with a
bandwidth less than that of the message bandwidth . If the magnitude of
this filter decreases as w 1 for large frequencies , the effect of the
jamming will not increase with frequency offset. To compensate for the
distortion of the message $~~(t) due to the presence of the deemphasis
filter, the message should be modified by a “preemphasis filter” before
transmission, as shown in figur’ 2. The preemphasis filter should have
a transfer function equal to the reciprocal of the transfer function of
the deemphasis filter so that the demodulated message is unchanged.

______ 
PR EEMPHASIS 

_____ 
FM FM _____ 

DEEMPHAS IS
FILTER MODULATO R DISCRIMINATOR FILTER

Figure 2. An FM system which resists interference.

Careful design is required when this pair of filters is used.
The preemphasis filter amplifies high-frequency spectral components of
the message, resulting in an increased bandwidth for the transmitted
waveform. If the bandwidth of the receiver is, correspondingly
increased, the probability that a jamming signal will be intercepted is
increased.

Since we have assumed that A1 Ct) > 2A2 (t), the performance of
all of the above modulation systems in the presence of jamming is
excellent. As the jamming powet is increased, angie-modulation systems
and noncoherent AM systems are susceptible to sudden disruptions due to
well-known threshold effects.” When the j amming power is so great that
the receiver responds to the jamming rather than to the intended signal,
the receiver is said to have been “captured.” Generally, complete
disruption of angle-modulation systems requires less power than complete
disruption of AM systems.

3R. E. Ziemer and W. H. Tranter, Systems, Modulation , and Noise,
Hou9rhton Mif f l . i n  (1976) .

‘H. Taub and D . L. Schilliz2g, Principles of Comnflznication Systems,
McGraw—Hill (1971).
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It has been shown that jamming effectiveness against analog
communications is not dependent upon a similarity between the intended
signal and the jamming waveforms. An AM jamming waveform can be just as
effective as more complicated waveforms against AM , PM, and FM systems.
An urunodulated carrier is often a satisfactory choice for jamming PM and
FM systems.

3 • DIGITAL COMMUNICATION: FREQUENCY-SHIFT KEYING

There are two basic ways in which a- digital communication system is
disrupted by jamming, Either the bit error rate is increased to sri
intolerable level or the synchronization system is upset. In this
section , the bit error rate degradation due to jamming is investigated
in the case of a frequency—shift-keyed (FSK) communication system.

A standard noncoherent FSX receiver is illustrated in figure 3.
Coherent FSK, with its added complexity and its practical limitations
under fading and jamming conditions, is rarely used. The two possible
transmitted signals are represented by

s 1(t )  = Aj cos (wi t)

s2(t) A 1 cos (w2t) . (22)

The bit period is denoted by T. The frequencies 
~~ 

and w2 are separated
by somewhat more than the bandwidth of the receiver bandpass filters
shown in the figure . Each of these filters has a bandwidth which is
assumed to be large enough that the transmitted pulses are undistorted
by the bandpass filters.

(C:NTER=w , 
L ~~~~~~~~~~REC EI VED CHOOSE

SIGNAL LARG EST DECISION
EVERY

T
_____________ _____________ SECONDS

(C~~~~ER~~~~ 2) 

[ ~~~~~ __________

Figure 3. A noncoherent frequency—shift—keyed receiver.
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We assume operation in a white Gaussian noise environment. Thus, at
the output of the bandpass filters, the bandlimited white Gaussian noise
has the narrowband representation,

n (t )  = nci
(t) cos (wjt) — n i (t) sin (wit) i = 1, 2 (23)

where ncj(t) and n5~~(t) are Gaussian and independent, and have noise
powers equal to Nj. Thus , the noise powers in the two branches of the
receiver may be different. We assume that a jamming signal of the form

j(t) = A2(t) cos [wit + $(t)] (24)

emerges from the bandpass filter centered at w1. No jamming signal is
present at the output of the bandpass filter centered at w2.

The total signals at the outputs of the two bandpass filters when
s1 (t) is transmitted are

X1(t) = A 1 cos (wit) + A2 cos (w it +

+ fl 1 cos (wit) 
— n51 

sin (wit)

X2(t) = n
2 
cos (w2t) — n 2 

sin (w2t) . (25)

We consider a typical bit interval, which is defined by 0 < t < T. The
sampling time, the time at which a bit decision is made, could
theoretically be any time within this interval. We assume the sampling
time occurs at t = T. Using the usual trigonometric manipulations, the
outputs of the envelope detectors of the two receiver branches at time t
T are -

R1 = (Z2 +~~2\
1/2

\ i  2/

= (z~ + z~) 
1/2 

, (26)

where the following definitions are made for notational convenience:
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= A 1 + A2(T) cos [+T] + n 1
(T) ,

Z 2 = A2 CT) sin [+ CT)] + n 1 
(T)

= n
~2
(T) ,

= n 2(T) . (27)

Since n(t) is assumed to be a zero-mean process, all the noise variables
in equation (27) are zero—mean. Denoting an expected value by a bar,

= A i + A2(T) cos [+T]

= A2(T) sin [$(T)]

Z3 Z4 0 . (28)

Assuming that A2(T) and $(T) are given, the joint probability density
function of Z1 and Z2 is

1 1 (z~ ~~)2 + (z2 — z2)2]
g1(z1,z2) = 2irN1 

exp L 2N 1 j. (29)

If we define Z1 = cog 0 and Z2 = R1 sin 0, it follows that the joint
probability density function (pdf) of R1 and 9 is

r1

~2(rl~el) = 2nN 1

f r~ — 2r1Z1 cos O i — 2r1~ 2 sin e1 + +
exp 2N1 /

ri ~~~~~~~~~ IO u < . , 
(30)

The pdf of the envelope R1 is obtained by integration over 8~ . 
First we

note that the modified Bessel function of the first kind and zero order

satisfies

10(X) 
~~~~

- 

f

21r 
exp (x con (u + v)] du (31)
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regardless of the value of v. Consequently, after suitable
trigonometric manipulation, the integral of equation (30) over can be
reduced to

r~ f ~ 
+ + r~\ [(~~ 

+ ~2)l/2 ru
fi(ri) = ~~

— exp 
~~

— 
2N1 /Io[ N1 j

ru > 0  . (32)

In a similar manner, the output at time t = T of the envelope detector
in the lower branch of the FSK receiver has the pdf given by

r2 (r ~~\
f2(r2) = exp tç r2 

~ 
0 . (33)

Since s1 (t) has been transmitted , an error occurs if R2 > R1. Thus, the
probability of an error is

P(E/l) 
~~~~ 

fu (ri) [i f2(r2)dr2]dru . (34)

The inner integral is easily evaluated, so we have

ri I (~~ + + r~) r~
P(E/l) = f ~~~

— exp 2N1 
-

+ ~2)l/2 r~ 1
N1 

. (35)

A simple change of variables casts this integral into a form which
includes the known definite integral,

I 2~~ 2\

J x CX~ ~~ 2 
a 
)Io (c*x)dx = 1 . (36)
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After algebraic simplification, equation (35) reduces to

N2 I ~~
+
~~~1P(E/l) = N1 + N2 

exp L 2(Ni + N2)]

The substitution of equation (28) yields

N2 
~ 

A~ + A~ + 2A1A2 cos
P(E/1) = 

N1 + N2 
exp 

2(Ni + N2) ] , (38)

where the explicit dependence on T has been suppressed.

This expression gives P(E/l) for fixed values of A2(T) and $(T).
From bit interval to bit interval, these parameters generally will vary
in value, If these parameters are modeled as random variables, an
aggregate P (E/l) can be calculated by integrating the product of
equation (38 ) and the joint pdf of A2 CT) and $ (T) . To obta in reasonably
simple results , we assume that narrowband .angle-modulated jamming is
present. Thus, we assume that A2(t) = A2(T) = li ,, a constant. If $(t)
is nonsynchronous with the carrier frequency of s1 (t), it is logical to
model $(T) as uniformly distributed from 0 to 2IT radians. Thus, the
aggregate probability of error, given that s1(t) was transmitted , is

N2 I A~ + 4 + 2A1A2 ~~~ $1P(E/l) = 
2IT(Nl + N2) 1

2w exp 
2(Ni + N2) ]d$ . (39)

Using equation (31), this integral can be evaluated, yielding

— 
N2 ~ 

A~ + A~ 1 / A 1A2 \
P(E/1) = N 1 + N2 

exp L 2(Ni + N2)] 
I~ kNl + N2) • (40)

The calcula~iorz of the probability of bit error, given that s2(t)
was transmitted , follows analogous lines. The probability density
functions of the outputs of the envelope detectors ale

rj / A~ + r~\ /A2r1\
hi(ri) = ~~

— exp ~~- 2N 1 )I O(~ Ni ) , r1 > 0 , (41)

and
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/ 2 2\
r2 , Al + 1.2 /A 1r2\

h2(r2) = 
~~~~~ 

exp 
~~~~ 2N2 ) ~ N~ 

) r2 > 0 . (42)

When s2(t) has been transmitted , an error occurs if R1 > R2. Thus,

P(E/2) — Jh 2(rz) [f h i(ri)d~i] 
dr2 . (43)

Substituting equations (41) and (42) into equation (43) we obtain

r~ 
/A u \ fA 2 ~‘~~~x \

P(E/2) = 1 q I— , x )  Q I— , dx , (44)

where we have defined the Rician function,

q(c&,x) = x exp (
~ 

x2 + a2) 
10 (ax) , (45)

and the Q-funct ion

Q(a ,8) = f°q(a ,x) dx . (46)

Integrals of the form of equation (44) are evaluated by Helstrom.5 The
result is

/ A2 A j \ N2
P(E/2)=Q( — ,—

\/Ni + N2 /N 1 + N2) 
N 1 + N2

-‘[ 4 +  4 1 
~ 

/ A1A2 ~
exp 

~~ 
2(N i + N2)] 

0 
~iN 1 + N2) 

. (47)

5c. Helstroin, Statistical Theory of Signal Detection, 2nd edition,
PergazTaofl Press (1968).
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Observe that when s2(t) is transmitted , the probability of error is
independent of the phase of the jamming signal. Consequently,
equation (47) is the aggregate pro~bability of error, given that s2(t) is
transmitted.

If it is equally likely that either s1 (t) or s2(t) is transmitted,
the total probability of bit error is

F(E) = ~~
. 
~ (E/l) + P(E/2) . (48)

Substitution of equations (40) and (47) into equation (48) yields

— 1 1~i 2P2 \l/2 / 2P1 \ 1/21
P(E) = Q Lk~’ + N2) ‘ ‘~N1 + N2) J ‘ 

(49)

where P1 = 4/2 is the average power in the transmitted signals and P2
A~/2 is the average power in the jamming signal. Equations (40), (47),
and (49) are useful in the analysis not only of FSK systems, but also of
frequency-hopping systems, Plots of P(E) as a function of the
jamming—to-signal ratio, P2/P1, are shown in figure 4.

I 

lO dB _
NR N , . O T ER A NO SE RATIO

~~ 10 2 - I N1 + N 2
o I I

I I P/ I JAMM ING-TO-SIGNAL RATIOw 
• P

U. I I 1
o ‘ I/
I- SNR = 20 dB . l SNR = 30 dB
-I I

o I
I

I J
/ I

I
10—8 I ~~ I i I ‘ I

-10 -5 0 5 10
JAMMING-TO-SIGNAL RATIO 1dB)

Figure 4. Error probability for frequency-shift—keyed system
in presence of angle—modulated jamming entering
single branch of receiver.
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A special case occurs when the intended and ~anuning signals have
equal power. We use the identity

= 4 + 4 exp (~~2) i~ (~2) , (50)

and set P1 = P2 and N1 = N2. Equations (40) and (47) become

— 1 / P~\ /P~\
P(E/l) = exp (~

- jj—) b0
~tjT) 

(51)

and

P(E/2) = 4 . (52)

These equations indicate that an FSK system can be effectively disabled
if jamming power comparable to the signal power passes through one of
the receiver bandpass filters.

We shall now give an example illustrating that introducing
additional white Gaussian noise into the upper branch of the receiver is
often more effective than introducing an angle-modulated jamming signal
of equal power. Consider first the case in which the jamming is an
angle-modulated waveform. The thermal Gaussian noise is approximately
equal in power in the two branches of the receiver; that is, Ni — N2 =

N. For convenience, we assume that P2 — N. From equation (49), the
probability of error in this case is

— ~. I /P i \l/2]
P1 CE) = ~ V’ ~

—) j . (53)

Now consider the case in which the angle-modulated jamming signal is
absent, but the noise power in the upper branch of the receiver is
increased by N. Assuming that the additional noise is bandlimited white
Gaussian and independent of the thermal noise, we can write N1 — N2 + N ,
As in the previous case, we assume that N = N2 ; thus , N 1 — 2N. Frctn
equation (49), the probability of error is

— ~. I /2P i \1/21 1 / ~i\P2(E) ~ ~ L°’ ~~
) ] — ~. exp 

~~~ 
jj) . (54)
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A comparison of P1 (E) and P2(E) as functions of the signal-to—thermal
noise ratio, P1/N, is shown in figure 5. It is concluded that the more
effective type of jamming is a facsimile of bandlimited white Gaussian
noise , if it can be produced by the jainmer.

JAMMING POWER = THERMAL NOISE POWER PER BRANCH

10-2 _
~~~~~~~

-

~
•s._ ~~~_ NOISE JAMMING

P2 (El

ANGLE-MODULATED JAMM ING\

~
_

1o-6 - P1 (E \

1o_8
10 2

1
0

SIGNAL -TO-THERMA L-NOISE RATIO (dB)

Figure 5. Error probability for frequency-shift-keyed
system in presence of two different types of
jamming entering single branch of receiver.

In this section, we have assumed that jamming is present in only one
of the two receiver branches. A calculation of the probability of bit
error when jamming is present in both branches leads to complicated
expressions that are not easily interpreted. A calculation assuming
that N1 = N2 has been done by Pettit.

6

6R. Pettit, Error Probability for NCFSK with Linear FM Jamming, IEEE
Transactions on Aerospace and Electronic Systems, AES-8 (September
1972) , 609—614.
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4. PULSED JANNING

It is usually advantageous, in attempting to disrupt digital
communications , to concentrate the jamming energy in short pulses. The
reason is that only a relatively small fraction of the transmitted bits
have to be received erroneously to render the message unintelligible.
Pulse~ jamming can cause a substantial increase in the bit error
probability. Since pulsed jamming is a nonstationary stochastic
process, a rigorous analysis of its effect is difficult, Consequently,
a heuristic analysis is given.

The bit error rate of most communication systems operating in white
Gaussian noise is a function f of the ratio E

b
/No. where Eb is the

energy in a received bit, and N 0/2 is the noise power spectral density.
Suppose that during a pulse the j amming can be modeled as an independent
white Gaussian process. If the jamming pulse duration is a fraction r
of the pulse repetition period, then the jamming power spectral density
during a pulse is J0/2r, where J0/2 is the power spectral density of
continuous jamming with the same average power as the pulsed jamming.
Thus, the bit error probability in the presence of pulsed jamming is

PE = r f( Eb 
+ (l — r) f ~ 2. 0 < F < l  . (55)

\No + r~~Jo) 
~No, — —

The optimum value of r to maximize 
~E

’ when J0 is fixed, can be
determined from equation (55) by elementary calculus. To obtain a
closed-form solution, approximations are necessary. As an example, we
consider a differential phase-shift-keyed (DPSK) system. In this
case,

f (
~

) 4 exp 
~~

- 

~
) . (56)

3R. E , Ziemer and W. H. Tranter , Systems, Modulation , and Noise,
Hou~hton Miff un  (1976).

El. Taub and D. L. Sch.LZling, Principles of Communication Systems,
McGraw—Hill (1971) .
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If J0 >> N0, then

I Eb 1— 1~~-- exp 1 — - — - — 1 .  (57)
\No + r~~Jo) \ ~o /

Substituting equations (56) and (57) into equation (55), differentiating
with respect to r, and equating to zero, we obtain

f rEb\ /
E
b\ rEt, / rEb\exp 

%

\ 
) - exp ~~

- 

~~ 
= —i— exp 

~~~

- —a~-) 
. (58)

Since J0 >> NO and r < 1, the second term on the left—hand side is such
smaller than the first term and can be ignored. It ~is then a simple
matter to obtain

JO
r~~~ç. 

(59)

as the optimum value if Jo/Eb 
< 1. If JO/Eb > 1, then r = 1 is the

optimum choice for the janimer; that is, a continuous jamming waveform
should be produced.

The bit errors induced by pulsed jamming are clustered. Suppose the
communication system employs error—correcting codes. If the jamming
pulse duration is comparable to the time interval of an encoded word,
the error—correcting coding will not be able to decrease the word error
rate significantly.

To reduce the clustering of bit errors, data bits from various words
can be interleaved before tranmission. Interleaving may be mechanized
by permuting the order of a finite block of digits. The block duration
should be chosen to exceed the estimated maximum jamming pulse
repetition period. Although the received bit error rate is unaltered by
this tactic, error—correcting codes will eliminate many of the word
errors in the final receiver output.

In addition to increasing the bit error rate, pulsed jamming can be
the cause of the loss of synchronization in a digital communication
system. The susceptibility of the synchronization system is often
increased when the data bits are enciphered, as discussed in the next
section.
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5. CRYPTOGRAPHIC DIGITAL COMMUNICATION

Cryptography is often employed when hostile personnel have the
technical capability of intercepting and correctly interpreting a
message. The effectiveness of modern cryptographic techniques is such
that the enemy often loses , the option of listening to communications.
However , enciphered messages are more easily jammed than those that are
not.

Most practical cryptographic digital communications use
encipherment, which consists of the substitution of fixed-length groups
of bits for fixed—length p].aintext groups. Enciphered systems possess
high—speed processing and easy modification capabilities.
(Feistal 7 gives a discussion of the fundamentals of cryptography and
encipherment .)

There are two basic types of enciphered bit sequences: the stream
cipher and the block cipher. The stream cipher is obtained from
bit—by—bit encipherment which results when one of a set of binary
symbols is added, modulo two, to each bit of plaintext. The complete
set of binary symbols or the rule for generating it is called the key.
Deciphering is accomplished by adding the key to the corresponding
enciphered bit. The more random the key, the more diffipult it is for a
cryptanalyst to decipher an intercepted cryptogram. A block cipher
results from the conversion of m plain bits simultaneously into n
enciphered bits. Each of the enciphered bits is a function of all m
plain bits. For unambiguous deciphering, it is necessary that n >m .
For ease of automation, it is preferable that n = m. Since knowledge of
the conversion of one block of bits reveals little or nothing about the
conversion of another block, the block cipher can be made secure by
employing large values of n. To safeguard against the frequency
analysis of block patterns, it is usually necessary that n > 4k, where k
is the length of the enciphered words.

Many electronic cryptographic systems ase a stream cipher which
incorporates some of the useful aspects of the block cipher. The
technique is to use a pseudo-random key which is a function of the
plainte xt itself . Thu s, each enciphered bit is a functi on of many
preceding plain bits . This type of stream ciphe r is called a data-keyed
cipher. A block diagram of a general data-ke yed enciphering or
deciphering system is shown in figur e 6.

7H. Feistel , Cryptography and Computer Privacy, Scientif ic American ,
228 (May 1973), 15—23.
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Figure 6. Data-keyed enciphering or deciphering system.

In any digital communication system, the transmitted bits and words
have certain error rates. Except for systems using stream ciphers with
data—independent keys , encipherment causes these error rates to increase
if other system parameters remai n unchanged. In block-enciphered
systems, each deciphered bit is a function of all the transmitted
enciphered bits in the corresponding block. Therefore, a single
erroneous received bit is practically certain to cause many erroneous
deciphered bits. For the data—keyed system of figure 6, the degradation
is due to the presence of the shift register. A received bit error is
carried through the shift register, causing additional bit errors down
the line. The characteristic increase of the bit errors in
block—enciphered and data—keyed systems is called error extension.

We assume that the bit errors at the input of a deciphering system
occur independently of each other, and denote the probability of bit
erior by 

~~ 
As an erroneous bit proceeds through the deciphering

system, each of n consecutive bits will be affected. For a stream
cipher with a data-independent key, n = 1; for a data-keyed or block
cipher,- n > 1. The probability of a word error, P~~, is defined to be
the probability of one or more erroneous bits in an output word of k
bits emerging from the deciphering system. A measure of the error-rate
p~rformance of an enciphered system is obtained by considering ensembles
of stream ciphers or block ciphers characterized by a specific value of
the parameter n. We indicate the ensemble average of a probability by a
bar over the P.

Consider a communication system with a stream cipher. The ensemble—
average probability of a word error for the practical case in which
n ) k  has been shown to be8

8D. J. Torrieri, Cryptographic Digital Communication , IEEE
Tran sactions on Aerospace and Electronic Systems , AES-12 (January 1976),
2—11.
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A simple asymptotic expression is

[n + k - 2 - 2-k (~ - k - 2)] 
~b n k . (61)

A sufficient condition for the validity of this equation is

P
b

<< (n + k_ 2r ’ l n + k > 2  . (62)

This condition is usually satisfied in practical applications.

A similar expression can be written for a communication system
employing a block ciphe r . We have

~cw 
(1 — �~) (1 — 2_k) 

[i 
— (i rb ) ]  . (63)

Under the condition that

<< 2(n — l)” l  , (64)

we obtain the asymptotic formula

~cw 
(1 - 2_n)”~(1 - 2_k)nPb . (65)
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Let E.~ denote the mean energy of a received bit. A measure of the
degradation due to encipherment is the increase in Eb required for a
cryptographic system to have the same error rate as the corresponding
plaintext system. For ideal noncoherent modulation systems, the
degradation in decibels has been shown to be8

DN 
10 log

10 
— ~~~~~k ) ]  , (66)

where it is assumed that the asymptotic error rate formulas are valid
and we define V

g(n ,k )  = n + k - 2 - 2-k~~ - k — 2) (67)

for stream ciphers and

g(n,k) = (1 — 2_n)_1 (1 — 2_k)~ (68)

for block ciphers. Equation (66) also serves as an approximation to the
degradation in ideal coherent modulation systems. Note that this
equation does not depend upon whether the modulation is amplitude,
frequency, phase , or quadri-phase shift-keyed. For fixed values of n
and k , the degradation due to the presence of a stream cipher equals or
exceeds that due to the presence of a block cipher.

When a stream cipher has a data—independent key, n = 1. It follows
that

Pow = l _ (1 _ P
b)
’
~ 

, (69)

which is the same as the plaintext word error rate or the error rate of
the words entering the deciphering system. Thus, there is no
degradation due to the propagation of errors in this type of
communication system.

8D . .7. Torrier i, Cryptographi c Digital Communication , IEEE
Transactions on Aerospace and Electronic Systems, AES-12 (January 1976) ,
2—11.
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In all the above discussion, it has been tacitly assumed that the
synchronization systems operate perfectly. This assumption is usually
reasonable for operation in a thermal noise environment , but must be
reconsidered in a fading or jamming environment. The operation of
communication systems using stream ciphers with data-independent keys,
which we call independently-keyed systems, depends upon the perfect
alignment of key bits ~~d received bits in the deciphering system..
Since the key is generally many frames in length, once misalignment
occurs, special measures must be employed to restore’ synchronization.
In contrast, communication systems with data-keyed ciphers maintain
alignment of the bits automatically since the key bits are ccntinually
produced by the received bits, synchronization is lost in .. ~zata-keyed
system whenever the receiver incorrectly identifies the word boundaries.
Synchronization is lost in a block-enciphered system whenever the
receiver incorrectly identifies the block boundaries. Both data—keyed
and block-enciphered systems often can resynchronize automatically as
soon as the next frame identification bits are received.

Loss of synchronization can occur when a high—powered burst of
energy causes the clock output of a bit synchronizer to skip a pulse or
generate an extra pulse. Alternatively, synchronization can be lost
when interference causes a sufficient number of frame synchronization
bits to be received erroneously. When this event is recognized, an
independently-keyed system assumes that a misalignment has occurred and
initiates the resynchronization procedure.

Suppose high-powered jamming of pulse duration T0 occurs every TB
seconds during the transmission of independently-keyed ciphers. If a
jamming pulse causes a loss of synchronization in the receiver, time is
lost while the communication system recognizes the loss of
synchronization , initiates the resynchronization procedure, and
reestablishes synchronization between the enciphered bits at the
receiver and the stored key bits. We shall call this lost time the
reacquisition time and denote its average duration by TR. Since
reacquisition cannot be completed until the jamming has ceased, T

~ 
>

as illustrated in figure 7. In general, TR
. will be a function of T

D.When TD is sufficiently large, it is reasonable to expect that TR 
T
D 

+

C, where C is a constant.

During the reacquisition time, the probability of error of the
deciphered bits in the receiver is one—half , since the transmitted
information has been entirely destroyed. (If the receiver output is set
to zero upon recognition of a synchronization loss, the missing bits
must be guessed , so the equivalent bit error rate is one-half .) After
reacquisition , assuming there is no further loss of synchronization
before the occurrence of the next jamming pulse, the bit error
probability at the output of the deciphering system becomes 

~b’ the
usual channel bit error rate. In order to ignore the relative time
alignment of the bit edges and the jamming pulses, we assume that
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TB
_ T

R >>T , (70)

where T is the data bit period. It follows that the expected number of
bit errors over a pulse period for an independently-keyed system is
given by

N1 (
~~~ )  ~ 

+ (T
~_-_T

R) 
~b 

(71)

Suppose the same high-powered pulsed j amming temporarily disrupts a
data-keyed system of length n. We shall ignore the possibility of a
word synchronization problem initially. (If this problem exists, but no
further disruptions occur, normal operation will resume within one or
two frames.) For the pulse duration and n - 1 bits following the
cessation of the jamming pulse, the bit error probability is one—half.
The remaining bits before the next pulse have an error probability of

~cb’ 
which is defined to be P~~, with k — 1. As seen in figure 7, the

relative time alignments of the bit edges and the pulses may be ignored
by assuming that

+ (n - l)T >> T

TB
_ T

D
_ (n

~~~
l)T )>T . (72)

I I
TB

L~ To~~~~~
_ _ _ _

I _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

I I
PULSE PULSE N EXT
BEGINS ENDS PU LSE

BEGINS

Figure 7. Timing diagram for pulsed jamming of enciphered systems.
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It follows that the expected number of bit errors over a pulse period
for a data-keyed system is given by

IT + (n - l)T] IT - T - (n - l ) T1 _

N
D I

D 

T T J~~ cb 
(73)

Assuming word synchronization is maintained, a data—keyed system has
a lower bit error rate than an independently-keyed system if ND < N.,..
From equations (71) and ( 7 3 ) ,  we see that this situation exists if -

TB < 

TR (~ 
- 

~b) 

~:D_

÷

~
: 

- l)T] (
~ 

- 
~
‘cb) 

. (74)

In most practical communication systems employing a data—keyed cipher,
this inequality can be approximated by

- T - (n - 1)T 1D 
, P << P << — . (75)

2P b cb 2
cb

Equations (70), (72), and either (74) or (75) constitute sufficient
conditions for a data-keyed system to outperform an independently-keyed
system when pulsed jamming is present and word synchronization is
maintained. If word synchronization is not maintained in a data-keyed
system, the sufficient conditions are obtained by substituting TF in
place of (n - 1)T, where TF is the average time until frame
identification bits ~‘.llow resynchronization.

As an example , suppose n 101, TD = 900 T, TR = l0~ T, and P
lO”~. Since k = 1 and equation (~2) is satisfied, equation (61) gives

~cb 5.1 x l0”~. Equation (75) is applicable and yields TB < 0.9 X 10~ T.
Equations (70) and (72) are satisfied if TB > 1.1 X ~~~ T.

Although systems with independently-keyed ciphers do not exhibit
error extension, they are usually more susceptible to synchronization
loss due to pulsed j amming than systems with block or data-keyed
ciphers . Furthermore, data—independent keys must be frequently changed
to maintain security. Block-enciphered systems are probably slightly
less secure and slightly less degraded by pulsed jamming than data—keyed
systems.
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To reduce the bit error rate and the jamming susceptibility of an
enciphered system, error coding can be superimposed on the cipher.
Figure 8 illustrates one possible system configuration. The data bits
are first enciphered and then encoded; after transmission and reception,
the bits are first decoded and then deciphered. If an
independently-keyed cipher is employed with error coding, an equally
effective system configuration usually results when the inner and outer
blocks are interchanged. However, if a data-keyed cipher is used in
combination with an error-correcting code , an interchange is
inappropriate because of error extension.

Figure 8. Encoding superimposed on encipherment.

The introduction of cryptographic devices into a communication
system causes a performance degradation, an increase in jamming
susceptibility, a decrease in reliability, and an increase in cost.
Thus, cryptographic devices should not be used unless complete message
security is mandatory. Even if encipherment is not employed , there is
usually an inherent scrambling of information which results from the
multiplexing of data bits, error coding bits, and synchronization bits.
Furthermore, even if the various types of bits can be unscrambled , the
interpretation and use of the data often present a formidable problem.

6. SPREAD-SPECTRUM SYSTEMS

An enemy may seek to intercept communications for a variety of
reasons including surveillance, tracking, locating, listening, or
establishing a jamming target. Directional antennas help to conceal the
existence of communications from the enemy. However, there are
constraints on the degree of directionality which can be designed into
an antenna to be used in the battlefield. An important constraint is
the need to keep the antenna small to help hide it from sight.

Since the antenna beam angle can be decreased by the use of a
smaller wavelength as well as by a larger antenna, millimeter or even
optical frequencies are often viable alternatives to radio frequencies.
The decision to use smaller wavelengths is tempered by such things as
cost, available power, and propagation properties. The shorter
wavelengths are in general attenuated more than longer wavelengths and
are more easily blocked by obstructions in their path. Furthermore, if
the beam width is exceedingly narrow, it is more difficult to keep it
centered on another station of the communications net .
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Spread-spectrum systems conceal the transmitted waveform by
distributing its energy nearly uniformly over a wide bandwidth. The
most general method of detecting the presence of properly designed
spread—spectrum communications is by means of a radiometer, or energy
detector . These detectors can be designed by modeling the
spread-spectrum signal as a stochastic process and employing statistical
communication theory. ~~~~~

The most widely used spread—spectrum methods are pseudonoise (PN)
modulation, frequency hopping, and hybrids of these two methods. We
shall briefly discuss the most important aspects of PN systems with
respect to communication warfare. Further information on
spread—spectrum systems can be obtained from Dixon’° and
elsewhere.1’ Dixon provides an extensive bibliography on the subject.

A received PN spread-spectrum signal has the form

s(t) = Am(t)p(t) cog ut , (76)

where A is the amplitude, m(t) is the binary message sequence, and p(t)
is a binary pseudo-random sequence. Both m(t) and p(t) take the values
+1 or ~~~~~ The message bits have a period T, while the pseudo-random bits
have a period t = T/n, where n is a positive integer. , The message bit
transitions coincide with transitions of the pseudo-random bits. The
bandwidth of the x’eceived PN signal is on the order of B = 2/i 2n/T;
thus it increases linearly with n.

At the communication receiver, demodulation proceeds as indicated in
figure 9. We shall ignore possible synchronization problems. After
passage through a wideband filter of bandwidth B

~
, the PN signal is

multiplied by a local code replica of p(t) to yield s1 (t) — Azn(t) cos wt
at the input of the narrowband filter. This filter has a bandwidth such
that s1(t) passes with negligible distortion. Since s1(t) has the form
of a PSK signal, the corresponding demodulator will extract nl(t).

5c. Heistrorn, Statistical Theor y of Signal Detection , 2nd edition,
Per~amon Press (1968) .
‘H, L, Van Trees, Detection, Estimation , and Modulation Theory, III,

Wiley (1971). 
—

10R. C. Dixon, Spread Spectrum Systems, Wiley (1976).
Spread Spectrum Communications, National TechnIcal Information

Service, AD—766—914 (1973).
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Figure 9. PN spread—spectrum receiver.

The form of equation (76) suggests a method by which 5 (t) can be
intercepted. Suppose s(t) enters a wideband receiver and is squared.
Since m~ = p2 = 1, the output of the squaring device is proportional to

s2(t) = A2 cos2 wt =~~~~+~~~~cos 2wt . (77)

If s2(t) is applied to an integrator, “energy detection” of the
spread-spectrum signal is possible .12 The double-frequency term can be
detected and the carrier frequency can be estimated by means of a
phase-locked loop. Although detection or tracking might be accomplished
in this manner , the interceptor cannot demodulate s(t) without knowledge
of p(t).

It should be noted that p(t) is not necessarily a cryptographically
Vaecure code. Frequently p(t) is designed to facilitate code generation
or synchronization, If cryptographic integrity is desired, m (t) can be
enciphered before multiplication with p(t).

The power spectrum of p(t )  is given by

S (f)  _ k 
k 2 

(sin wft)~ ~~~ — + 6(f), (78)
i — -~~

i~~~0

12H. Vtkowitz, Energy Detection of Unknown Deterministic Signals,
Proceedings of the IEEE, 55 (April 1967), 523-531.
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where 6( ) is the delta function, and k is the number of bits in the PN
sequence • 11 If m (t) and p (t) approximate stationary stochastic
processes which are statistically independent, the autocorrelation
function of the product m(t)p(t) is equal to the product of the
autocorrelation functions of m(t) and p(t). Consequently, the power
spectrum of m (t ) p ( t ) , which we denote by Smp (f) , is equal to the
convolution of S~ (f) and S (f), the power spectrum of m (t). It follows
from equation (78) that m

Smp (f)  k 
k2 E

,[

sifl (
~
.
~~)]2S (f — 

~
.) + 

~~~~ 
B~ (f) • (79)

i~~ o k

From the above, we see that Bm 
> 2/kT is required if the spectrum of

m(t)p(t) is to be approximately flat. Thus, a necessary condition for
communication concealment from spectrum analysis is k > Bs/Bm~

The bit error probability of an ideal PSK system operating in white
Gaussian noise is

= . erfc (~
J
~~~
) 

, (80a)

where the complementary error function is defined by

erfc x = 3~f exp(-x~)dx1 . (8Db)

is the energy per bit and N0/2 is the noise power spectral
density. L Suppose that a jamming signal accompanies the signal at the
receiver . Then the received signal is

r(t) = s(t) + j (t) + n(t) , (81)

where j(t) represents the jamming and n(t) represents the thermal noise .
From equation (76), the input to the narrowband filter is

4H, Taub and D. L. Schilling, Principles of Communication Systems,
McGraw—Hill (1971).

11Sp rea d Spectrum communications, Na tional Technical Inf ormation
Service, AD—766—914 (1973).
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r1 (t) — Am(t) cos wt + j(t)p(t) + n(t)p(t) . (82)

The presence of the factor p(t) in the last two interference terms
ensures that the energies of both terms are spread over a bandwidth at
least equal to B5 , and possibly over a bandwidth of 2B , since j (t) and
n(t )  could have energy over the entire bandwidth of the5wideband filter.
In order to employ equation (80a) to determine an approximate formula
for the bit error probability of a PN system, we make some simplifying
assumptions which are approximately valid tn the majority of practical
cases. We assume that the interference entering the narrowband filter,
i(t)  — j (t )p (t )  + n(t)p(t), can be approximated as a stationary Gaussian
process. Since B << B , it is reasonable to assume further that the V

power spectral dJsity ~f i(t) is nearly constant over the bandwidth of
the narrowband filter. Thus, once this power spectral density is
calculated at the center frequency of the two filters, we may substitute
it in place of N0/2 in equation (BOa) to determine the bit error
probability of a PN system.

We assume that the PN code is sufficiently long that the
pseudorandom p (t) is well approximated as a random binary sequence (see
Papoulis13). Then, the power spectral density, S~p(f), of the product
n(t)p(t) is equal to the convolution of the power spectral densities of
n(t) and p(t). A straightforward calculation shows that over the V

narrowband filter passband, S~~ (f) N 0/2, the power spectral density of
the bandlimited white noise emerging from the wideband filter.

We assume that j (t) can be modeled as a stationary stochastic
process. The power spectral density, S~~ (f), of the product j(t)p(t) is
equal to the convolution of the power spectral densities of j(t) and
p (t). If j (t) has a flat spectrum over B8 , then over the narrowband
filter passband, Sjp(f) J /2B8, where J is the total jamming power
emerging from the wideband filter. Supp ose that j(t) — A1 cos (w1t
+ + ) ,  where $ is a uniformly distributed random variable. If the
jamming frequency, w1, is near the center frequency of the wideband and
narrowband2 filters , a straight forward calculation yields
Sj~ (f)  A~ r/4 = JIB5 over the narrowband filter passband. Thus , the
power spectral density of the product j(t)p(t) is cJ /2B1, where c 1
for wideband barrage jamming and c 2 for center-frequency,
unmodulated-c arrier jamming. When’ narrowband jamming which is offset
from the center frequency of the filters is present, we have c < 2.

‘3A. Pa pou lis, Probability, Random Variables , and Stochastic
Processes , McGra w—Hill (1 965) , 294 , 341.
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The total interference power spectral density at the narrowband
filter input is N0/2 + cJ/2B . The energy per bit may be expressed as
Eb = P T, where P is the a~erage power in the intended transmission.
Thus , ~quatiori (8O~) implies that the bit error probability for an ideal
PN system is given by

I B \ I  P B T
_ ], s sm . (83)- erfc J 

~~~~~~ 
+ N B )m O s

The product BmT is a constant usually assumed to equal one or two. The
ratio Bs/Bm is known as the processing gain because an increase in this
ratio is helpful against narrowband jamming and wideband j amming for
which J is fixed. 1’~creasing the processing gain by increasing B8 

is
not helpful against wideband jamming for which J increases
proportionately with B

~
.

If J is sufficiently large, 
~E 

will be unsatisfactorily large
despite the processing gain. If j(t) is an unmodulated carrier , a
phase-locked loop can be swept through B~ to acquire its frequency. The
j amming waveform can then be subtracted from the received signal to
eliminate this type of interferer~ce.

/
7 • ADAPTIVE ANTENNA SYSTEMS

In recent years , various adaptive antenna beamforming and noise-
cancelling systems have been developed. These systems are designed to
reduce the impact of jamming energy which enters a receiver through the
sidelobes or the mainlobe of its antenna radiation pattern, while still
allowing reception of an intended transmission. Gabrie1~~ and Widrow et
al (1967, 1975)15 ,16 should be consulted for detailed discussions of the
various adaptive antenna techniques. In this section , an illustrative
example of an adaptive antenna system is presented as an introduction to
the fundamental concepts .

V Figure 10 shows a simplified version of a single-loop sidelobe
canceller. The primary and reference signals are outputs of two
separate antennas or two different groups of elements in a phased-array
antenna, It is intended that the reference signal should provide an

F . Gabriel , Adaptive Arra ys--An Intr oduction, Proceedings of the
IEEE, 64 (February 1976), 239—272.

15B, Widrow, P. E. Mantey, L. J. Griffiths, and B. B. Goode , Adaptive
Antenna Systems, Proceedings of the IEEE , 55 (Deceml,er ~l96 7) ,  2143-2159.

V 16B. Widrow et al, Adaptive Noise Cancelling: Principles and
Applications, Proceedings of the IEEE, 63 (December 1975), 1692-1716.
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estimate of the interference in the primary signal. After suitable
processing, this estimate is subtracted from the primary signal, with
the result that the interference is reduced or eliminated by
cancellation.

PRIMARY REFERENCE

T BANDPASS BANDPASS
FIL T E R FILTER

X0(t) X1 (t)

®~

uu X 14

I 
__________I W1 (t)

[ f 1  W2

yft) I ____

Figure 10. A single—loop sidelobe canceller.

We assume that the primary antenna has been steered in the direction
of the intended transmission. The reference antenna may point in the
direction of the jamming or may be non-directional. From the block
diagram, the output, y(t), and the weighting functions, W1 (t) and W2 Ct ) ,
are given by

y(t) = x0(t) — w1 (t )x 1 (t) — W2(t)X2(t) , (84)

I-t

W 1(t) — K y ( t ’)x 1(t ’)dt ’ , (85)
Jt-T
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t.t
W2(t) = KJ y(t’)X~ (t’)dt’ . (86) 

V

t-T

In these equations, the integration has been assumed to be over a time
period ~~ . The constant K is the gain of a linear amplifier. The signal
x2 (t) results from passing X1 (t) through a quarter-wavelength delay
line. Thus, the phase of X2(t) is shifted 90 deg with respect to Xj(t).

Substituting equation (84) into equation (85), we obtain

t
W1 (t) = Kf  x0 ( t ’) X 1( t ’) d t ’

t-t

t
- 
Kf W1 (t’)x2(t’)dt’
t T  1

i-t

— KJ W2(t’)X1 (t’)x2(t’)dt’ • (87)
t—r

The bandpass filters in figure 10 each have a bandwidth which is much
smaller than t~~. Thus, ~he energy in the weighting functions is
primarily contained within a bandwidth which is much smaller than r 4.
Under this condition, W1 and W2 can be removed outside the integrals
with negligible error, so that

t
W1 (t) — K f x0(t’)x1(t’)dt’

Jt-~t

t
- KWi (t) f  x2(t’)dt’

1

t
— I(W2( t ) x1(t’)X2(t’)dt’ . (88)

t-t

We now assume specific waveforms for X 0 (t) and x1 (t). The intended
transmission received by the pr imary antenna is denoted by s(t)  and the
jamming signal which passes through the bandpass filter is denoted by
j  Ct) . Thus , if we ignore the thermal noise ,
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X0(t) s(t) + j (t) . (89)

The intended transmission and jamming signal are assumed to have the
general forms

s(t) = A Ct) cos [w0t + •(t)] (90)

and

j (t) = A~ (t) cos [wit + +~ (t)] . (91)

We assume that the reference signal has the form ,

X 1( t) = C 1A (t) cos [w0t + • (t) + O i]

+ C2A~ (t) cos [wi t + $~ (t + 02]l (92)

where O~ and Oj are constant phase angles, and C1 and C2 are real
constants.

The quarter—wavelength delay introduces a 90-deg phase shift in both
components of equation (92) if w0 w 1. Thus ,

X2 (t) = C1A8
(t) sin [cu0t + $~ (t) + e

~]

+ C2A~ Ct ) sin [wit + Ct) + 02] . (93)

In general , since s Ct ) is unsynchronized with j C t ) , we can make the
approximation,

~ 

s(t’)j(t’)dt’ ~ 0 . (94)

If 8(t) and j(t) are regarded as zero-mean, ergodic processes and T is
sufficiently large, then the integral in equation (94) is an
approximation of the expected value. In this case , the equation
indicate , that 8 (t) and j(t) are uncorre lated . With a similar
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justification, we neglect all integrals involving the product of the
jamming and intended transmission waveforms. Because of the bandpass
filters, the modulation functions are slowly varying relative to w0t.We assume that w0t , w1t >> 1. Thus, equations (89) through (94) and
simple trigonometry imply that

ft rt 2

J 
x1 (t’)x2(t’)dt’ << X1(t’)dt’ . (95)

t—t

Assuming that W1 (t) and W2(t) are comparable in magnitude, equation (95)
implies that we can neglect the final term in equation (88). Thus,

t

KJ x 0 ( t ’)X 1(t ’)dt ’
t— IW 1( t) = — . (96)

1 + Kf x~ (t’)dt’

For a suf ficiently large value of K, we have the approximation,
tf
t—tW1 (t) = — (97)

X~ (t’)dt’

In an analogous manner, we obtain V

tI x0 ( t ’) X 2(t ’ )

W2 (t) t 
. (98)

X~ (t’)dt’

The signal-to-jamming ratio at the reference input is defined to be

c~~f~ s2(t’)dt’ c~ 
f  A2 Ct ’) dt ’

— t—r Jt-t ‘ (99)
t

C~ f j2(t’)dt C~ f A~~(t ’)dt ’
Jt—T ~~t—t
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It is assumed that T is sufficiently large that is nearly a constant.
From this definition and the previous assumptions, we have

rt C~~( l + P)  t

J X~ (t’)dt ’ = 2 f  A~ (t’)dt ’ , (100)
t-t

and

f  X0(t’)Xi(t’)dt ’ — 
~~~~~

.— (Cicos 82 + C2p cos ei)f 
A~ (t’)dt’ • (101)

From equations (97), (100), and (101), we obtain

C1 cos 82 + C2P cos
W1 (t) = cic2 (J. + 

~~~ 

• (102)

In an analogous manner, we derive

C1 sin 02 + C2Pr 
sin 81

W2(t) = 
cc (i + 

. (103)

We now substitute into equation (84), and employ trigonometric
identities. Defining the signal-to—jamming ratio at the primary input
by

tf  s2(t’)dt ’ 2
______________ 

C2P~p4 — = —  , (104)
2

J ~~~~~~~~~ 
Cl

t-t

we obtain the final result, assuming and

+ p r )Y(t )  — aCt )  + Pri Ct) A cos (w ot + $ + — 82)

A~ cos (~it + — O i + 82) . (105)
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If p << p
~ , 

the second and third terms on the right—hand side can be
negl~cted. Treating p~ and p as constants, the signal-to-jamming ratio
at the output of the sidelobercanceller is

tf
Po = 

~~~~~~ j2(t’)dt’ 

— 
‘ 

~r << 
~~ 

(106)

Thus, the jamming component of the primary signal has been nearly
cancelled if p << 1. Within the accuracy of the approximations made,
y(t) = s(t) j~ p = 0, that is, if there is no energy at the reference
antenna from the intended transmission. In order for p 0 to exceed p~ ,
it is necessary and sufficient that 

~r~i 
< ~~

The fact that p0 = 1/p has been established for a somewhat
different, sampled-data systern’~in Widrow et al.

’6 We conclude that the
output signal distortion is small when the signal power at the reference
antenna is relatively low.

If the jamming source is almost directly behind the source of the
intended transmission, then 

~r ~ 
and 81 82. Since equation (105)

indicates that y(t) 0, the output signal is buried in the thermal
noise. We conclude that the sidelobe canceller is ineffective in this
case.

8. OPTICAL COMMUNICATION

Recent advances in optical fiber technology17 have made optical
communication systems both feasible and attractive in certain
communication warfare environments. Because optical fibers do not emit
a significant amount of electromagnetic energy , they are very effective
in preventing the detection and interception of communications by an
opponent, Tapping is more difficult than it is for an electrical cable .
Since ambient electromagnetic energy does not interfere significantly
with the propagation of optical waves in fibers, communication by means
of optical fibers is nearly invulnerable to jamming. Other advantages
of optical fibers are their light weight, resistance to fire, lack of
“cross—talk ” among fibers, and freedom from short circuits. Although it
may not be necessary in many military communication systems, optical
fibers can carry a much higher message density than metallic conductors
of comparable dimensions. For military applications, the major
disadvantage of optical fibers relative to ordinary electrical cables
appears to be the difficulty of rapidly repairing damaged fibers.

16B. Widrow et al , Adaptive Noise Cancelling: Principles and
Ap1lications, Proceedings of the IEEE, 63 (December 1975), 1692-1716.

7W. S. Boyle, Light-Wave Communications , Scientific American , 237
(August 1977) , 41—48.
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