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AB STRACT

An integer linear programming model which
determines the optimal allocation of files in a
multiple computer network has been analyzed to
determine under what circumstances the model can
be used.

The feasibility of using the model on the CDC
6000 series computers was also studied. The use
of the model requires an integer linear program-
ming system and a computerized means of generating
and formatting the large amount of input data re-
quired by the model. Two integer linear program-
ming systems, ARRIBA and APEX III, were analyzed
for use with the model. Either system could be
used. The use of ARRIBA was limited to relatively
small problems (problems in which the sum of the
number of files and computers is ten or less).
APEX III could be used to solve both small and
large problems, but its use with large problems
required costly computer run times. Both systems
required essentially the same input data but in
different formats. A FORTRAN computer program,
DATASUP, was developed to generate the data input
for either system (ARRIBA or APEX III) at the
user’s option .
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SECT ION 1
INTRODUCTION

1 • 1 BACKGROUND

Systems of multiple computers are of increasing interest to the

Navy as a possible way of reducing the total cost of data processing. Such

computer systems consist of two or more independent computers intercon-

nected by means of a communications system so that resources such as

hardware, data (information) files, and software systems can be shared.

When the same data files are used by several geographically sep-

arated computers, the combination of these computers into a network would

eliminate the need for each computer to store common files. If the operat-

ing cost of such a network is determined by the cost to store each file at

one computer and the cost to transmit the files among the computers of the

network, the operating cost would depend upon the allocation of the files

in the network for storage. If the allocation is further restricted so that

each file can be available for use at each computer site within a given

time bound , the problem can be stated succinctly as follows: Given a

number of computers that process common information files, how can the

files be allocated so that the allocation yields minimum overall operating

cost subject to the following constraints:

(1) the amount of storage needed at each computer does not exceed

the available storage capacity, and

(2) the expected time to access each file is less than a given

bound.

This problem was studied by Dr. Wesley W. Chu of the Bell Tele-

phone Laboratories. The results of his studyl* were published in 1969.

A revised edition2 was published later in the same year.

*A complete listing of references is given on page 53.
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1.2 OBJECTIVE

The objectives of the DTNSRDC study were :

(1) To analyze Dr. Chu ’s file allocation model to determine

the circumstances under which the model can be used.

(2) To determine a feasible means of using the model.

1.3 SCOPE

Dr. Chu ’s file allocation model did not consider the sharing of

computer programs among the computers of a network , nor did it include

any of the many technical and managerial difficulties which must be over-

come in establishing computer networks. Therefore this report does not

address these prob lems.

-~~~~~ .—i---,.-~. ~~~~~~~~~~~~~~~~~~~~~~~~
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SECTION 2
THE MODEL

2.1 GENERAL

This section of the report presents a general nontechnical analysis

of Dr. Chu’s model. It describes the assumptions, objectives, and con-

straints of the model as well as two techniques for using the model . The

mathematical development of the model is summarized in Appendix A.

2.2 OBJECTIVE AND ASSUMPTIONS

The objective of the model is to allocate files to the computers of the

network in a way which produces the lowest operating cost and still

satisfies all the stated constraints. The model is based on the follow-

ing primary assumptions:

(a) The time to transmit a request for a file from one com-

puter to another is short in comparison to the time for transmission of

the actual file. If the transmission times for both the request for the

file and for the file itself are very short, the correctness of the model

still holds.

(b) Each pair of computers is assumed to be able to transmit

information in both directions simultaneously. This feature, known as

fully dup lex operations , is not uncommon in communication systems .

The model applies only to multiple computer networks with this feature.

(c) High priority messages are transmitted before low priority

messages. The capability to transmit messages in accordance with assigned

priorities is a common feature of communication systems.

(d) The time required for a computer to attach a file stored

locally is usually small in comparison to the time required to receive a

file transmitted from another computer. Implied in this assumption is the

additional assumption that all files in the multiconiputer network are

on—line. If off—line files were allowed as part of the network , access

time would be significant.

(e) The file accessing process can be approximated by a Pois—

son distribution. The Poisson distribution is widely used in queuing
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problems. It is quite reasonable to assume that file usage is random

and approximately Poisson distributed.

The objective of minimizing the operating cost of the multip le

computer network considers the costs associated with the storage of files

and the tranmissions of both files and information to modify files. The

original publication of the model did not consider costs for transmis-

sions to modify files. This cost is considered in the implementation

of the model discussed in this report.

2.3 CONSTRAINTS

The achievement of the objective of the model is subject to the

satisfaction of three constraints. The first deals with the number of

copies of each file to be stored in the network. In his first published

paper’ on this subject, Dr. Chu formulated the model to consider only

one copy of each file. In the revised edition2 of the paper, the one—

copy constraint was relaxed so that the number of copies of each file

stored in the network could range from a minimum of one to a maximu m of

one copy of each file for each computer. The model user determined how

many copies of each file to store in the network. The use of the model

discussed in this report allows for one copy of each file in the network .

The second constraint of the model deals with the storage capacity

of each computer and insures that the storage capacity is not exceeded.

The third constraint places a limit on ~he time allowable for  making

each file available for use at each computer. This constraint insures

that any computer will be able to request and start receiving the trans-

mission of a file from another computer within a time interval not exceed-

ing the maximum allowable access time .

2.4 SOLUTION

2.4.1 Discussion

The file allocation model was formulated as an integer non—linear

programming model in binary variables.* (A mathematical description of

*Variableg which take on the values of 0 and 1 only.
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non—linear programming is given in Appendix A). Non—linear programming

prob lems are usually very comp lex and some times cannot be solved at

all. By exploiting the binary properties of the variables, a technique

was introduced which transformed the non—linear formulation of the model

into an equivalent integer linear formulation which was also in binary

variables. This transformation made it possible for the model to be

solved by integer linear programming techniques.

The transformation of the model from non—linear to an equivalent

linear model significantly increased the number of equations making up

the model and the number of variables in the equations. For seemingly

small allocation problems , the model consists of several hundred equa—

tions.* For example, a problem of allocating ten files to six computers

consists of 856 equations in 331 unknowns. Problems of this size and

larger are too large to be solved by integer linear programming routines

that do not make use of auxiliary computer core capacity . Two integer

linear programming systems, ARRIBA and APEX III, were investigated for

use as solution techniques for solving problems by the model.

ARRIBA** is an all integer linear programming system written in the

FORTRAN computer language and, with minor modifications, can be run on

any major computer. The system was written to handle relatively small

integer programming problems. An analysis of the coding of the system

revealed that larger problems could be handled by increasing the array

sizes in the dimension statements. The increase in array sizes is

limited by available computer core since the system is an all in—core

system .

The APEX III System was developed by the Control Data Corporation to

provide a mathematical programming capability to users of Control Data

Corporation 6000, 7000, and CYBER 170 series computers. A unique feature

of the APEX III System is that it can be run as an all in—core system or

* The use of equations here encompasses both equalities and inequal-
ities.

** ARRIBA is available to users of CDC computers through VIM Incor-
porated (User’s Organization for Control Data Corporation). It is identi—
fied by Catalog Identification Hi UTEX ARRIBA. Others may obtain a tape
of the source deck, test problems and a user manual by writing to Control
Data Corporation , Box 0, Minneapolis, Minnesota 55440.

6
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as an out—of—core sys tem . The o u t — o f — c o r e  sys tem p rov ides  the same
mathematical processing as the in—core system but has the added capabi-

lity of using disk, extended core storage, or large core memory as add i-

tional storage. This out—of—core system can, therefore, be used to solve

much larger problems than an in—core system such as ARRIBA.

The data requirements for solving integer linear programming problems

by either ARRIBA or APEX III are similar although the data formats for the

two systems are quite different. A FORTRAN program , DATASUP, was devel-
oped to generate the data input for either of the two solution systems.

Figure 1 shows the sequence of activities to be performed in using the

model. The output of DATASUP is printed on a file named TAPE7 for input

to ARRIBA and on a file named TAPE6 for input to APEX III.

DATASUP is limited to problems in which the number of files or

computers does not exceed 15; i.e., the largest problem which can be

handled by DATASUP is one involving 15 files and 15 computers. The

solution of a problem of this size by the file allocation mode l would

involve 6330 constraint equations in 1801 unknowns. A problem of this

magnitud e is within the capability of the APEX III system , which is

capable of handling problems as large as those having 8000 constraints in

2500 unknowns. The solution of the maximum size which could be handled by

DATASUP was not undertaken during this study because of the high computer

cost, estimated to be at least $500.00.

The data requirements for ARRIBA, APEX III, and DATASUP are dis-

cussed in Appendix B, which is specifically addressed to user personnel

who will prepare the data cards for DATASUP and make the computer runs.

Although the user does not prepare data for ARRIBA or APEX III, since

this task is done by DATASUP, the data requirements are given for these

two systems so that the user will have some insight into what the DATASUP

routine does. The computer coding for DATASUP is given in APPENDIX D.

7



START

READ I NPUT
ATA CARDS See Figure 3, Appendix 8

EXEC UTE
PROG RAM From the input data. DATASUP generates

two temporary disk files.DATASUP

Temporary disk file TAPE7 contains the
OUTPUT input data if ARRIBA is to be the solution

FILES technique and temporary disk file TAPE6
contains the input if APEX Ill is to be the
solution technique.

A R R I BA A R R I B A

EX III his choice of Control cards.AP 
or This decision is made by the user through

APEX I l l

ATTACH ATTACH
I PROGRAM 1 PR OG RAM

APEX I l lJ 
_____________

_ _  

_

________________ 
PRI NT

REP ORTS Print the optimal allocation and its cost

4

4—

Figure 1 — Problem Solving Steps for Either ARRIBA or APEX III S
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The next two subsections of this report describe the outputs of the

ARRIBA and APEX III solution systems in solving the same sample file

allocation problem.

2.4.2 Sample Problem Solution by the ARRIBA System

The output of ABRIBA begins with a listing of the input data. (The

user may choose to suppress the printing of these data as described in

Appendix B). An example of this listing is shown in Figure 2. The first

line of print gives the information contained on the CONTROLS card*. The

second line shows the user’s chosen title for the problem. The third

line shows the data contained on the header card for the rows identifica—

tion** section which follows. The first row of the rows identification

section is always the objective function row which will always be identi-

fied as “OBJ”. Other rows are named with the first character as

which stands for Row, followed by a number which indicates the row number

of the constraint. Appendix C shows the organization of the problem from

which the numbering sequence of the rows and columns is obtained. Each

row identification is preceeded by “-I-”, “—“, or “blank space” to indicate

relations of less than or equal to, greater than or equal to, or equality

respectively . The rows identification is followed by “EOR” which indi-

cates the end of the rows identification section.

* The “CONTROLS card” contains the values assigned to the parameters
which govern what output is printed and the maximum number of iterations
permitted in attempting to reach an optimal solution. A complete de-
scription of the CONTROLS card is presented in Appendix B.

** Integer linear programming problems consist of a system of rela—
tions (equalities or inequalities). Each relation is referred to as a
row. Each term of each row is identified by its row and column number
of the system of relations. (For detailed discussion, see Appendixes
A and B).

9
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The next line of print contains the word “MATRIX”; the matrix values*

start on the following line. The matrix values are printed by column with

the right_hand** column printed first followed by the other columns of the

matrix from left to right. Column names (column name and variable name as

used in this report are interchangeable) start with the letter “C ” fol-

lowed by a number which indicates the column number in the matrix when the

columns are numbered from left to right.

The matrix values are followed by a line of print showing the number

of rows and columns of the problem. The number of rows shown on this line

does not necessarily agree with the number shown in the Row ID Section,

because this line gives the number of rows after the input of the problem

has undergone a transformation by the ARRIBA System to put the problem

into the form required by the system. The next line of print contains

“EOR” to signal the end of the matrix values. The next two lines of

print start with “***CONTROL CARD***”. The first of these lines contains

“IPSC” to indicate that the Gomory Algorithm*** will be employed to solve
the integer programming problem . The second line contains the word

“ARRIBA”.

The next section of the output is the “Activity List Reports ”

(Figure 3) printed for the iterations chosen by the user as indicated on

the CONTROLS Card. The values for each row and each column variable

are given for each iteration. Figure 3 (iteration 3) shows Ri = 6000,

* The MATRIX values are the elements of the rectangular array which
contains the coefficients of the variables in the objective function
and the set of constraints composing the model.

** The right—hand column is the column containing the values on the
right side of the relation signs of the constraints.

*** The Gomory solution technique is known as a cutting—plane algorithm.
It starts with the optimal linear programming solution of the integer
problem. At each iteration it adds a linear constraint that is satisfied
by any integer solution to the original problem but that rules out the
current non—integer solution. This method continues until an integer—
valued solution is obtained.

11
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R2 = 5400, and so on until all rows are identified. These row values are

the values on the right side of the relation signs for the constraints

at that iteration. At the conclusion of the row values, the column varia-

bles values are shown. The Cl and C2 variables in Figure 3, for example,

take on values of 1 and 0, respectively. Also shown at each iteration is

the value of the objective function for that iteration and, at the bottom

of the iteration, the value of the objective function for the next itera-

tion. The Activity List Reports will be printed until either an optimal

solution is reached, the problem is determined to be infeasible,* or the

iteration limit set on the CONTROLS card is reached.

When an optimum solution is reached, the last Activity List Report

will identify the objective function value as optimum. The optimal file

allocation is determined from this Activity List Report in the following

manner: The first N x M variables** starting with Cl are the variables of
interest where N and M are the number of computers and files, respectively .

The first M of these variables indicate which of these M files are stored

on the first computer, the second M variables indicate which of the N

files are stored on the second computer, and so on. In the problem of

allocating five files to three computers whose optimum Activity List

Report i~ shown in Figure 3, the first five times three or 15 variables

are of interest and have been displayed in Table 1. The l’s in Table 1

indicate on which computer the files are allocated for minimum cost. The

absolute value of the objective function indicates the minimum cost for

that allocation, which is $2034 in Figure 3. (A peculiarity of the ARRIBA

system is that it identifies the objective function value as negative.

The value of interest is simply the absolute (positive) value of the

number shown.)

* Infeasible in linear programming means that no solution to the
problem exists.

** The remaining variables are the new variables which were intro-
duced to transform the original model from non—linear to linear.
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TABLE 1 - OPTIMAL FILE ALLOCATION

FILES

COMPUTERS 1 2 3 4 5

1 1 0 1 0 0

2 0 0 0 1 0

3 0 1 0 0 1
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2.4.3 Sample Problem Solution by the APEX III System

The user of the APEX III system has many more options for output

than the user of ARRIBA. The APEX III user can process APEX III with

only a single control card , known as the Solve Card , or with a user

developed control program. The most direct way to use the APEX III

system is by the use of the Solve Card. It allows the user to control

the execution and output of the system by simply selecting values for

parameters on a single card. The Control Program allows the user more

options than the Solve Card and is especially useful if the user wants to

save files or prepare the output of APEX III for input to another program.

The Solve Card option was found to be completely satisfactory for

the file allocation model. A detailed description of the output reports

of APEX III is given in the CDC APEX III Reference Manual. Because so

many reports and options are available, only the output report for the

solution to a specific problem will be discussed in this report.

Figure 4 shows an example of the solution report from the APEX III

system for the problem whose solution report for the ARRIBA system is

shown in Figure 3. The user is primarily concerned with column 5 of

Figure 4 and the objective function value. Column 5, identified as “COL

ACTIVITY”, contains the values of the variables which indicate the optimum

allocation. The objective function value, found in the upper right—hand

corner of the solution report, is the cost of the optimum allocation.

The first N x M values in the “Column Activity” Column are the var-

iables of interest where N and M are the number of computers and files,

respectively, just as for the ARRIBA system. If the values of these

variables are displayed in an N x N table like Table 1, the optimum

allocation may be determined in the same way as described for Table 1.

Note that APEX III prints only the decimal point when the value of a

variable is zero, and that column three of Figure 4 contains “By” to

indicate binary variable for the first N x M variables.

16

—a -~~~~~_ — - - --— 
__

~~ #- 
_
~~ ~

—i- 
-~~~ 

- - ——- — 

-
~~~



S
.4

.5
00 .4
00  .4
00

0 0 0
U D~~~~ S S 00 0 0  0 0  00
• 0.4 0 I 00  00  00  0 0
.4 0 . 4 5  00  00 00  00
0. 0 * 5  00  00 00  0 0

• S I  0 0  00 00  00
.4 # 4 1  • — • •~~~ .. . ... . .•.  • •  •~~~~ • •~~~ •~~~ —

o 56 . 5 5  0 0  00 0 0  00
o o # s ~ 0 5  .4* .50 *5  1 4 1
0 *4 *5  *4.4 41*4 0.4 4
• 4, 5 5  I I I

.4 547 5
X X
X X

45 4 4 ( 3
5-. 0. 0.
45 X X  5 0 0 00 0 00 0 00 0 0 0 0 0
5 I 0 0 0 0 0 0 00 00 0 00 0 0

74 0 5  00 0 0 00 00 0 0 0 0 00 0
5.5 N O 0  U S  0 0 0 0 0 00 0 0 0 0 0 00 0
0. 00  0 . 5  e e 0 0 0 0 0 0 0 0 0 0 0 0D~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ls. 54. Ia. lA. 54. 54. I~4 s l Oe  5 . 5  - — • Z Z Z Z Z ZS S Z Z Z Z Z Z Z Z Z S Z S ZZ Z Z Z ZZ S Z

>0 0  3 1  . 4 . 4 . 4 . 4 . 4 . 4 . 4 . 4 . 4 . 54 . 1 . 4 . 4 5 4 4 4 # 4 5 4 5 4 # 4 4 4 M # 4 4 4 4 4 4 5 # 4 4 4 5 4 # 4 4 4 4 5 # 4 4 4 M 4 5 5 4 5 4 4 # 4 # 4 # 4 # 4 4 4 # 4
4 4 ••  5
5-.S 0  O S
U S I
U S I.3
.4
0

N M
4. 5
0 •) 5 5-4.30 X I
54550  U I
305 2 4
. 4 4 4 0  0 . •.  • .•  . . .• • •  • • •  ~~~~ .. ...*0.0. .15
> 0 . 4  5

0 I

s-i
15
o I 0 0 0 000* 00 0 0 0 0 0 0
S I 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

56 3 55. I 0 0 0 0 0 0 0 0 0 00 0 0 0 0
0 544 I 000000000000000

2 0 0 I 0 0 0 0 00 0 0 0 0 0 00 0 0  0
U I  • . 5   . . .• ..  . . • • .  • •.  • • •.  • • S • • • •~~~~ • 0.

£ S I N  4 0 00 00 00 0 00 00 00 0  41. 3 5
3 0.5 0 5 4- 4 7 5 6 0 0 15* 0  00 .4 *4 4) 1

22 0 5  .4 .4.4
00 5 41

00 I

U
4 - 5  0 0 0 0 0 0 0  0 5 U)
5 - I  0 0 0 0 0 0 0  0
M I  0 0 0 0 0 0 0  0 0
> 5  0 0 0 0 eec  0
4 4 5  0 0 0 0 05 60  47

4, 5 - S  • 5 • 5 •~~~~ •~~~~ • S • S • •  5 • • • • • •  •~~ • S  • • 5 4  S • • • ~~~ 5 • S • s 5 4 5 1
S U S  . .4 .4 .4 .4
.4 4 5

M N  .4 ’  -2
O S

4, U I  41
C X  S
X X
go

~~~~~~~~~~

s-
I .4 -~ .4.4 .4 .5 . 4 . 4 . 4 . 4 . 4  . 4 . 4 . 4 . 4 . 4 . 4 . 4 . 4 . 4 . 4 . 4  .4 -.5

: : ::u: ::: :::: ::u :
~~ N

~~ S.4 * d 5 6* ø ( I 4-0 1 5 .• . 4  56 1-0 .4
5-

50 #4~~~M I UU U U UUUUU UU U UUU U S . ISJ 4 IUUUU U  0 0 0 U  U U5J

~
~

4 4 M M

1-4 5 4 4
• •0

17
~

~~~~5 -a--S-- ~~~~~~~~~~~~~ - -- -—-— 5-- - — — -r—- - - —- • -- as

— —5- ——-.-~~~~—-- ~~~~ ~ d’4
~4 ~~~~~~~~~ 

~~~~~~~~~ 
~-(-. — -S



SECTION 3
RESULTS AND CONCLUSIONS

The study found that the File Allocation mode l is a useful tool for

opt imally allocat ing files in a multiple computer network . The assump-

tions on which the model is based were found to be reasonable. The use of

the mode l depends on a data generating routine to generate and format the

large amount of data required by the model and an integer linear program-

ming system to solve the integer linear Programming Problem.

The two integer linear programming systems ARRIBA and APEX III are

both applicable for use with the model. ARRIBA , the all in—core system ,

cannot be used to solve problems larger than those shown in Table 2.

APEX III, the out—of—core system , can solve the problems of Table 2 and

larger problems because of its capability to use extended core capacities.

Cost and Central Processing Unit (CPU) time are not critical factors when

ARRIBA is the solution system for the model. Table 3 shows that the

solution of the largest problem that can be solved by the ARRIBA system

costs less than $6.00 and requires less than 40 seconds of CPU time .

Cost , however , does become a critical factor when APEX III is the

solution system for the model. APEX III and ARRIBA are roughly equi-

valent in direct computer cost* for problems which can be solved by

either system. For problems larger than those that can be handled by

ARRIBA , the direct computer costs for APEX III increase quite rapidly

as problems get larger , as shown in Table 4. For example , when eight

files are allocated to five computers , the cost is $36.00. When one more

file is added , that is, nine files allocated to live computers , the direct

computer cost goes from $36.00 to $56.00, an increase of 56 percent.

‘—S

- * Direct Computer Cost refers to the cost to solve a problem by the
system. It does not include the cost to acquire and ma intain the system
and other costs associated with the system .
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TABLE 2 — PROBLEM SIZE LIMITATIONS FOR ARR IBA

FILES

COMPUTERS 1 2 3 4 5 6 7 8

3 X X X X X X X

4 X 1< X X X

5 X X X X X

6 X X X X

7 x x
8 X X

9 X )( X

10 X X

TABLE 3 - COST AND TIME TO SOLVE PROBLEMS BY ARRIBA

NO. OF NO. OF TIMES COST
COMPUTERS FIL ES (Sec) (S)

3 5 18 3.29

3 7 34 b11

4 6 32 4 .75

5 5 32 4 .68

6 4 25 3.25

TABLE 4 - COST AND TIME TO SOLVE PROBLEMS BY APEX III

NO OF NO. OF TIMES COST
COMPUTERS FILES (Sec)

3 5 1 3.00

3 7 2 4 .0~)

3 10 10 23.00

4 6 2 5.00

5 5 2 4 .00

5 6 3 6.00
‘-S

5 8 14 36.00

5 9 22 56.00

5 10 27 76.00
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I

There are several associated costs in addition to the direct com-

puter cost for the APEX III system. A user or potential user must decide

whether to acquire the system for installation on his local CDC Computer

or whether to use the system by remote job entry through the CDC Cybernet

services -

Acquiring the CDC APEX III system will incur the following costs:

Initial Fee $2310.00

Monthly License 410.00

Monthly Maintenance 280.00

The monthly license fee can be eliminated by making a one—time

payment of $19,530.00 which is known as the paid—up license fee. If the

initial fee of $2310.00 is considered as a sunk cost, the monthly cost

for the availability of the APEX III system is $690.00.

Using APEX III through the Cybernet service requires contractual

arrangements with CDC. The user must also have at his site a terminal

through which jobs can be submitted to the APEX III system’s input queue

and through which the APEX III output can be received. A cost may be

incurred for use of the terminal; that charge is imposed by the user’s

organization and not by CDC. Terminal charges at DTNSRDC are $50.00 per

hour. Additional cost for telephone connect time is also incurred by use

of t he Cybernet Services . Presently that cos t is $12.00 per hour.

20
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APPENDIX A
MATHEMATICAL DEVELOPMENT OF THE FILE ALLOCATION MODEL

Dr. Chu ’s file allocation model is an integer linear programming

model in binary variables. Mathematically , a linear programming problem

is one requiring the maximization or minimization of a linear expression ,

referred to as the objective function , which at the same time satisfies e

set of linear constraining relations (equalities or inequalities). A

linear programming problem can be expressed in the form:

N

Maximize (Minimize) ,~~
‘c.X . (1)

i=1

N
Subject to the Ya. .X. < b. -

ij  ,. — j  for j  1,2,... M (2)
Constraints i 1

Each X.) 0 (3)

When all variables are required to be 0 or some positive integer ,

the problem is referred to as an integer linear programming problem. An

integer linear programming problem in binary variables is a special case

in which all variables are required to be either 0 or I. If the objective

function or one or more of the constraints is not linear , the problem is

called a non—linear programming problem .

In integer linear programming in binary variables , the variables

indicate whether a particular action is to be taken. If an action is

to be taken, the variable takes on the value one ; otherwise it takes on

the value zero. In Dr. Chu ’s formulation of the file allocation problem ,

the binary variable “X” indicates whether the j th  f i l e  is stored in the

ith computer as follows :

( 1 jth file stored on ith computer
x..  (4)
~ (O jth file not stored on ith computer

-S i — l , N
4 j — 1,
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where N is the total number of computers in the multicomputer system,

and M is the total number of distinct files in the multtcomputer system.

To insure redundant copies of each file in the system we have the

constraint

N
— r4 f or 1 < j  < M (5)

1—1 ~

If redundant copies of files are not allowed in the network, Equa-

tion (5) becomes
N

1 for all j (6)
i—l -~

To insure that the storage capacity of each computer is not exceeded

we have the constraint

N
ZXijLj .5. bi for 1 

~~ 
i ~ N (7)

j—l

where L~ is the length of the jth file

is the available storage at the ith computer

Each file has a maximum allowable retrieval time at each computer,

which is denoted by ~~~ The expected time for the ith computer to

retrieve the jth file from the kth computer (from initiation of request

to the start of reception) is denoted by aj~k
. To insure that

is less than or equal to Tij, we have the constraint

(1 — X
~j

)X
kJ
ajjk ~ 

T~~ for i ‘i’ k and 1 .~~ J 5 M (8)

When redundant files are not allowed, 
~~ 

or X~~ equals zero and

therefore the product XjjXkj equals zero. 
Equation (8) under this

condition reduces to

-S X
ki
aijk 5. T for i # k and 1 .~~ 

j .5. M (9)

1 
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ajik is equal to the sum of the expected queuing delay (waiting

time) at the ith computer for a channel to the kth computer (wik) ,  the

expected queuing delay at the kth computer for the channel to the ith

computer (w
k~
), and the expected computer access time to the jth file

(t
kj). The total waiting time is therefore equal to:

W
ik 

- wik + wki + tkj (10)

Dr. Chu found that in most cases, the quantity tkj Is much smaller than

= (wik + wkj) and can be neglected. An implied assumption is that

all files are online. If we disregard tkjl the total waiting time is:

W
ik Wik + wkl (11)

Thersiore, a
IJk 

is approximately equal to Wik.

The tran smission of files between two computers is assumed ~o be

full—duplex, that is, each computer is assumed to be able to send and

receive transmissions simultaneously . Figure A—l , reproduced from

Dr. thu’s paper, illustrates the full—duplex operation of the request for

files and the communication of files.

The communication system allows for transmitting request messages

(messages requesting files) or reply messages (files) in a priority

sequence. In most cases request messages are much shorter than reply

messages and are assigned a higher priority. Messages of the same pri-

ority are served in the order of arrival. Transmission of a low priority

message is interrupted by a high priority message and is resumed after the

transmission of the high priority message. This preemptive—resume pri-

ority servicing facilitates optimization, since the queuing delay will be

minimum if the shortest messages are transmitted first. Since request

messages are usually very short in comparison to reply messages, the

delay in transmission due to request messages can be neglected . Under
4— these conditions the queuing system at each computer can be viewed as a

single server queue with constant service time.

The file accessing process was modeled as a Poisson process. A 
ik

represents the arrival rate of requests from the ith computer to the
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REPLY j 1th F I L E REPLY j2th F I L E

Figure A—i — Transmission Path between Each Pair of Computers .

I
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V

kth computer. The entire length of a file j of length L~ is not always

needed each time a request is made for file j.. The average length of a

transaction of file j is represented by £ , ,  where is less than or equal

to L~. The average time required to transmit a file j from the kth com-

puter to the ith computer is represented by l/
~
ijk (service time). The

service time, 1/Isik) is dependent on both and A ik~ 
Both Aik 

and 1/IJ ik
depend on the unknown allocation of the files to the computers. Both A

ik
and l/1sik 

will be expressed in terms of the unknown allocations (Xij).

A
ik 

=~~~~~~~~~~ u
1~

(l_X
1~
)~~~ (12)

j=l

where U
jj 

Is the request rate for all or part of the jth file at the ith

computer per unit time.

The average time required to transmit a reply message from the

kth to the ith computer via a line with transmission rate R is the time

required for the kth computer to reply to all the messages requested

from the ith computer to the kth computer divided by the total number

of requests initiated from the ith computer to the kth computer. This

is represented mathematically as

- ~~~~~~~ ~~~~~~~~~~~~~~ (13)

where l/~~ — £~/R is the time required to transmit each transaction of the

jth file. Since and R are constants, and 
~ik 

are also constants.

The traffic intensity from the kth computer to the ith computer , 
~ik’

measures the degree of congestion of the line that provides the transmis-

sion path between the kth and ith computers, or the fraction of time that

the line is busy. It is defined as the arrival rate divided by the service

rate or mathematically as

4 A 
M

— 

~ik 
— ~~ ~~~~~~~~~~~~~~~ (14)

S —
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I

which is derived from Equation (13) by multiplying both sides by A ik .

The average waiting time, Wq s from the initiation of a request to the

beginning of service must now be computed. This time is required because

it is the time a
ijk 

which must be less than T
ij 

as required by Equation

(7). Before a formula for W
q 
is given, additional background information

must be developed.

In queuing system terminology, the queuing process of the file

allocation model is denoted by MID/i. M stands for Markovian and indi-

cates Poisson file arrival rates for requests from one computer to another,

D stands for Deterministic (constant) service time , and the 1 indicates one

server.

The constant service rate can be represented by the Erlang distribu-

tion. The Erlang distribution is represented by the formula

f (x) = (k_ i)!X e  0 < X < (15)

where k is any arbitrary positive integer and u is any arbitrary positive
constant.

This formula represents a family of distributions. When the parameter

k equals 1, f(x) = iie~~~ which is the familiar exponential distribution.

When k becomes infinite, f(x) equals the constant 1/it and it is for this

reason that the Erlang distribution can be used to represent a constant

service distribution. The queuing process of the file allocation model

can then be represented as M/E.K
/ l, where E

k 
is the Erlang distribution of

type k when k becomes infinite.

Wq for the M/E.K
/1 queuing system is given by the formula

k+1 AikW — — for i # k  (16)
q 2k 

~
‘ik~

’ik — 
A lk)

When E
~K 

represents a constant service time, k becomes infinite and Equation

(16) reduces to Equation (17).

— 2it (
~ 

— 

~ 
for i ‘~~ k (17)

q ik ik ik
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An equivalent expression for Equation (17) is

w — 
1 

___________ for i + k (18)q 1’ik 
2(1 — 

~ik~
Equations (17) and (18) can be shown to be equivalent by substituting A /p

for 
~ik 

in Equation (18) and simplifying the expression.

Substituting W
q 

for a
ijk in Equation (8) gives

(l-X jj)Ekj 
~~~ 

2
~~i: 

~ T~1 
(19)

which can be simplified to the form

(l_X
ij)Ekj

A
ik ~

2iIik(Pik 
_A
ik
)Tjj ~ 0 (20)

When — ii and only one copy of each file is stored in the network,

Equation (20) reduces to

~~~~~~~~~~~ + 2T11
p I u E k i  + uijEkj 

- 2u
2
T1~ 

< 0 (21)

2.—i
1+9.

The total operating cost, which in linear programming is termed the

objective function, must also be expressed in terms of the allocations

(X
i1
). This cost is computed on the basis of the storage and transmission

costs which consist of the following components:

C~~ 
— the storage cost for file j at the ith computer.

Cik — the transmission cost from the ith computer to the kth

computer.

u
~j 

— the average hourly request rate for all or part of the

jth file at the ith computer.

— the average length of each transaction of the jth file.

— the length of the jth file in characters.

r
1 

— the number of copies of the jth f ile stored in the
system.

P
11 

— the frequency of modification of the jth file at the ith

computer after each transaction.
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I

The overall operating cost for the multicomputer system of N computers

and M files is given by the expression:

C = 

~~~~
‘2’CIJ

L
I

X
ii 

+ 2’ ‘

~~~~~~~~~~

‘

-
~~

_ CjkLj u
ijXkj

(i_X
ij

)

i—i 1=1 i—i j—i k—i

+ 
~~~ 4~~~~

’

4 
C
ik
&
j
u
ij
X
kj
P
ik 

(22)

i—i j—1 k—i

where the first term represents the storage cost and the other two terms

represent the transmission costs. Equation (22) can be simplified to the

form

C — ~~~~
‘
~,~~~

‘D~1
X11 

— 

.
‘

.~~~
‘
.~~~

‘Eijk X,~1
X11 (23)

i—j j — i i—i J=1 k=l

where N

Dii 
= Ci1

L
1 

+ ~~~~ (.L + Pkj )Ckj 2.
J

X.KJ

and Eij k 
_~_ C

lk
&
J
u
lj

When only one copy of each file is stored in the network, Equation

(20) reduces to

C — 
.I

’
~~~~

’
D
iJ
X
iJ 

(24)

i—i i—i

Where N

D
ii 

— C
11
L
1 

+ CkjLjukjPkJ
k—i

The optimal file allocation can now be computed when the coat function,

Equation (22), is minimized subject to the constraints given in Equations

(4) , in (5) or (6) , in (7), and in (20) or (21).
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Equations (20),( 21), and( 22) are non—linear. The binary nature of

the variables permitted tranformations to be made that effectively re-

duced the zero—one non—linear formulation to an equivalent linear zero—

one formulation. The technique employed will be illustrated with the

quadratic function , f ( X 1, X2, X3~~~••X n )
~ in which the variables must

be 0 or 1. Obviously , the non—linear term X~ can be replaced by X
1

without affecting the value of the function. A new variable X
jk 

is needed

to replace a product term such as X
I
Xk so that its value corresponds to

the values of X
1 
and Xk as follows:

__ -~~~~~~~~0 0 0
0 1 0
1 0 0
1 1 1

The relation(s) which will insure the desired correspondence must be

developed . Note that X
jk 

is the product of binary variables and there-

fore it must also be a binary variable. Xjk can be constrained to be

a binary variable by requiring it to be an integer variable and impos-

ing the constraint that its value be less than or equal to one.

Given that X
jk 

is a positive integer or zero , it must be shown

that it can be constrained to take on the same value as the product it

represents. If X
1 

and/or Xk is zero , then Xjk must be zero . This

condiition is satisfied by the following two constraints:

X
jk 5~ X1 (25)

X
jk I X~ (26)

These two constraints can be combined by addition as follows:

< X
1 

+ X r~ (27)

When X
1 

and X.K are both equal to one, 
the new variable, Xjk~ 

must

also equal one. Since Xjk equals one depends on both X~ 
and Xk ,  8

a linear relation involving both X
1 

and Xk and requiring Xjk to be greater

29
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than or equal to one is sought. The number “1” can be expressed as (X
j+Ek)

— 1 and therefore the desired constraint can be expressed as:

X
jk 

> X
1 
+ X

k 
— 1 (28)

Equations (27) and (28) and the constraint that Xjk 
is an integer gives

the desired correspondence to transform the non—linear formulation of the

model to an equivalent linear formulation. Higher order non—linear equa-

tions in zero—one variables can be reduced to equivalent linear equations

in a similar manner.

In the application of this linerization technique, each non—linear

term is replaced by the new linear variable and the corresponding two new

constraints are introduced into the problem. For instance, when the

non—linear term X
ij
Xkj is replaced by the new linear variable Xijkj,

the following two constraints are added to the problem:

X~1 
+ X~ 1 

— Xijkj .5. 1 (2 9)

— X
kj 

+ 2Xijkj .~~ 
0 (30)

The file allocation problem can now be solved by minimizing the

objective function, Equations (23) or (24), subject to the constraints

given in Equations (4), in (5) or (6), in (7), in (20) or (21), in (29),

and in (30) when the non—linear terms are replaced by linear terms as

described.
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APPENDIX B
DATA REQUIREMENTS FOR THE COMPUTER SYSTEMS

ARRIBA , APEX III , AND DATASUP

8.1 GENERAL

ARRIBA and APEX III are two computer systems capable of solving

integer linear programming problems. Both systems were considered for

use with the file allocation model. Either system can be used for small

problems (problems in which the sum of the number of computers and files

is ten or less) but only APEX III can be used to solve larger problems.

Documentation on both systems is available from the Control Data

Corporation. The documentation of ARRIBA includes the computer coding.

To facilitate the use of the file allocation model with either solu-

tion system , a computer program DATASUP was written to generate and

format the input data needed to solve file allocation problems by the

model with whichever of the two systems is selected for solution by the

user.

This Appendix describes first, the input data and their formats for

solving integer linear programming problems by the solution systems ,

ARRIBA and APEX III, and second , the input data needed by DATASUP to

generate and format the data for either of the two solution systems .

B.2 ARRIBA INTEGER PROGRANMING SYSTEM

Figure B—i shows the input data setup for any problem to be solved by

ARRIBA.

1. CONTROLS Card — This card contains the data which set the limits

on the parameters governing how long the model will run in attempting

to reach an optimal solution and what output will be printed.
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EXIT

AR R I  BA

ALGORITHM

EOR

MAT R I X  VALUES

MATRIX

EOR

ROWS

R OW ID

TITLE

CONTROLS

Figure B—i — Sequence for Data within Data Deck for ARRIBA

I
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CARD COLUMNS PARAMETER DESCRIPT ION

1 — 8 CONTROLS The word “CONTROLS”

15 0,1, or blank 1 indicates that the input data
are to be printed.
0 or blanks indicate that the
input data are not to be printed

34 — 35 I tera t ions at which the object ive
function values are to be
pr inted.

56 — 60 Iter at ion at wh ich the values
of all variables will be printed .

73 — 80 Maximum number of iterations
allowed by the model in try ing
to reach an optimal solutions.

If the CONTROLS card contains the word CONTROLS only, the parameters

are set to the default values of 0, 10, 1000, and 999, respectively.

2. TITLE Card — This card gives the user—chosen problem title.

The first six characters Qf the problem title appear on all Output .

CARD COLUMNS PARAMETER DESCRIPTION

1 — 6 TITLE, The word “TITLE” followed by a
comma.

7 — 80 Any title information selected by
the user.
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3. ROW ID Card — The third card , a header card which signals

the beginning of the rows section , con~.ains ROW ID in columns 1 — 6.

it is followed by rows identification cards in the following format:

CARD COLUMNS PARAMETER DESCRIPTION

12 +, — , or + indicates that the constraint
blank is of the form <

— indicates that the constraint
is of the form >.
A blank indicates that the con-
straint is of the form = .

13 — 18 Row Identi— Row name in six alphanumeric
fication characters.

The first row name is always the name of the objective function . The

objective function row must contain a “+“ in column 12 to indicate mini-
mization or a “—“ to indicate maximization.

4. EOR Card — This card terminates the definition of rows. The

EOR card is not to be confused with the End—of—Record Control card used

in the CDC Scope Operating system . The EOR card contains “EOR” in

colum ns 1 — 3.
5. MATRIX Card — This card signals that the body of the matrix

follows. It contains the word MATRIX in columns 1 — 6. The MATRIX cards

are followed by matrix values cards in the following format:

CARD COLUMNS PARAMETER DESCRIPTION

7 — 12 Variable Name 1— to 6—character column vari-
able name.

13 — 18 Row Identifi— Row identification must c,.rres—
cation pond to the row identification

given in the ROW ID section .

19 — 30 Matrix Values Non—zero matrix values read
in with F12.6 specification.
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6. EOR Card — This card is identical to the EOR Card described

in subparagraph 4. It signals the end of the matrix values.

7. ALGORITHM Card — Three algorithms are available as solution

techn iques for  problems to be solved by ARRIBA. The Gomory cutting p lane

technique has been determined to be the best choice for the file alloca-

tion problem. This algorithm is iden tif ied by p lac ing “IPSC ” in card

columns 1 — 4.

8. ARRIBA Card — Thia card contains the word “ARRIBA ” in card

columns 1 — 6 and signals the system to begin computati-rn .

9. EXIT Card — This card contains the word “EX1’~ in card columns

1 — 4 and signals the end of the job.

B.3 APEX III MATHEMATICAL PROGRAMMING SYSTEM FOR USER S OF CD, COMPUT~-.RS

Figure 8—2 shows the input data se~ up for the c u e  i~~ ocat ion

model to be solved by the APEX III system .

1. NAME Ca rd — This is the first car.! of the i..c .. ouck . Is

the problem header card whi.~h identifies the probl .~’ by a Litle.

CARD COLUMN S PARAMETER DESCRIPTION

1 — 4 NAME (Title) The v,rd “N AME ’

15 — 24 Problem Name This is the user—chosen pr~ ’~lem
name using 1 to 10 .~I~ihanI!rJeric
charac ters.

2. ROWS SECTION HEADER Card — This is the second header card of

the data deck. It signals the beginning of the rows section.

CARD COLUMN S PARAMETER DESCRIPTION

1 — 4 ROWS The word “ROWS”
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BOUNDS DATA

80U?’ JS HEADER

RHS DATA

RHS HEADER

/
COLUMNS DATA

COLUMNS HEADER /

ROWS DATA

ROWS HEADER

NAME (TITLE)

Figure B—2 — Sequence for Data within Data Deck for APEX III

__________— _

: 

________
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3. ROWS SECTION DATA Cards — These cards immediately follow the

ROWS header card . They define the constraint relations of the linear

programming problem and assign names to the rows.

CARD COLUMNS PARAMETER DESCRIPTION

2 — 3 E, C, or L E — equality
C — Greater than or equal to
L less than or equal to

5 — 14 Row Name This is the user—chosen row name
using 1 to 10 alphanumeric
characters.

4. COLUMNS SECTION HEADER Card — This header card signals the

beginning of the Columns section. It contains the word “COLUMN” in card

columns 1 — 7.

5. COLUMNS SECTION DATA Cards — These cards immediately follow

the column header card and define the coefficients of the column vari-

ables. (These data correspond to the MATRIX values of the ARRIBA system).

• CARD COLUMNS PARAMETER DESCRIPTION

5 — 14 Variable Name 1— to 10—character column vari-
able name.

15 — 24 Row Name - 1— to 10—character row name

25 — 36 Matrix Co.- Non—zero matrix coefficients.
eff icient

6. RIGHT—HAND—SIDE .(RHS) HEADER Card — This card is the fourth

required section header and must follow the columns section data. This

card contains RHS in columns 1 — 3.

5—

0
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7. RHS SECTION DATA Cards — These cards immediately follow the

RHS header card. They contain the values on the right side of the re-

lation signs. The format for these cards is the same as the format for
the columns section data. Columns 5 — 14 contain the 1— 10—character RHS

column name.

8. BOUNDS SECTION HEADER Card — This card is the fifth required

section header and must follow the RHS section data. It contains “BOUNDS”

in card columns 1 — 6.

9. BOUNDS SECTION DATA Cards — These cards immediately follow

the Bounds header card.

CARD COLUMNS PARAMETER DESCRIPTION

2 — 3 BV BV indicates that the bounded
variables take on values of 0
or 1 only.

5 — 14 BOUNDS User chosen name for the bounds
set in one to ten characters.

15 — 24 Variable Name This is the same variable name
used in the columns data section

B.4 DATASUP - DATA GENERATIN G AND FORMATTING ROUTINE

Figure B—3 shows the input data structure for DATASUP. The variables

N and M are used throughout this subsection and will always have the

meaning defined in subparagraph 1.

1. The first data card contains the values of the three variables

N, M, and p, where N is the number of computers, H is the number of files,

and p is the rate of service (service rate is the number of files that can

be transmitted per unit of time; 1/p is the average service time). The

formats for these data are 14, 14, and F4.0, respectively.

2. The second card or group of cards contains values for the

one—denensional array SLC. The elements of this array are the average

lengths of transactions of each of the M files. The format for these M

elements is 10F8.0.
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TITLE

$ CONTROLS

P(Array)

T(Array)

U(Array)

ROAST2(Array)

ROAST 1 (Array)

A LPHA (Array)

CA(Array)

SLB(Array )

SLC(Array)

N.M,~~

Figure B—3 — Sequence for Data within Data Deck for DATASIJP

4-.
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3. The third data set contains values for the one—dimensional

array SLB. The elements of this array are the lengths in characters of

the M files. The format for these M elements is lOE8.O.

4. The fourth data set contains values for the two—dimensional

array CA. The elements of this array are the transmission costs between

each two computers of the network. This array contains N x N elements.

The first row of the Array contains the transmission costs between the

first computer and each computer of the network. The second row contains

the transmission cost between the second computer and each computer of

the network and so on until the transmission costs between eac1~ pair of

computers are included. Note that the elements along the diagonal of

this array are all zeros since each of these elements represents the

transmission cost between a computer and itself. The format for these

elements is lOE8.O.

5. The fifth data set contains values for the two—dimensional

array ALPHA. The N X H elements of this array are the storage costs for

each file at each computer. The elements are read in by rows with the

first row containing the storage costs of the 14 files at the first com-

puter. The second row contains the storage costs of the M files at the

second computer and so on until all elements are included. The format

for these elements is lOE8.O.

6. The sixth data set contains values for the one—dimensional

array ROAST1. The M elements of this array are the lengths in characters

of the M files. These lengths are expressed in terms of the length in

characters reduced by a factor of 1000. For instance, 10 in the array

represents a file length of 10,000 characters. The format for these

elements is lOF8.O.

7. The seventh data set contains values for the one—dimensional

array ROAST2. The N elements of the array are the lengths in characters

of the storage availabilities of the N computers of the network. These

lengths are also expressed as the actual lengths reduced by a factor of

5.- 1000. The format for these elements is lOF8.O.

8. The eighth data set contains values for the two—dimensional

integer array U which contains N X H elements. The elements of the array

are the hourly request rates for all or part of the N files at each of the

40
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N computers. The elements of this array are read in by rows with the

first row containing the request rates of the N files at the first corn—

puter. The second row contains the request rates of the M files at the

second computer, and so on until the request rates of all files at all

computers are included . The format for these elements is lOF8.0.

9. The ninth data set contains values for the two—dimensional

array T. The N X H elements of this array are the maximum average re-

trieval time in seconds for each file at each computer. This array Is

read in by rows with the first row containing the maximum retrieval times

for the H files at the first computer. The second row contains the

maximum retrieval times for the N files at the second computer and so on

until all elements are included. The format for these elements is lOF8.O.

10. The tenth data set contains values for the two—dimensional

array P. The N X M elements of this array are the frequency of modif I—

cation of the jth file at the ith computer after each transaction. This

array is read in by rows with the first row containing the frequencies of

modifying files at the first computer. The second row contains the

frequencies of modifying files at the second computer and so on until the

frequencies of modifying all files at each computer are included. The

format for these elements is 20F4.2.

11. The eleventh data set contains only one card. This one card

supplies input to the CONTROLS card of the ARRIBA system. If the default

values (See Section B.2) are to be used for these parameters , this card

must be left blank.

4—
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CARD COLUMN S PARAMETER DESCRIPTION
1 — 8 CONTROLS The word “CONTROLS”

15 0,1, or blank 1 indicates that the input data
are to be printed.
O or blank indicates that the
input data will not be printed.

34 — 35 Iterations at which the objec-
tive function values will be
printed.

56 — 60 Iterations at which the values
of all variables will be printed.

73 — 80 Maximum number of iterations
allowed by the model in trying
to reach an optimal solution.

12. The 12th data set also contains only one card. This card con-

tains any title information the user chooses for his problem. All 80
columns of the card may be used.

~~~~~~

I
t
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APPENDIX C
PROBLEM ORGANIZATION

Using the equation numbers given in Appendix A , the file allocation

model minimizes Equation (24) subject to Equations (4), (6), (7), (21),

(29), and (30). The organization of the problem shown below is the organi-

zation from which the row and column numbers shown in Figures 3 and 4 are

obtained.

1. Objective function row

.IL”.~~~

’
D
iJ
X
iJ 

(24)
i—i j—l

2. 

ZuiL~~ &~~ j  + 2T
ijPZu i&~~~ 

+ ~~~~~~ - 2u 2Tij < 0 (21)

1— 1 i_i

where j + £ and i + k for i 1, N; j — 1, N; and k = 1, N

This constraint set consists of (N—1)(M)(N) equations.

3. — Xj~ 
— X.~ + 2Xijkj ~ 

0 (30)

This constraint set consists of N times the combination of M rows
6 taking two at a time , (N (C (M ,2)J), required by the non—linear terms in

Equation (21).

4. X~~ + X.~ — Xijkj 
< 1 (29)

This equation set also consists of N[(C(M,2)] rows, required by the

non—linear terms in Equation (21).

5. 

~~~~~~~~~~ 
X
1~ 

= 1 for all j (6)
i—i

This constraint set consist of 14 equations. It insures that each

file is allocated to one of the computers. This constraint also satisfies

the requirements of Equation (4) that all X1(s be 0 or 1.

6. 

~~~~~~~~ X~~L~ < b
1 

for 1 < i < N (7)
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This constraint set consist-s of N equations. It insures that the

storage capactit ies of the computers are not exceeded.

The numbers of rows (including the objective function row) and

columns (including the RHS column) of any problem can be computed from the

follow ing formulas:

Number of Columns (N X M) + N(C(M,2)] + 1
Number of Rows = (N—l)(N X M) + 2N[C(M,2)] + (M+N) + 1

-S.
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PROGRAM DATASUP
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