
Ii *O-AOS9 901 I. N K CORP SILVER SP*INS MO Pfl 6/2V TOWARD AUTOMATIC EXTRACTION OF CARTOGRAPH IC FEAT1JRES.(U)
$4 7$ S STOCKMAN DAAK7O —77—C eOjlOUNCLASSIFIED CTL—0153 II.

_
_______

I

I~ E~Et _
I _ _ _  

I sJDot



1.0 ~~ 
Ill~t

~ III~L L

I.’ IlH~°

11111’ .25 IUUi~ flffl l •Ô

E l ;  t . E E ~~~ ;~~~~ 
- Il



LEVEL”
~.TL-O153

TOWARD AUTOMATIC EXTRACTION OF CARTOGRAPHIC FEATURE S

George Stocicinan
L.N.K. CORPORATION
302 Notley Court

C..) Silver Spring, Maryland 20904

uJ -

La-

C-,
~~~~~ July 1973

Contract Report

Approved for public release;distribution unlimited

Prepared for

U.S. Army Engineer Topographic Laboratories
Fort Belvoir , Virginia 22060

78 j O 04 011



Destroy this report when no longer needed.
Do not return it to the originator

The findings in this report are not to be construed as an official
Department of the Army position unlese so designated by other
authorized documents.

The citation in this report of trade names of cou~~erciai1y available
products does not constitute official endorsament or approval of the
use of such products.



UNC LASS IF tED
SECuRIT~ —et.AssIFIcA’rIoN OF ‘rNIS PAGE (W7,.n Data EnI.rad~

(fl) REPORT DOCUMENTATION PAGE BEFORE COMPLETrNG FORM
REP ER 2. GOVT ACCESSIO N NO. 3. REC~PIEM~~ .k-eATALOG NUMB ER

—~~~~ET~~~~~53j (7 )
I. TIfl.~~ (~ ia &Watj.a.) . ~~~~~ 

5 ~ YP E OF ~~~~~~~~~~ ~~ FQIt’ fl ~~~~~~~~
I TOWAR D }~.UTOMATIC EXTRACT ION OF CARTOGRAP iiIC Contract-/ F m l .  ~. -

FEAT URE’S , . . I L— 
‘ 6. PERFORMING ORG. R EPORT NUMB ER

au.X 6. CONTRACT ~,9~R GRAN L..f4.i.L ER(a)

, )O ~ Geor~~~~tockman (/ ~ 
I DAAK 7~~-77-C -p11~~ 

~- --- 
_ ._ _ I ,

~~~~~~~~~~~~~~~~ ---.~~~~~~--~~~~~~ 

9. PERFORMING ORGANIZATION NAM E AND ADDRESS TO .  PROGRAM ELEMEN T, PROJ EC’ , TAS K
AR EA 6 WORK UNIT NUMBERS

L.N.K. Corporation -

302 Notley Court /
Silver Spring , Maryland 20904

It . CONTROLLING OFFICE NAME AND ADDRESS / 1 7. REPOAT ~~~~.Ij.. -

U . S .  Army Engineer Topographic Laboratories ( If JuL~ ~*78 
- 

-

Fort Be].voir , Virginia 22060 —_.--~~~~ “~

___________________________________________________________ 119
1 4. MONITORING AGENCY NAME & ADORESS(l l dIlf.rwt f r oa, Controlling OUlc.) IS. SECURITY CLASS. (of tAll r.port)

U.S. Army Engineer Topographic Laborato S
Fort Belvoir , Virginia 22060 

~~~~ j / Unclassified
/ ~ j  ,J /

~

_

~ 

~ 
1

15a .

1 6. DISTRIBUTION STAT EMENT (oi IA!. R.port)

Approved for public release;distribution unlimited

17. DISTRIBUTION STATEMEN T (01 IA. ab.,ract .nt.r.d In Block 20. II dJ ff. r .nI f,om R.porI)

IS. SUPPL EMENTARY NOTES

19. KEY WOR DS (Continu. on r .v.r a. .ld. II n.c.a. y aid Id.ntlI’y by block numb.r)

artificial in te ll igen ce , automated carLography,carcograp~ijc feature extraction ,
geographic data bases , geographic knowledge sources , image analysis , image

understanding , pattern recognition

ASST’RACT (~ail~~ a. ,, v.r.. .~~~ F? n~~~ a.~~y ~~d IdaiJily by block nia,b.v)

AThe problem of automatically extracting map symbology from source imagery is
studied . It is concluded that a grea t deal of geographic knowledge used by
humans , who currently perform this extraction function , must be made available
to machines before the function can be automated . Several geographic knowledge
sources are discussed and an attempt is made to define paradigms under which
knowledge can be encoded and used in the computer. - . .~~

DO ~~~~~~~ 
1473 eon~os o, F NOv SS ISoSo&Erc UNCLASSIFIED

~ .d ~I1 (~ - 

SECUAITVCL*S* IFICAT1OW OF THIS PAGE (Wbiai D.t: ~•‘~~~~



20. continued

l~~~L~~An automatic cartographic feature extraction system (ACES) is sketched which
represents a best framework for continuing development on this difficult problem
given current achievements. A systems approach is taken with first consideration
given to desired outputs and available inputs. It is concluded that input/output
technology is far in advance of technology available for interpretation of the
data. Emphasis is placed on the use of knowledge by ACES during automatic inter-
pretation of imagery . Many types of knowledge typically used by humans appear
difficult to engineer into automatic processes. Use of positional knowledge en-
coded in a geographic data base (GDB) is selected as the most proinisir~g avenue.
Proposals are given for future research work in that direction.
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Abstract

The problem of automatically extract ing map symbology f r om source imagery

is studied . It is concluded that a great deal of geographic knowledge used by

humans , who currently perform this extraction function , must be made avaflable

to machines before the function can be automated . Several geographic knowledge

sources are discussed and an attemp t is made to define paradigms under which

knowledge can be encoded and used in the computer .

An automatic cartographic feature extraction system (ACES) is sketched which

represents a best framework for continuing development on this difficult problem

given current achievements. A systems approach is taken with first consideration

given to desired outputs and available inputs. It is concluded that input/output

technology is far in advance of technology available for interpretation of the

data. Emphasis is placed on the use of knowledge by ACES during automatic inter-

pretation of imagery. Many types of knowledge typically used by humans appear

difficult to engineer into automatic processes . Use of positional knowledge en-

coded in a geographic data base (GDB) is selected as the most promising avenue.

Proposals are given for future research work in that direction.
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1. In t roduc t ion

The processing of geographic data has reached a high level of automation.

Automation has affected data gathering , data storage , data comb ination , and

map compilation . Airborne sensors , such as those in Landsat , are collecting

image data at an incred ible r a t e .  In order to process , comb ine , and exchange

data , institutions in the field of geograp hic data processing are archiving

image data and symbolic abstractions of it in digital computer useab].e form.

Computer based systems have been built to provide the function of rap id map

re”ision. Altering a map encoded in digital electronic storage requires only

that the small number of changing features be altered in representation . Auto—

rna t i c  drafting is readily available for producing standard map sheets from

computer st red data.

There is one great bottleneck in automated cartography — — the symbolic

features which are to represent raw input imagery must be extracted by human

operators. Generally th is is a tedious and time consuming process of identif ying

a feature to the computer and then manually tracing its extent on the source

material mounted on a digitizing table. The remaining problem is therefore that

of automatic extraction of symbolic cartographic features from source imagery.

The payoff  ear ned by solving this problem would be astronomical. There is a greatly

increasing requirement for timely image anal ys is in order to manage ear th resources

,1



to monitor polution , to understand phys ical phenomena , to record and tax land

use , to plan and assess the impact of construction projects , to provide recon-

naissance in hostile areas , to manage agriculture , to monitor hydrology , etc .

While the promise is great and the search is intense , we are st ill far from

a general solution to the feature extraction problem. There are many researchers

in the field doing work under various titles such as pattern recognition , image

or picture processing , computer vision , robotics , scene analysis , or artificial

intelligence (A.I.). It is now apparent that the problem must be approached by

taking many small steps since dramatic results have eluded the ~~st of seekers

for 20 years. One of the goals of the research reported here was to identif y

some of the steps to be tried as part of the overall solution to automation of

feature extraction for cartographic compilation.

In order to understand the current state of automation in cartography and

the position of feature extraction in it , a systems oriented approach was taken

to structure the study. An assessment was made regarding wha t components of an

automatic system arecurrently available and what components need to be created .

The hypothetical system desired is called ACES for “Automatic Cartographic

Extraction System” . Output products desired from the system are discussed first

in Section 2 along with current automation for producing them . Available ~T uts

and devices for producing them are considered in Section 3. Section 4 g ives a

general discussion of components of ACES which must perform the transformation of

2



data. The knowledge component necessary f o r  ACES , c u r r e n t l y suppl ied by

humans , is s tud ied in Se c t i o n  5 and par ad igms for  appl ying knowledge in the

feature extraction process is treated in Section 6. Section 7 presents a

general overv iew of possible ACES ~~~ O CC SS  control. Outstanding problems

requiring work are discussed In Section 8 and future research directed toward

solution of some of these problems is ou t l i ned  in Sec t ion 9.

A summary of the conclusions reached , discussed in Section 10, are as follows .

The cartographic feature extraction probLem is a difficult problem with difficult

subproblems . Certain of the subproblems , such as registration and use of a geo~

graphic data base as a knowledge source , appear to have reasonable solutions . rhe

eng inee r ing  of knowledge fo r  use in cartographic feature extraction is the key

issue . No unified paradigm exists but several individua l paradigms exist which

potent ially solve some subprobiems . Dependence oii the use of knowledge makes the

ACES issue generic to other central Issues of A.L. It is the most important issue

and there is muc h useful work to be dI ln e  on  it.

3



2. Automatic Cartographic Extraction System Output Objectives

Since a system is originally conce ived to sa tisf y some specified objective ,

it is best to begin by noting the desired products which the system is to produce.

There are several products which we could expect from ACES . First of all, we

would like to produce standard cartographic sheets and thematic maps and over-

lays. Second ly, we would like to create spec ial non standard products of the

same general kind by quick compilation from the standard digital data base.

Th irdl y, there is great interest in creating d igital data bases to be used

by oth er automatic systems. Such systems include navigational systems and en—

viromental or traffic modeling systems.

Even the produc t ion of thematic  maps requires some in terpre ta t ion  and

symbolization of data: thus it can be assumed that all ACES output is indigital form .

Map sheets may be crea ted  from d igit a l  ACES o u t p u t  products  by D/A conversion

such  as p l o t t i n g . Thus , because of the i n t e rp re t a t ion  and symbol iza t ion  ACES

must perform in processing data , it follows that ACES logic will all be digital

and that ill analogue inputs must be converted before interpretation. The

general ACES obj ective is therefore to create digital data bases. The exact for—

nat of the data bases is left undefined In this report , but Sections 4,5, and 6

dis cuss in some de ta i l  types of information to be stored . Format will vary

ording t the process tha t consumes the data . In pa r t i cu la r , ACES w i l l  be

one of the  Larger users of its own product due to the fac t that it mus t use stored

knowledge to aid in interpretation of new input imagery

.4



2.1 Cartographic details: resolution , scale , and positioning

Aerial imagery is already a primary input source for map

making as well as for land use classification. Most map

compilation techniques have used human interpretation and human

mensuration of the input data. The level of automation is ,

however , steadily increasing. For instance , it is now possible

to make elevation maps semi—automatically from st.~reo imagery in a

production shop. Thematic maps of ERTS imagery are also

commonly produced. Although there are differences in data

collection techniques between airplane and satellite surveys

there are no conceptual differences between them from the

standpoint of automatic map compilation.

It is assumed that input to an automated cartographic

system is a matrix of spectral signatures collected from some

‘ rectangular ” window of the earth’s surface. The problems of

restoration and geometric transformation necessary to produce

the input matrix are not addressed here. (There is evidence

that these problems have acceptable solutions in the interesting

cases.) For practical purposes an aerial photograph can be

regarded as a matrix of infinitely m~ ~y spectral samples of

the earth’ s radiance. For digital processing, however , the

window is represented as a matrix of m rows and n columns of

pixels each of which is obtained by integrating continuous

radiance samples over some grid cell or resolution element.

S 
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It is not necessary to produce photographs for automatic mapping.

I t  is q u i t e  common f o r  image ry  to be converted to digital form

at the platform (plane or satellite) and transmitted to earth.

The ERTS—l satellite sampled and transmitted spectral signatures

of’ 60 meter (m) by 80 m units of the earth’s surface. Seven

million of these units created a digital image , or frame ,

which represented a window of roughly 185 km by 185 km on the

earth. Various sizes of resolution elements are possible

depending upon the height of the imaging platform and sophisti-

cation of equipment. Weather satellites deliver resolution

elements 800 m on a side while Skylab cameras are capable of l2m units.

Digitally produced maps should have a ~~~ resolution of

0.05 mm based on the experimental evidence that a human can

resolve 10 line pairs per millimeter. The experience of the

Defense Mapp ing Agency Topographic Command confirms this

estimate: a grid spacing of 0.004 in. 0.10 mm was found to

be too rough for the eye while 0.002 in. 0.05 mm was suitable.

Maps output by the GISTS (Graph ic Improvement Software Test System) system

at DMATC (See Burdette et al., 1973 .) can be v iewed as very large matrices
of 21

~ by 21
~ resolution elements.

Accepting 0.05 mm = 5 x 10~~ m as the required map resolu-

tion yields a simple relationship between map scale and ground

resolution.

6
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Rg 
= 5 X l0~~ Sm (Eq . 2 . 1 )

where Rg is ground resolution in meters and is map scale.

(See D o y l e , 1973 , for a similar development.) Taking ERTS

resolution to be 70 m on the ground , a map scale of 1:1 ,400 ,000

is appropriate for a 1 to 1 correspondence between ground

resolution elements and map resolution elements. Deviation

fr o~n this scale toward smaller scales (i.e. 1:5 ,000,000) implies

a waste of sampling and storage effort while deviation toward

larger scales (i.e. 1:25 ,000) implies errors in representation.

Each po int on the earth’s s u r f a c e  can he ass igned a

position with respect to some local or global coordinate system .

U . S . ma p a c c u r a c y  s t a n d a r d s  s p e c i f y  t h a t  t h e  s t a n d a r d  e rro r  f o r

point positions should not exceed 0.3 mm on the map . Thus the

point positioning accuracy limit for a mapping technique is

as f o l l o w s .

< 3 x l0~~ Sm (Eq . 2 . 2 )

where 
~ 

is the standard error in meters and Sm is the map scale.

(See Doyle , 1973.

Ground con trol points can be positioned from low altitude

pho togra phy t within 1 m and f rom ERTS ima gery 50 m

accuracy can be achieved (Van Wie , 1977) .  Th is is good enou gh

f o r  c u r r e n t  purposes and is likely to be further improved

with the future placement of navigation satellites .

Accord ing to Doyle (Doyle , 1973) the type of photographic

equ ipment in the Skylab satellite is capable of 12 m ground

resolu tion and 10 m positional accuracy, wh ich n e a r l y

a l lows c o m p i l a t i o n  of maps of scale 1:25 , 000 i f  equa t i ons

7
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2.1 and 2.2 are checked . Wh ile this map scale is not large

enough for reconnaissance or tax assessment purposes it is

su l ficient for a large number of applications. With 1 m

resolution and 1 m positioning nearly all types of maps could

be produced.

8
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2.2 ACES output products

I t was  p r e v i o usl y stated that there are 3 g en e r a l  c l a s s e s  of

output to be generated by ACES. The first of these classes contains

standard car tographic sheets and thematic maps. Section 2 .1 co ncluded

that maps of scale 1:25000 could currently be compiled using satellite

p latforms and tha t scales as large as 1:2500 were probabl y a c h ie v a b l e

with military satellites. Once cartographic feature extraction is

a c c o m p l ished with the symbolic resu 1 ts stored in computer readable form ,

m a n y  spe ci a l ized  prod ucts could rapidl y be prod uced. Special hill—

sh ading techniques could be used , for instance , t o d r a m a ti ze  r e l i ef

for pilots about to fl y over a given area a t a given time of day.

Thematic mapping , made more popular by the advent of Landsat , is a con-

venient way of using the grid—cell method of land feature symbolization.

Le nding themselvesreadilyto automa t ic classification , thematic maps in-

d icate the land class of each ground resolution element without much

consider ation of its relationshi p (local or global ) to other elements.

The g lobal feature structure of the mapped terrain is not symbolized

in the computer data base but hopefull y will be supp lied b y the per—

p 
ceptual system of th e h uman u s e r  of  the m a p .

Once geographic da ta is compiled and archived , it w i ll be  p o s s ib l e

to rap idl y produce special produc ts by selection and combination. For

9
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examp le , an engineer may have the need to know all parts of a region

whe re ground elevati cn is less than 1200 feet. A two—color thematic

map generated from an elevation matrix might satis f y his require .nent .

As another examp le , a m ilitary commander nig h t want to see a ”conto ur

p l o t ” of a trafficab ility function t (x ,y) indicating the mechanical

properties of the soil in a given region. Such special products could

be generated from ACES archives as the need would arise and would not

necessarily impose any considerations on the system design.

ACES arch ives could also provide digital data bases for other

automatic terrain anal ys is systems. For instance elevation matrices

and drainage features compiled in ACES could be input to h yd r o l o g ic a l

modeling programs . All features might be necessary as input to a

tra fficability program whose job it is to find the best pat h of travel

for a truck going from pO i n t  A to point B. As yet another example , two

archived maps of the same area made for different dates could be com-

pared to produce a map of change. These uses of ACES data do not reall y

depend on automatic feature extraction and are currentl y possible with

current geographic data base systems which depend on human feature

recognition.

2 . 3  A C E S  p e r f o r m a n c e :  cos t and  qual ity

Past automation techniques have alread y shown that acceptable

qua l ity can sometimes be maintained with possible cost reduction. Cost

10
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can be measured in dollars , in time , or in the number of errors in the

product. Quality is currentl y dependent on human feature extraction:

automatic elevation contouring, for instance , do es not produce results

as satisf ying as those done by a cartographer. It will probabl y r e m a in

tr ue for some time that automatically compiled p r o d uct s w i ll be  no t i ce .—

a b l l y more co arse than those done by humans and that progressive re-

f inement will cost more and more to achieve. One answer to this pro-

blem is to economicall y prod uce the coarse maps knowing that human

cons umers have the perceptual capability to smooth the interpretation

wh en necessary. The thematic maps produced automaticall y b y ERO S f r o m

LANDSAT imagery exemp lif y th is p h ilosophy. Achiev m ent of good quality

mapp ing by automatic means regardless of cost is an important research

goal. If and wh en that goal is reached , another period of development

w ill be required to produce that quality at a cost competitive with

prese nt manual methods.

2 . 4 Out put devices and techniques

Var ious sophisticated devices are currentl y available to meet map

accuracy standards in prod uction p lotting or to allow graphic inter-

ac ti ve e x p lora tion of a geographic data base. Production output devices

include random vector p lotters (drum or flatbed), raster p lotters (drum

or flatbed), and electron beam recorders. Both raster and vector p lotters

11 
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can output a 5xlO~ symbolic point map at 0.002 inch resolution in

less than two hours. The choice of a particular output device w i l l

depend upon further reproduction steps. Currentl y there is a trend

tow ard raster p lot ters and away fr om established vector p lot ting.

There are algorithms for converting between symbolic raster and

vect or representations whic~h pres ent no problems in batch mode(i.e. in

p r o d u c t i o n  mode). However , for graphical presentation to an inter-

active human , th e conversion algo rithms are time consuming. If the

geog raphic data base (GDB) uses vector representation , a so rt (and

perhaps broadening) is required for raster presentation. If a raster

repres en t at ion is stored , then a tracking (and perhaps thinning) oper-

ation is needed . Accessin g and converting the data in this manner

p laces a bottleneck in the system , not onl y for geograph ical output

b ut also for delivery to data processing programs which operate with

a representation other than that used in the GDB. There is no apparent

solution to this data representation problem other than bearing the

cost (in time and processing) of conversion because neither raster nor

vector represe ntation is sufficient for all processing and it seems

f utile to maintain data in both forms.

Sect ion 3 discusses input devices which often dou L le as ou t p u t

d evices , so f urther discussion is deferred until that section. A

s imilar assessment is made for both input and output technology - -

t h e  c u r r e n t  c a p a b i l i t i e s  f a r  exceed the current capability to meaning—

f u l l y interpret the data automaticall y .

12
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3. System input requirements

In order to der ive the geographic data products discussed in Section 2,

ACES must be provided with varied input. Several forms of input are necessary ,

the most obvious of which is aerial imagery containing current sensor inform-

ation. Other inputs are base maps and names which are not apparent in imagery

and knowled ge for interpreting image data. Knowledge may be implemented by a

combination of software and data base or by an interactive human analyst.

3.1 Aerial imagery

tip—to—date geographic information is easily obtained via aerial imagery

from a var iety of sensors. Black and white stereo photograph y has been the most

common form in the past but other sensors such as infrared and radar are gaining

in use. Multispectral imagery, where a set of registered images from different

sensors is prod uced , has been th e subject of intense effort since 1972 due to the

LANDSAT program . Due to the limited use of knowledge by automatic processes rela-

tive to humanphotogrammetrists it appears that multispectral imagery will be pre-

ferred for some time to cr~me in automatic analys is tasks. Major problems in using

multispectral imagery are 1) registration of sensors , 2) different resolution of

sensors , 3) low resolution of some sensors , and 4) high volumes of data. Huge

amounts of B&W photography are gathered and analyzed for current information needs.

? ‘  ~~~ - ~‘ - ‘
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it is estimated that the Air Force alone obtains 10 million pictures each year.

Thus the tremendous momentum of current manual procedures will surely in f l uenc e

t uture experiments in automatic methods.

3 1.1 Black and white stereo

Black and white (B&W) stereo photography is the most common input to map

compilation. Highly developed hardware/software systems exist for rapid extract-

ion of information. Equipment such as UN AMACE [ UNANACE 1968 1 exists for

nearly automatic extraction of elevation matrices from stereo pairs. Extraction

of features such as road or drainage networks or vegetation windows is manually

guided . ¶
~4hiLe the human provides the pattern—recognition and processing control

capabilities the machine handles rectification , coordinate transformation , and

digital storage [ Dubuisson 1977 ] .  Automatic extraction of elevation data

is successful because it depends only on low—level techniques which correlate

images taken under almost identical conditions and which are already approximately

registered according to flight control information. Even so , extraction of elev-

ations in uniform ly textured regions, such as forests , can be difficult and errorful.

It would be a great accomplishment if automatic tracking of lineal features in B&W

photography could be achieved . Knowledge more sophisticated than a stereo model

surely will be required . A proposal for using an existing map and elevation data

for automatic tracking of drainage is discussed in Section 9. In general analysis

of B&W imagery requires the use of large neighborhoods and global knowled ge — —
app ropr ia te for  human ana lys is, problematical for automatic analysis.
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3.1.2 Multisensor imagery

The chief characteristic of multisensor imagery is that for each small

geographic neighborhood several signals are available which when combined

give strong indication of the mate:ial being viewed . Knowled ge of the material

present it geographic position (x,y) allows for simp ler tracking o l~ cartographic

features than is possible with B&W imagery. Unfortunately, there have been few

experiments reported where attempts were made to automaticall y track lineal

features in multisensory imagery . This is due in a large part to the concen-

tration of research on low resolution LANDSAT data where most cartograp hicall y

interesting lineal features are beyond recognition. Higher resolution multi-

sensory imagery is not readily available — — certainl y not to the academic

community .

Collecting niultisensor data is not as simple as gathering black and white

imagery. Multispectral sensed data (MSS) is gotten by splitting a beam of light

reflected from earth element (x,y) and filtering the branching beams to get tona l

samp les in each of the bands . Accurate registration is assured by beam sp Litting .

If different sensors or different platforms are used registration becomes more

d ifficult. Radar and infrared sensors have lower resolution capabilities than

v isible l igh t and this presents additional problems. A vector of tonal samples

can , however , be der ived for each earth element (x,y) in an output grid by using

a transformation system as implemented in DTEDS[Jancaitis l977]orDIRS [Van Wie ,19771.
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To do th is separate coordinate transformations T . (x ,y) must be gotten for

each band i of sensory input. Some interpretation of each image i is necessary

to arrive at T ., such as specification of control points or recognition of

structural features . This presents no theoretical probl em but can result in

a great deal of computation in practice.
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3.2 Cartographic name file

Names o f geographic features are abstractions and are not at all evident

in aerial imagery. Yet , names are essent ial for recognition and communication

in geograp hic displays. Names are really tags for concepts which include both

qualitative and quantitative information. For instance the name of a city

could evoke a latitude and longitude , a population , an eleva t ion , an average

temperature and rainfall , political entities , etc. A name often l inks to other

names ; for instance , Ph iladel phia is in the state of Pennsy lvania , located on

the Delaware River , and has Rizzo as mayor. There appears to be no end to the

comp lexity which name concepts can create and no unique way for organizing name

data for storage and retrieval.

For standard cartographic expression file formats for name data can be

established . U.S.G.S. has developed the GYPSY system !Orth 19741 b r  storage

and retrieval of name data. Clearl y onl y minima l information must be stored

with -i name for use in creating standard map symbolization. For Instance , for

small towns the .~eographic coordinates and population should suft ice. However ,

to provide for creation of specialized thematic products it may be important to

have information items such as amount of electricity consumed , type of water

system , number of Exx on serv ice s ta tions , or percentage of the population under

40. ClearL y some range of output products must be specified before practical

data base can be established .
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Names can be attached to any of the three basic geographic data types

- — points (i.e. a mountain peak) , l ines (i.e. a river), and regions (i.e. a

desert). Names will be absolutely essential in symbolizing output displays.

The concept associated with the name is likel y to be useful in interpretation

of imagery which might affect other symbolization on the map . For instance,

knowledge of the location of a large city might cause other interpretation

and symbolization to be suppressed within a specified region of the imagery.

Theoretically the opportunities for app lying a priori knowledge stored in a

file of named geographic objects are unlimited , however , in practice only very

constrained uses are likely to prove possible.
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3.3 Base maps and bootstrapping

Stored base maps will be an essential component of any ACES type system .

Base maps can be thought of as skeletons on which the flesh of current detail

must be hung . The source of the detail is aerial imagery and its content will

be specific to the display task. Base maps are available at some scale in

digital form for all major political divisions of the world . Important carto-

graphic detail such as water bodies and major roads should also be readily

available [Robe 1974].

Reg istration is the key to the storehouse of knowledge in the base maps.

Major features apparent in the imagery must be brought into correspondence with

mapped features. The base map could then be used as a guide for a more detailed

analysis of the imagery . Lineal networks, such as roads and dra inage ca n be

searched for connecting features which are evident in the imagery but were either

not previousl y present or were ignored during base map compilation. In this

manner initial manual mapping effort can be used to guide automatic compilation

of deta il and change. Similar to a bootstrapping operation , successive iterations

could yield better and better results in an increasingly automatic mode.

Even tually base maps (or map data base) could be at the same level of detail

and same resolution as the desired output  product .  Quite specific changes could

then be sought for display and for base map update. For example, water body bound-

ar ies could be mon itored for  change , urban lots could be checked for change in use—

age , or the progress of c lear—cut t ing  a forest  could be recorded . The underl y ing
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assumption is that enough of the scene remains constant for reliable regis-

trat ion and calibration. Changes could then be detected automatically by

observ ing differences in some of the regions mapped in the data base from

those observed in the imagery.
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3. 4 ACES knowledge bas e

It is clear that use of real world knowledge will be necessary for an

ACES type system . Sections 3.2 and 3.3 have already introduced mechanisms

for app lying a priori , or stored , knowledge to automatic analysis of aerial

imagery . A detailed categorization of knowledge forms available to ACES is

attempted in Section 5. At this point it is useful to specify the two general

knowledge forms which must be input to ACES .

First of all ACES should have a declarative knowledge base: this is

essentially a geographic data base encoded as data. Present cartographic data

bases exist in declarative form such as GISTS [Cook 1974] or DIME [Silver 1977].

In both cases the knowledge is very static and is essentially a digital icon

of a hard copy d isplay. As discussed in Section 3.3, however , the static

geographic data base can be a powerful source of locational knowledge when coup led

with registration and pr oced ural  knowled ge techn iques. Procedural knowledge is

implemented through programs . To some a distasteful knowledge encoding technique ,

embody ing knowledge in procedure is sometimes the only way to approach spec ific

or complex Contexts or actions .

.~ignal prototypes or discriminant function coefficients could be stored as

data for later use in classification of land elements. This is an example of

declarative knowledge encoding . On the other hand , for processing drainage

networks the knowledge that “streams flow downhill and intersec t other bodies

of water” is perhaps best embodied in the code of a tracking algorithm . Proponents

21
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of syn tac t i c  pa t te rn  recogni t ion might argue that the tracking dec isions can

be encoded as a grammar and hence as declara tive knowledge , but there is no

ev idence that more practical results will be obtained . Knowledge encod ing and

use is a primary research topic in A. I. today with few definitive conclusions

reached . Further discussion is reserved for Sect ion 5.
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3. 5 Human knowledge r esourc e

It is inconceivable , given the present state of the art , that a system

such as ACES could be designed without primary consideration of human input.

In many tasks involving visual recognition and the use of inference the human

is still more reliable and faster than a computer. There are some interpretive

tasks which we do not now know how to encode in terms of computer operations .

Generalization and artistic rendition of graphical data are two such tasks .

Although it is clear tha t human input is necessary to ACES it is not clear

how that input will control , be controlled by, or cooperate with a computer

.ystem . Some successful work has keen done on this [Barrow 1977 , Ryan 19741 in

specific circumstances but gene~. al interactive cooperation between man and machine

has not yet been realized .

In typical “automated” cartographic installations the human performs all

feature recognition operations at the point of data entry — — i.e. during dig-

itization. It is exactly this laborious task which we want to automate in ACES.

Another typical human function performed in today ’s systems is that of editing

cartographic data bases for error — — error introduced in the manual digitization

input process ! One currently feasible mode of operation for ACES would be to have

ACES perform automatic extraction and digitization and then present its results to

the human as an overlay on the source imagery . The human can then ed it the mach ines

work instead of his own . If the amount of editing were small this scheme would

represent another positive step toward automatic compilation. In any case the

human can app ly whatever knowledge he has and need not even be conscious of it.
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3. 6 input devices for ACES

The important conclusion here is that input device technology is far

in advance of our knowledge for using the data which it delivers . An exciting

array of devices are now available which offer a range of design choices.

There are off—line devices for delivering billion bit

representations of an entire source document and there

are CRT graphics systems which permit human editing of

local features .

There are devices which uniformly samp le the ent ire source

image and there are those which can selectively sample

spec ific areas selected by intelligent processes.

There are devices which can organize samples as 2—D or l—D

arrays or as random sequences of points.

There are devices that can scan optical images , electronic

Images , or images recorded on paper or film.

There are devices that can vary their resolution and there

are devices that can be calibrated and controlled to sense

different spectral bands.
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The three sections below describe some ava ilable input devices accord-

ing to whether they sample the input in 2—D , L—D , or randomly. This break-

down m ay or may not be meaningful depending on the overall philosophy for

analyzing the data produced as is discussed in Section 3.6.4
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3. ~.l Matrix input devices

Source mater ial can be sampled simultaneously in 2—D by an array of

photodiodes . 50x50 elements with 1 mu spacing were available on a single

chip in 1974 [Snow 1974]. Dynamic ranges of 1000:1 are possible. The chief

advantage of true 2—D sampling is stable geometry with totally electronic

sampling . However , most source imagery will be larger than any practical

photodiode array so other scanning techniques will still be necessary to move

the array with respect to the image , or visa versa. Some of the speed gained

by parallel sampling may be lost because of sequential I/O to a dig ital com-

puter. The arrays have serious potential if pattern recognition hardware is

placed between them and a digital computer.

Another parallel 2—D sampling d~’zice is the ROSA equipment [Lukes 19781

which delivers sampled spatial frequency for a given window of the source data.

Its utility lies in recognition decisions best made in the Fourier domain. As

with photod iude arrays , the window of data viewed by ROSA is small relative to

the entire source material and other scanning techniques must be used for

positioning .

3.6.2 Raster devices

Raster devices organize input samples into a sequence of rows of samples ,

each row itself being a sequence of samples in time . Thus there will be a total

linear ordering induced on the set of image samples. Raster scanning (plotting)
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implies that each pixel is considered once and only once and hence scan (p lot)

time is constant regardless of image content. This is the chief characteristic

of raster devices and places them in stark contrast to random linear devices .

Raster scanners can cover a source area of 120 cm by 150 cm at 0.0025 cm resolution

in 30 minutes with black and white output or 3 hours with 5 bit color/texture out—

~ut. At 0.0025 cm resolution 3 billion pixels result. The devices just described

are clearly for operation off—line to data analysis and not intended for interaction.
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3.6.3 Linear input devices

Linear input devices are built to trace linear features in two dimensions.

Their output is a collection of curves which creates a sparser and more highly

organized model of the source data than is created by matrix or raster scanners.

The most common equipment type is the “digitizer” which has a positioning head

that is guided over the features by a human. The position of the head is known

by the machine via mechanical tracking or by sensing a location on a grid in the

table under the head . While the operator moves the head along the feature the

machine records the path of positions by sampling in either time or distance

intervals. By using such devices , all feature recognition is performed by the

human before data is entered into the computer.

Automatic feature recognition is possible and the human may be omitted from

the linear input systems . Research is continuing ‘along this line” including the

research summarized in this report. Apparentl y i/u Metrics has had a system for

some t ime that can follow lineal features on map sheets [Wohlmut 1974]. Once

on a point of a line , a circular nei~ hborhood around the point is scanned to

determine the next point of the line. The equipment then repositions to the

new point found and continues . An area of up to 5 ft. by 5 ft. can be scanned with

S to 10 nil increments typically used . The claim is that problems of noise spots

and intersections are solved . It must be emphasized that this equipment was de-

signed for scanning existing map sheets and not imagery so that the source data

is idealized and clean.
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Preliminary work [NASA , 19771 has shown t iat some linear features can be

traced in real time at the p latform. Success was . reported in the tracking

of major land—water boundaries using MSS data. It would be quite a breakthrough

if performance could be extended to many features. The real—time constraint can

be dropped and geographic data base knowledge can be added to the tracking pro-

cess. Thus there is some reason to be optimistic. The major payoff in this kind

of operation is that feature recognition is done at a very early stage eliminating

the need for 2—D image storage and processing . it is easy to imagine software

interacting with an analogue source eliminating large amounts of redundant inter-

mediate digital data storage .

3.6.4 Discussion of input concepts

For a system that scans off—line and then processes digital information in

batch mode the previous distinctions made for input devices are. trre~.evant. All

of the source data must be scanned because the analysis necessary to •:‘nfidentl y

ignore parts of the data is decoupled from the input operation. Similarly there

is no meaningful control over resolution . The time sequence and organization by

which samples were taken is likewise not meaningful — — data storage organization ,

quite a different thing , is of prim e concern. Such off—Line systems are typical

of the day. They impose more constraints and allow fewer decisions and as a

consequence simplif y in a way the difficult -task of image analysis.
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The most obvious consequence of the decoup ling philosophy descr ibed above

is that systems have choked themselves on oversampled data. Resolution has to

be determ ined by the finest feature to ba identified . Thus regions which do

not really have to be scanned at all are scanned , and are scanned at fine

resolution. Only manual digitization avoids all this. The more subtle conse-

quence is the loss of dynamic control over the sensing device , i.e. over thres-

holds. Single calibration of a sensor for an image of a varied scene can cause

serious problems . Loss of contrast and corresponding requirements for digital

enhancement are common.

The dynamic control of the sensing environment , i.e. position , resolution ,

and calibration , by an intelligent process offers the promise of a smaller volume

of higher quality data and less execution cost. There is also the capability of

viewing the same data in different ways by re—examining it in several stages of

a feedback loop driven by the state of knowledge gathered about the data. Such a

purposive system would have to contain a rich knowledge base to support its deci-

sion—making . Judging by the size of current geographic data bases and encodings

of app lication specific knowledge , the process that intelligentiy takes its input

is likely to be choked with knowledge instead of data .
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4. Components of the digital ACES

Section 2 defined the outputs desired from an ACES system and Section 3

described inputs available to ACES in order to arrive at the outputs. This

s&~ction discusses components of ACES which must cooperate in this transformation

of inputs to outputs. There is much to do since raw imagery is the basic input

and symbolic graphics are the basic output.

4.1 The base map archive

It was emphasized in Section 3 that a rich knowledge base would be

necessary for ACES to automaticall y extract features from raw aeria l imagery .

A geographic or cartographic data base could provide for a large portion of

app licable knowledge, in particular specific locational knowled ge of previously

mapped features . Geographic data bases exist today and are proliferating . Current

uses are not oriented toward guiding image analysIs , so novel enhanc ements to

~urrent data bases should he expected to tailor them to the image anal ysis task.

Ways ot augmenting current data bases are discussed below .

-

For compactness and high symbolic representation , it seems best to archive

(map) mil y the lineal and point features of the earth. Regions are defined by a

linea l encoding of their boundaries . The basic element of the geographic data

base is the lineal segment (edge) which is characterized by beginning point

(xb ,yb), ending point (xe,ye), and 3 feature codes FL,FO , and FR which specif y
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the region feature to the left , the lineal feature itself , and the region to

the right. Linea l segments intersect at points called nodes or vertices and

the set of segments together with the set of vertices yield a graph which

represents the topology of an area of the earth. This is the basic structure

of the DIME file of the Bureau of the Census [Silver 1.977]. To preserve geo-

metric shape as well as topology each segment can be associated with a chain

of points from (xb ,yb) to (xe ,ye) [Chrisman L974]. This stored chain of points

is not only of value in the plotting of a product but also is useful for identi-

fying that lx undary in new imagery of the same area . If the boundary segment

is tagged as unique or special by either manual or automatic means , it may well

be used for the initial registration of image to archive. While FO is a pointer

to information about the shape and tone of a lineal feature , the pointers FL and

FR can point to information identifying the content of the regions on either side.

More than just a region number is appropriate: tonal signature could be specified

by means of a discriminant function to he used for recognition of pixels in that

region. With such stored information , the tracking of lineals in raw imagery

cou ld be gu ided by map con ten t .

There will be problems Ln using a map archive to guide image interpretation.

First of all the archive will be large and hence on external storage. Thus it will

be necessary to stage processing so that symbolic archived information and raw

sensed data arrive at the computer together. Secondly, it is desirable that the

same map be appl icable  to the ana lysis of images of d i f f e r e n t  scales arid the genera l—

ization problem will be encountered . Generalization princ iples often require logical
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interpretation contrary to the  p h y s i c a l  f ac t s  depending on level of de t a i l

required. Suc h processes will be very difficult to do automatically. Th ird ,

the raw input will be in raster or array format while the archived data will

be Lineal (random) and symbolic. Due to the large amount of symbolic and raw

data to be compared , both image and archive will need to be highly structured

and compared in sorted order. This imp lies a great deal of processing overhead

in searching and in I/O .
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4.2 Class slice or thematic files

An ACES system would probabl y have to preprocess the raw aerial imagery

to some extent in order to reduce the data volume and increase symbolic con-

tent. The most primitive operation in this direction would be to p lace sym-

bolic labels on each pixel (x,y) of the image based on a vector ~ (x ,y ) of

measurements taken over a small neighborhood of (x,y). i~ is easily conceived

is a set of bands in the MSS case and could be combined tonal and textural

measures in the B&W case.

To each pixel (x ,y,rn (x ,y)) of the preprocessed image can be assigned class

labels from a pre—determined set C ic 1, c2, ,,,, c
k
I. The label set is not

mutually exclusive and the decision to label po int (x,y) with label c
~ 

could

be independent of the decision to label (x,y) with c .. In th is manner k b inary

images C . — (x ,y,b~ (x ,y)) could be generated from the preprocessed image indepen-

dently and in parallel according to the decision rule

b .(x,y) = I iff P(c
1liñ (x ,y ) )  > t

where P (c~ m (x,y)) is the probability that c~ is the class label given measure-

men t vec tor i~ and t is some threshold . Binary images thus created are called “class

sl ices” or “overlays” . Note that the same position in several class slices can

be 1, re f lec ting amb igui ty or m ixed proper ties of (x ,y,~~(x ,y)). Class slices could

be used for extraction and separate processing of uniform map fea tures such as road

ne tworks , vegetation , deser t, etc. Each class slice can be further processed accord-

ing to specific semantics without regard for the processing of other slices if
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appr opriate. A very high level contro l can finall y integrate all k class

slices to form a consistently interpretable image.

Overlays formed in this manner can be cleaned up by operations discussed

in Section 6 of this report or can be passed against the lineal feature archive

for massaging or change detection. When cleaned the overLays can be plotted

creating desired map products and can be processed for update of the lineal

feature archive . Because of their large bulk and low level of symbolization ,

overlays probably will not be saved permanently after image analysis is comp lete.

- i . 3  Elevat ion matrices

The elevation of a point (x,y) may be received as one measurement m (x,y)

wh ich cannot sensibly be reduced to a binary value . m(x ,y) is derived by using

two (stereo) images not one. Elevation data must be viewed as a finished output

produc t of ACES as well as a valuable input to aid in other image interpretation

tasks. Elevation data for use by automatic procedures is probabl y best left in

matr ix rather than lineal contour form.

4.4 Procedural knowledge routines

Part of ACES a priori knowledge will be embedded in procedures or programs .

Procedural knowledge is necessary in cases where the declara ti ve knowled ge , such

as that  sto red as data in the map archive , is in s u f f i c i e n t  for  decision making .
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It is difficult to encode as data the rules of thumb that “roads tend to be

cont inuous and tend to intersect other roads at blunt angles ’ , yet it is not

d ifficult to program such rules. Such a “road—knowled geabl e” program is just

what is required to clean up the road class—slice as discussed in 4.2. Such

pr oced ural knowledge is onl y app licable in specific contexts; while the afore-

mentioned program might also do well on drainage features it would not apply

to other overlays. Similar procedural knowledge is applicable to region type

features . For example, “water tends to be continuous in 2—D extent at points

with the sane elevation” .

4.5 Utility routines

A great deal of ACES system overhead can be expected in dealing with image

data and in accessing the knowledge base and temporary overlay files. A large

number of utility routines will be required in order to support ACES analysis.

Once feasible decision—making algorithms are devised the special support hardware

and software required will become evident and should be state—of—the—art.

4.6 Process control

The most complex part of ACES will be the control mechanism used to integrate

the raw data and a priori knowledge in the in terpre ta t ion dec isions . Mak ing dec i-

sion with contradictory or ambiguous information is included in the task. Past

A.I. work has developed several methods of control , all of which seem too weak and

inflexible for attacking the image interpretation task at hand . These control

methods include the following .
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finite automata

semantic networks

pr oduc tion language

Bayes ian inf erence

theorem proving/pred icate calculus

hierarchical pattern classification

The first ACES systems will thus be controlled in a highly stereotyped or

constrained manner , app lying to the task only that fraction of app licable know-

ledge that is practical under current representationa l and decision making

parad igns.
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5. Knowledge available to ACES

It is now obvious to researchers that automation of areal image analys is

will not be achieved unless large amounts of a priori real world knowledge is

available to analysis procedures . This section surveys and categorizes know-

ledge sources which support the interpretation of spatial geograph ic imagery .

It is easy to believe that humans use all of these knowledge sources , either

consciously or unconsciously ,  in their image analysis tasks. Unfortunatel y,

knowledge available to a human who may readily use it may be unuseable to a

machine due to the practical pr oblems of encod ing it , accessing it and syn-

thesizing comp lex dec isions from that and other knowledge sources . “Knowled ge

engineering” [Feigenbaum 1977] is at an interesting stage of development but

has not yet demonstrated the capability of handling general image analysis

tasks. Not only is there a problem of combining knowledge in complex and

poss ibl y ambiguous situations but there is also the problem of efficiency in

case a logical solution exists. Computers have neither the complex decision

control strategies of the human nor the vast memory resource. It is therefore

necessary at this point in t ime for scene analysis researchers to carefully select

and define knowledge sources useful for implementation and to carefully test their

performance capabilities .
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5.1 Spectr al or tonal knowledge

The reflectance from a particular material should remain relatively

constant from one observation time to another when viewed with the same

sensor. There will be some alterations due to changes in the atmosphere

or sensor electronics or due to changes in the material itself such as

maturing of foilage. Catalogues of signals can be compiled showing typical

reflectances received by d ifferent sensors. With Landsat data each sensor

samp les a specific band of the electromagnetic spectrum. Use of several

ref Lectances can usually narrow the classification of an unknown ground

element to a few possible materials. Much cataloguing has already bee n

done at the ERIM Laboratory ( ERIM 1975 1 . Vincent [1973] has presented

a technique using the ratios of different spectra to achieve classification

wh ich is less sensitive to atmospheric and sensor changes than using absolute

signal levels. Thus with MSS data)approx imate p ixel classification is easy

to get in terms of theory and computation. Higher level knowledge is necessary

in order to refine results of spectral classification. With black and white

imagery (B&W) only shades of grey are available at the pixel level and thus

little classification information is available from tone alone. Connected areas

of pixels of the same tone can sometimes be amassed providing regions which

can be classified according to their size and shape. This implies use of other

types of knowledge .

39



5.2 Spa tial , struc tural , or geometric knowledge

Most geographic entities are partly cha racterized by their 2—dimens ional

extent in the image. Features are usually continuous and large in size

relat ive to the resolution elements. These assumptions allow the collection

of similar pixels into contiguous regions or curves. Once regions or curves

exist , geometr ic features can be used for classification.

5.2.1 Neighborhood dependence

Since observed regions are assumed to be large relative to pixel size ,

the pr obabalistic interpretation of adjacent pixels must be done jointly rather

than independently. One way to do this is to allow the neighbors of a pixel

to condition the probability of classifying a pixel in any primitive class.

Another way would be to interpret the class of a pixel to be as the majority

of preliminary classifications of neighbors without use of context.

5.2.2 Connectedness

Region or curve features are imaged onto connected sets of pixels.

Connectivity may be violated due to noise especially in the case of curves.

Tracking connec ted sets of pixels which have similar image features is an

easy job for the computer because connectivity can be checked by only local

ope rations . Tracking of connected objects can also be adjusted to allow for

some noise dis tort ions .
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5.2.3 Shape and size

Once regions and curves of connected sets of pixels having homogeneous

proper ties are assembled , these objects can be interpreted by size and shape

features. (Many size and shape features can be computed while the connected

objects are being tracked . See [Agrawala 1977] ) .  Thin smoothly curving

objects are likely to be streams or roads according to a real world model.

Long , thin , straight objects are almost surely roads. Large rectangular

objects are likely to be housing blocks or agricultural fields.

5.3 Spatial distribution

Oft en the interpretation of an objec t will depend upon how it relates

to other objects in its proximity. This neighborhood dependence is more

general and higher level than that discussed in 5.2.1. If several poloygonal.

objects of a certain size are detected in close proximity to each other , the

ent ire set may be interpreted as buildings. Nearby road features would further

support such an interpretation.

5.4 Associative/semantic knowledge

Pe rhaps at the highest level is associative or semantic type knowledge wh ich

allows image fea tu res and objects  to be interpreted or understood wi th  respect to
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a global model which is causal or relational in nature. This requires

detailed understanding of the functions or purposes of objects and relation-

ships among them which are not apparent in the imagery. For examp le , we have

the general knowledge chunk “evergreens grow on steep rock y slopes” . This

knowledge relates geological structure and elevation information to vegetation

type and might be particularly useful in the interpretation of B&W imagery

where all three related items — —  evergreens , rocks , and steep terrain — —  could

hot be simultaneously observed . A second example is the knowledge that “drainage

matches terrain” . The causal model is that water runs downhill only and its

passage erodes the ground . This implies that an observed stream path must always

follow a non—increasing sequence of elevations and tha t elevations on the path

are likely to be lower than those at right angles off the path . This type of

model can be made “known” to an automatic device by encoding it into a tracking

procedure specific to drainage features . Since roads can travel up and down hills ,

the same knowledge is inappropriate for tracking roads. A third example giving

knowledge useful in detecting roads is that “roads often have Long straight seg-

ments and tend to intersect each other”. The appropr iate model is that roads are

man—made and connected into a network to allow traffic between many points. In

the absence of obstacles or varying terrain the most efficient path is along a

straight line . Such knowledge can be used by an automatic system in the following

manner. At a low—level of the system edge features can be aggregated to form

curves. Any curves of certain dimensions which have straight segments would strong ly

imp l y a road f e a t u r e .  AL the next Level of the system the topological relationship
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uf connec t ion would be observed . Any connection of degree 3 or 4 of two

cur/es , each having a straight segment , would further support the road

interpretation. Gaps in curves of an assembled network could be checked

more carefull y for edge content and for geometrical alignment and the gap

filled if appropriate results are obtained .

5.5 A priori positional knowledge

The most spec ific , and perhaps the most usef~~1. knowledge to an automa t ic

system , is positional knowledge of features as stored in a geographic data

base (GDB). The points along linear features recorded in the data base are

easily used for interpreting imagery registered to the data base. For instance ,

the forks of the Shenandoah River at Front Royal would certainly be encoded in

a GDB of that area and would be readily used in interpreting the drainage versus

road ‘-ietwork in imagery of the area . Encoded road features , on the other hand ,

would be useful in tracking the full road network after initial registration with

points of the image. The continuity of the iconic features in the GDB would be

invaluable in efforts to overcome the fragmenting effects of shadows , poor contrast ,

or vegetation canopy. Presence of roads would lend power to the interpretation of

building—like objects detected in the imagery but not present in the GDB . Presence

of streams would aid in the search for new bridges and hence new roads.

A priori knowledge need not consist of only iconic or geometric feature type

knowledge but can also be very general. For instance , given imagery over the state
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of Maryland , it is known that there will be no glaciers and no Large lakes.

This know ledge may enable the isolation of large areas of cloud cover in the

imagery. together with the known time of the imagery it could also be known

exactly which land classes would be present for interpretation. For example ,

for March imagery over Garret County, Maryland snow cover would be highl y

likely while vegetation would be much suppressed . With MSS data , c lassifiers

(ciass—silces) for snow and conifer could be used but classitiers tor corn or

tobacco could not be used .

5.6 Use and encoding of knowledge

The prev ious ~ections discussed various categories of knowled ge available

in image interpretation and gave some specific examples . It is appropriate to

examine in more detail exactly how such knowledge can be encoded and used for

automatic intetpretation. Knowled ge can be encoded in a dec larative f o r m , mean-

ing that it is encoded is dati to be used by a uniform decision procedure. A

uniform procedure is one tha t behaves the same way for all feat ure classes .

Spectral knowledge Is easily encoded Iii this form —— llscriminant functions

(specified by coefficients) or signature prototypes can be used to define classes

of data and the same decision procedure can be app lied for all classes of data.

Knowledge can also be enc oded in procedural form , meaning a program Is written

to implement the knowled ge. Very high level feature specific know l edge is perhaps

best implemented in procedural form . Declarative and procedural imp l ementations
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each have their respective advantages and disadvantages —— for an interesting

discussion see ~Winston 1977]. Table 5.1 relates the several knowled ge sources

prev iously d iscussed to methods of encoding and using that knowledge in a computer.
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Table 5.1 Encoding and using knowl edge

- 
Category of knowledge Encoding of knowledge Use in interpretation

Spectral/tonal (declarative) ‘ 
use to classify single

prototypes, discriminant pixels by estimating
functions , density functions p(given classispectral info.)

Spa t ial/neighborhood (declarative) use to classify single pixels by
extend above to wor k p (g iven class~ spectra1 info.
on joint information of neighborhood)

(procedural) use to asemble larger objects
use connectiveness such as regions and curves
property in tracking
proced ures

Spat ial/geometric (declarative) uniform procedure assigns
set of possible labeled labels to image objects by
features each with list checking properties
of qualifying properties

(procedural) key properties causes
set of possible labeled control mechanism to evoke
features each with specific procedure to
qualif ying procedural recognize specific feature
logic from properties

ipatial distribution (declarative) interpret individual objects
syntactic app roach possible but b y considerIng a set of objects
not recommended (procedural) and their properties in an
set of procedures for  a t tempt  to assign consistent
interpre t ing  car tographic  in t e rp re ta t ions  to all
fea tu res , one procedure according to spat ial
f or each fea ture  relat ionships

Associative/semantic (declarative) use to clean up networks of
syntactic or deduc tive curves and regions . Use to
app roaches possible but not per form top—down search for
recommended (procedural) faint features connecting to
set of procedures for  a network or f a in t  fea tures
interpreting cartographic enclosed in regions. Perform
fe a tu r es , one p rocedure more speci f ic  in terpre ta t ions
fo r each f ea tu re  or group of of objects according to
assoc iated fea tu res a rb i t r a ry  combinations of

current  information.
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5.7 Discussion of knowledge sources useful for ACES

Several of the knowledge sources descr ibed above can read ily be app lied

to automatic image in te rp re ta t ion  while several seem unuseable given the

current state of the art. Spectral or tonal information is easily and effi-

ciently app lied . The assumption is that the material content of an element

of the earth ’s surface is easily classified from the spectral characteristics

L I  its reflectance. Spectral , or MSS , classification is in fact computationally

easy is is evidenced by the plethora of implementations and experiments reported .

Classification performance has not always been satisfactory, however , largely

because of the “signature extension” problem — — that of classifying data gathered

under circumstances different from those existing for training . The beauty of

MSS classification is that it interprets geographic image data at the lowest level

without any spatial context or complexity of decision. When viewed as a final

process , MSS classification is error—prone and insufficient for structural inter-

pretation of an image; when viewed as a low—level data interpretation and reduc t ion

step , MSS classification could be regarded as a necessary and valuable step in

image analysis.

Propert ies such as connectedness or adjacency are also easily handled by a

computer because of local operation. Decisions made at a point in the space depend

only on very limited context around that point . If natura l geographic regions in

f ac t  image to many resolut ion elements it is c lear that l imited context decisions

can sign if ican tly improve the performance of interpretation [ Welch 1971 ] .
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Spatial texture features are more difficult to appl y because there is no

uniform neighborhood over which to compute them . Gramenopoulos [1973] and

1-laralick [1973 J have reported good results with texture features computed

over fixed windows for land use classification. However , caution must be

used in evaluation of these results because the mathematical models used to

c a p t u r e  t ex tu re  seem ve ry weak when compared to human perception of texture

in analysis of black and white photography . Black and white photography

appears to be particularly unsuited for automatic feature extraction because

of this dependence on texture perception over variable—sized regions and

almost comp lete unavailability of tonal cues.

Associative/semantic type knowledge is also difficult to apply in auto-

matic processing because of many fac tors : 1) it tends to be highly specific ,

2) it is difficult to determine exactly which contex~~ ellicit its use , and 3)

the output product of using the knowledge Is hard to define in terms of inputs.

Consider these points in app lication of the knowledge that “drainage matches

elevations” . Unfortunatel y definitive use of this “match ing” would prob abl y

result in a procedural imp lementation of the knowledge as discussed in Section 5.6.

Pr imitive shape and size features are very important for automatic pro-

cessing because they are easy to extract and should be more reliable interpre-

tive cues than single tonal samples. The agg regat ion of similar tones or gradi-

ent into straight or highl y curving ar cs , f or examp le , can significantl y reduce

the effects of noise , yield higher level interpretation , and enable registrat ion
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with ~tructures in an existing map. Knowledge of shape alone is insufficient

to distingu i,h between a road and a river and it is clear that other knowledge

must be invoked to make a distinction. At the lower end , spectral information

and knowledge would easily do the job and at the higher end “matching ” with

elevation information could do it , but with somewhat more calculation.

Although very specific , a priori positional knowledge is easy to use and

will be invaluable in automatic image analysis. A priori positional knowledge

is already used in semiautomatic systems to establish the registration of image

points to points in a standard coordinate system . With registration , base maps

become highly organized knowledge sources useful for the interpretation of new

imagery. The base map could be regarded as an organized summary of the previous

analysis of the same area . Registration allows previous interpretation , whether

human or automatic , to guide future interpretation. There are many specific

techniques to consider; such is verif ying the presence of bridges over drainage

or scanning known parking lots to count vehicles. It Is vital to recognize the

general importance of the role of registration in app lying existing knowledge

stored in .i geographic Information system . Some general capabilities are is

follows .

I) For assessment of change significant leatures of an image must be

compared with significant features of a map . Identical features

sho u ld of course correspond positionally via registration. Signi—

ficant features are those detected after some structural combination

of tonal elements.
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2) For calibration of the sensor it might be necessary to compare regions

of the sensed data with known regions in the data base. As an example

consider the case where a lake is known to exist in the area. After

registration , tonal samples could be taken from the image in a region

known to be lake. The calibrated water signal could then be used to

detect other water bodies in the image.

3) For multidate feature extraction , registration is absolutely essential.

By correlation of positions in images taken during different seasons ,

greater information should result as opposed to single date imagery .

In this way , for  example , dec iduous and coniferous forest might easily

be distinguished , from each other and from other land classes .

50



6. Au tomatic recognition of features

Aerial imagery has been used as input to map compilation

since before the advent of the airplane . It has been estimated

that perhaps 80% of all map features can be extracted from

photcgraphs (Doyle , 1973). Cartographic features can thus he

put in 3 categories—-- 1) features that are not apparent in

aerial imagery, 2) fea tures that are apparent in aerial imagery

but cannot be easily extracted automatically, and 3) features

which can be easily extracted from aerial imagery . Existence

of category 1 precludes complete automation of complete maps.

However , accommodation for ca tegory 1 by any semi-automatic

system easily provides a way out for category 2 problems . The

rf~l a t i v e  s ize  of ca tegory  3 is not known . E x p e r i m e n t s  in

automatic image interpretation are continuing to make progress.

One ~ f the grea test stumbl ing blocks to th is pro gress is the

lack of available data at the resolution necessary to classify

features. For example , researchers (Li , 1976; Bajcsy, 1976 ;

VanderBrug , 1976) have been struggling with the mapping of roads

using the insufficient ground resolution of ERTS imagery .

C a r t o g r a p h i c  f e a t u r e s  wh ich  are c e r t a i n l y  not  a v a i l a b l e

f rom ae r ia l  imagery  i nc lude  p o l i t i c a l  boundar ies , p lace names ,

b u i l d i n g  f u n c t i o n s  ( i . e .  church , g e n e r a l ’s headquar te r s , e t c . ) ,

past f e a t u r e s  ( i . e .  a fores t  removed 2 years  a g o ) ,  and s u b s u r f a c e
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features (i .e. rock formations , mines , pipelines). If desired

on a map these features mu st be gathered by other collec ti on

techn iques and positionally merged with features extracted from

imagery . Cartographic features which are apparent in imagery

and m ight be extracted automatically include elevation data ,

so i l re gions , vegetat ion regions , urban reg ions , wa ter bod ies ,

water ne tworks , and road networks . Further breakdown of these

classes is possible. . For example , vegetation regions include

forest , crop , scrub , and park . Further discussion of map

feature classification is reserved for the next section .

I f  t he re  is a 1 to 1 correspondence between ground r e so lu t i on

elemen t s  and map r e so lu t ion  e lements , a t h e m a t i c  ~~~~ can be

produced by simply printing the map element in a color (theme)

coding the land class of the ground resolution element . For

example , resolution elements inside a lake can map into blue

squares on the map , elements inside a forest ~an map into green

squares , etc. The color code need not be natural-—roads could

be red for instance ! The color code for the land element is

chosen by classification logic ac t ing  on t~ie spec t ra l  s i g n a t u r e

of the ground resolution element . While no human would be so

foo l ish as to do this , an automatic device is likely to require

and succeed at such a simple 1 to I coding of an image . The
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machin e has d~~cided advantages over the human in spectral and

multispectral classification in the absence of spatial infor-

mation. A map p roduced by a I to 1 cod in g of reso lu tion

elemen ts will be called a thematic ~~~~~~~~~~ Thematic maps have

been produced for several years from ERTS imagery . They can

be regarded not only as finished products bu t also as input to

fur ther map compilation . Although often quite rough when created

as described above , thematic maps are quite useful for human

consumption because the huts. in terpreter can smooth and adjust

the results during his interpretation. Additional processing

is necessary to convert thematic maps to symbolic maps meeting

car tographic standards . Further processing of thematic maps

is covered in secti onô.4.

When we speak of the automatic recognition of “cartographic features” we

ate refering to features symbolized on a map such as roads and streams . In

order to automaticall y extract cartographic features from aerial imagery

algorithms m ust ultimately measure “image features” which may be quite difer—

ent from cartographic features . Traditionall y, image features have been

measured for each pixel (x,y) during preprocessing . What image features are

available certainly depends upon whether there is sing le sensor or MSS data.

With MSS data there  are several registered tonal samples for each pixel ; often

enough to yield image features meaningful for compilation of cartograp hic

features. Besides tonal measurements on (x,y) there are measurements which

relate to the texture or 2—D structure of a local neighborhood of (x,y ) .
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Together the tonal , structural , and textural measurements at (x,y) could

be used to include (x,y) as a point in some cartographic feature. Use of

NSS imagery for automatic cartographic compilation is treated in Section 6.3.

The case of B&W imagery is taken up in 6.4.
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b .L Classes of data

Interesting classes to be coded on a map were

uiscussed above and include soil , vegetation , water , e tc . There

ar~ probl ems with land classification which do not become clear

until automatic classification is considered . There is no

worldwide standard for soil classification (McRae , 1976) and

vegetation classification : therefore , general a priori

catalogues of map features are of dubious value and intent.

Moreover , map makers have relied on tradition and subjective

judgment in their mapping . Two points become critical when

automatic mapping is considered . First of all , objective

criteria must be used for land classification. Diff iculty in

matching objective criteria of a machine to subjective criteria

of humans using its product is evident from the confusion

matrices gotten in land use classification experiments. Secondly,

if we are really interested in (fast , economical , effortless )

au tomatic classification it may be necessary to choose the

classes in order to optimize the machine ’s performance . This

could mean using a posteriori labels , i .e. clustering, and

making the human consumer adapt himself to the product , or

using a priori labels , but on ly  for  a class h ierarchy tha t is

known to be separable. Some major  classes are easily distin-

guished , i .e. bodies of water in the infrared band , but f ine

subdivision can be difficult , such as distinguishing among

10 d i f f e r e n t  crops.

Past research seems to i n d i c a t e  t h a t  succe s s fu l  t h e m a t i c
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mapping can be achieved with the 4 classes of urban , bare so i l ,

water , and vegetation (Gramenopoulos , 1973) and that up to 20

d ifferent classes may be practical (Anderson , 1971).

Note that 20 different classes in a thematic map could yield

many more , and perhaps an acceptable number of , symbo l ic map

cl asses. This is because several classes of the same road

th eme co u l d  be separated by size , rivers could be separated

f r om lakes , fores ts from parks , etc. In addition , spa t ial

compositions of the primitive themes could yield unique map

symbology , i.e. a pattern of buildings , roads , and trees could

y ield a region symbolizing a town . Table 6.1 gives a list of

thematic classes for which we mi ght have some hope of successful

separation and table 6.3 gives a list of map symbols derivable

from them . It must be emphasized that tables 6.1 and 6.2

represent preliminary suggestions and not final conclusions.

With MSS data primitives themes are used to classify resolution sized

pixels only. Only the signature of the pixel itself or the

signatures of immediate neighbors will be used to make the

classification decision . Spatial structure , shape , or texture

therefore cannot he used as features for classifying single

pixels. There has been some problem with this in the past ,

largely because ERTS resolution elements are about an acre in

size and could easily contain several primitive land classifica-

tion themes as given in table 6.1. Ground resolution and map

symbology must be appropriately matched . For recognition of

roads a ground resolut ion of 10 m or better is necessary . At
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this r e s m ) l u t  ion lake ’ or ‘‘ forest ” cannot he used as pr imi t i v e

themes .  I n  o rde r  to recognize a forest a large extent of tree

pixels would have to be firs t recognized . Aggregation ot

prim itive themes into regional units of information is a major

funct ion of map making. Curves of asphalt or concrete pixels

need to be collected in order to recogniz~ and symbolize a

road . When the map is pr inted or stored , f o r  most map scales ,

tre es lining the mid strip of a divided highway wil l  be

suppressed rather than symbolized . Similarly, a small pond

within a forest , even if several pixels in extent , might be

suppressed.

T a b ] . e 6.2 gives some of t h e  k n o w l e d g e  sources t h a t  are

useful in interpreting arrays of thematically classified ~ixe1s

f o r  producing map symbology . Table 6.3 contains map symbology

that may be inferred from aggregation or composition of primitive

themes (table 6.1) using the knowledge sources (table 6.2).
Table 6.4 gives an example of primitive themes and map symbology that night
be useful in compilation of 1:100,000 maps of Marylafld .

Roads and drains are gotten by l—D aggregation of appropriate

primitiv e theme pixels. Lakes and forests are gotten by 2-D

aggregation of regions of uniform themes. Other map regions

mus t he gotten by extension of dissimilar themes . For example

an urban region is composed of appropriately textured or

distributed pixels of all primitive themes wh ile a swamp is a

region textured appropriately with water and vegetation themes .

Higher level processing of thema tic information is treated in

section 6.3.3.
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Table 6. 1 Thematic Classes

Primitive Themes Possible Subthemes

1. W a t e r
1 . 1 Cl oud
1 .2 Snow or ice
1.3 Liquid

2. Bare Rock or Soil
2. 1 Sands tone
2.2 Sal t
2.3 Granite
2.4 Limestone
2 .5 Loam

3. Tegetation
3.1 Tree

3.1. 1 Deciduous
3.1.2 Conifer

3.2 Bush
3.3 Groundcover

3 .3 . 1 Grass
3.3.2 Wheat

4. Man-Fabricated Material

~1 .l Asphalt .
4.2 Me tal
4.3 Concrete
4.4 Wood

5. Elevati on
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Table 6.2

Knowledge Sources

1 . Spatial

1 .1 neighborhood
1.2 stat istical co—occurrence
1 .3 texture

2. Structural

2.1 connectivity
2 .2 shape
2.3 continuity

3 . Semantic

3.1 drainage matches elevations
3.2 streets tend to be perpendicular

4. Clima tic

4.1 t ime of year
4.2 precipitation
4 .3 tempera ture

5. Posi t ional

5.1 previous maps
5.2 specific regional information
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Table 6 .3 Map Symbology

Aggregations of Primitive Themes

W a t e r
Cloud (Tl .l)
Snow or ice (Tl.2*&(K4 ,K5)**
Drainage ( T i .  3 ) & ( K 2 , K3 , K4 , K5)
Storage body (Tl.3)&(K2 ,K3 ,K4 ,K5)
Interm ittent drainage (Tl.3)&(K2 ,K3 ,K4 ,K5)

Forest (T3.1)&(K2 ,K3 ,K5)
Cropland (T3.3)&(K2 ,K3 ,K5)

Elevat ion (T5)&(K2 )

Roads & RRs (T4.l ,T4.3,T2)&(K2,K3 ,K5)

Building (T4)&(K1 ,K2 ,K3 ,K5)

Compositions of Primitive Themes

Urban (Tl—5)&(Kl—5)
Residen t ial
Industrial

Swamp (Tl.3 ,T3)&(Kl , K3 ,K5)

Desert (T3.2 ,T2)&(Kl ,K3 ,K5)

Savannah  ( T 3 ) & ( K l  , K3 , K5)

A l p i n e  (T3 , T 5 ) & ( K 4 , K5)

Beach (T1 ,T2)&(K3 ,K5)

* T refers to “ p r i m i t i v e  theme ” as in t ab le  6.1

** K r e f e r s  to “knowledge source” as In t ab le  6 .2
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A v a i l a b l e  sensors

Any e m i t t a n c e  or r e f l e c t a n c e  f r o m  the  e a r t h  t h a t  is

transmitted faithfully through the atmosphere can be used for

remote sensing of the earth’s properties . Electromagnetic

radiation with wavelength range of 0.3 m icrons (~~) to 3 cm is

prac tical. This includes near ultraviolet , v isible light ,

infrared , radar and microwave . Generally resolving power

(1e cr~~ases with increasing wavelength but effectiveness in fog

or cloud cover i nc reases .  There  is no best sensor f o r  a l l

recognition tasks and all resolutions . ERTS—l sampled four

hands of the spectrum from 0.Sii to 1 .1~i w i t h a coarse ground

resolution of about 70 rn. (See ~~~~~~ 1974 .) ERTS—2 has 2

added hands , ofle on each end of the sot of hands sampled by

ERTS—l . Scanners and photographic equipment collecting sunlight

reflected from the earth or therma l radiation emitted are called

vass ive sensors. Act ive sensors include radar and lasers. Low

altitude active night photography can also be done . Unclassi-

fied radar systems have a ground resolution capability of 10 m

(See Est.s, 1974.), well within the range needed f o r  useful

cartography . Resolution for the visible hands of the spectrum

range  f r o m  1 m to 1000 m depend ing  on a l t i t u d e  and purpose of

collec tion.

Table 6.5 summarizes the capabilities of some sensors fo r

use in classification of land features. In some cases only one

band is necessary f o r  good de t ec t i on . W a t e r , f o r  instance , is

r e a d i l y  de tec ted  in  the  i n f r a r e d  band .  Radar or visible color
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i n f o r m a t i o n  can augment  the  i n f r a r e d  i n f o r m a t i o n  i f  needed.

Different kinds of information are gotten about vegetation

from the different bands ( ~~~~~~ 1974). Variations in pigmen-

tation is gotten from the visible , structural differences in

spongy mesophyll are seen in the near infrared , and moisture

stress is picked up in the far infrared. More progress in

sensor t echno logy  is expected and research in classification

is continuing. Progress is needed in order to transfer classi-

fication successes over temporal and locational changes of

data collection .
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Tabl e 6. I

Example for 1:100 ,000 Map Compilation

in M a r y l a n d  Region ( R g = 5m)

Primitive Themes Map Symbology

I. Cloud 1. Perennial drainage

2. Snow or Ice 2. Water bodies

3. Liquid Water 3. Forest

4. Swamp

4.  Sand 5 . Beach

5. Other Exposed Earth ~3 . Elevation contours

7. Roads

6. Tree 8. Railroads

7. Brush , Crop , Groundcover  9. U r b a n , s m a l l

10 . U r b a n

8. Asphalt 11 .  Urban , ex tensive

9 . Concre te
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T a b l e  6 . 5

Sensors for De tect ion of Pr im i t i ve Themes

Pr im iti ve Theme Sensor

Wa ter infrared , radar

Bare rock or soil visible color (Rib , 1973)
night infrared
spec tral ra tios (V inc ent , 1973)

V e g e t a t i o n  v i s i b l e  color
infrared (Estes , 1974 )

Man-fabricated material visible color
infrared
radar

Elev ation visible stereo pairs
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6.3 Recognition of cartographic features using ~~S data

The chief advantage of MSS data over single sensor data is that a large

amount of information is available in tonal image features at each point

(x ,y) and thus ground element classifications can be made in a logically

and computationally simple manner. Class—slices , or overlays , gotten by

low level pixel classification was discussed in Section 4.2. The result

is that binary images (x,y,b(x ,y)) can easily be created for any primitive

cartographic feature C . . The set of all such class slices thus created

would define a crude thematic map.

There are at least 4 steps of refinement necessary in creating an acceptable

cartographic product from a set of pr imitive class slices . First , very general

“smoothing” operations , such as hole—filling and noise suppression should be

performed on all class—slices independet-itly. Secondly ,  feature specific pro-

cessing algorithms should be app lied to individual class slices . This could

include comparison of the data with lineal archive data . l’hird , combinations

of class slices should be considered simultaneously for creation of composite

features from primitive ones and for adjustment of one feature due to the

presence of another . Fourth , class slice data should undergo a representation

transformation from array form to lineal form. This step might at firs t appear

to be unnecessary if raster output is to be done . However , symbolization is

inhe rent  in the conversion from array to lineal representa t ion .  Lines must
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be thinned to centerlines and region boundaries must be tracked . As part of

the symbolization process , lines on the map will be uniform in width and

will be wider than life on small scale maps . These four steps in processing

MSS data for cartograp hic feature extraction are discussed in more detail in

the following sections. An overall view of the processing is given in Figure 6.1.
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6 . 3 . 1  Enhancing thematic maps

Maps for human consumpt ion requ i re resolut ion wh ich

varies accord ing to the features symbolized . For example , a

fo res t  f e a t u r e  need not be d i sp layed  w i t h  the  same accuracy

necessary for a road or bu ilding . However , a pract ical MSS

scann ing system will produce resolution elements of the same

size f or all fea tures . In order to correct errors and suppress

d e t a i l  t h e m a t i c  maps need e n h a n c e m e n t s .

For logical simplicity it is assumed at this point that a

separate (binary ) image is available for each primitive theme

c l a s s i f i e d . This will be called a class slice. By allowing

severa l  class s l ices  we a l l o w  a g iven  map r e s o l u t i o n  e l emen t

to be assoc ia ted w ith mul tiple themes . Th is not only s impli f ies

processing but also aids in decision making and in fact corres—

ponds to overlay format ion in current automat ic car tographic

techniques .

Figure 6.2 shows how gaps and holes can be filled by a

single simple process acting on each individual overlay . The

p a r t i c u l a r  example  shows how c o nt i n u o u s  road f e a t u r e s  and sol id

vegetation regions can be assembled using a growing operation

followed by a shrinking operation . Because the scanner partitions

Its window into ground resolution elements and because the

c l a s s i f i c a t i o n  logic  Is u n l i k e l y  to i d en t i f y  two themes fo r

the  same p ixe l , road p ixe l s  w i l l  fo rm holes in fo res t  regions

and fo res t  canopy iiI ’xels  w111 caus~e ~ aps in~~road themes:  By
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~rowLng the road class slice , segments of  the road wi l l  fuse

over the gaps and by growing the vegetation region the holes

caused by the road will be filled . Shrinkage of the same amount

w o u l d  t hen  r e t u r n  t he  v e g e t a t i o n  area to i t s  o r i g i n a l  f o r m

wi thout the holes and would produce a continuous road of the

same width as before but without gaps . The amount of hole and

gap filling performed is controlled by a growth shrinkage

parameter . Results are not likely to be perfect hut should

definitely enhance the original class s l i c e s .

Suppression of isolated detail can be done by first

shrinking and then growing as shown in figure 6.3. Isolated

regions of’ a c lass sl ice wh ich are  s m a l l e r  t h a n  t h e  s h r i n k a g e

parameter will disappear and thus not be restored by the

subsequent growing operation. On the other hand , region s of

a class slice of diameter larger than the shrinkage parameter

will be restored to a “smoothed” version of the original. N o t e

that the narrow inlet r in f i gu re  6 .3 will shrink away and not

he res tor ed . Class slices of gross area l features , such as

water bodies and forests , will be enhanced by such processing,

bu t class slices of lineal features such as road networks should

not he processed in this way .

As a by—pr oduct of growing followed by shrinking, areas

‘ peppered”  w i t h  p i x e l s  of one c lass  w i l l  f u se  i f  t h e  i n d i v i d u a l

pixels are within a certain distance of each other . Because

of t h i s , swamp areas w h i c h  are t e x t u r e d  w i t h  wa te r  and
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vegetation elements will be indicated by an area of overlap in

the vegetation and water overlays. The swamp is termed a

compos ite theme and can be detected as shown in

f igure 6 .4 by intersecting the enhanced water and vegetation

class slices. Other composites are possible; for example , a

residential area could be defined by the intersection of

asphalt and vegetation class slices.

6.3.2 Extraction of hydrologic features

Large water bodies can be gotten by shrinking and

growing from the water class slice. The shrinking must be

enough to suppress all small drainage features . A drainage

class slice can then be created by logically subtracting the

water body class slice from the water class slice. The drainage

class slice could be partitioned into slices for large and

small features by the same technique if required.

For compact storage or display by random point plotting ,

the boundaries of connected regions of the water body class

slice could be tracked and chain-encoded (Freeman , 1961).

Line—tracking algorithms could form a chain—encoded drainage

network from the drainage class slice , possibly after a thinning

algor ithm is first applied to the binary image . The tracking

algor ithm could use heuristics to fill network gaps or could

consul t  a map data base when making  extensions  of l ines  beyond

he MSS ev idence recorded in the class slice. For instance , a

s~ ream t h a t  is lost in fo l i a g e  might  be t racked by reg is te r ing

symbol ic  map c rea ted  f rom winter imagery or by globally

~n s 1 i~~r i n g  th e  d ra inage  class s l ice and e leva t ion  m a t r i x .
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6.3.3 Roads and urban areas

Roads and urban areas can be handled ~n the same

manner as drainage and water bodies. If the imagery is of

high enough quality , separat ion according to road size may be

possible (Radosevic , 1976 ) . Af te r  or during tracking , the

road network would need to be cleaned up by assuming continuity

of s ingle roads , intersections of nearby roads , and agreement

with past mapping. Urban areas can be encoded by tracking the

boundary of the urban class slice.

6.3.4 First level symbolic map

By tracking line networks and region boundaries

the thematic map information becomes more highly structured--

indiv idual pixels , prev iously processed locally in parallel ,

are now highly related. The regions and networks thus formed

are the basis for symbolic map producti n. Without further

cleanup these features could be plotted to yield a first level

symbol ic map . Further map revision is discussed in sections 6.5

and 6.6 below .
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6.i Recognition of cartographic features using black and white imagery

Even with an array of tonal samples for each pixel it will be some time

before processing steps as discussed in Section 6.3 could be made viable. In

this section the possibility of doing automatic analysis with even less input

data is examined . Cartographers and photo interpreters have been working with

black and white aerial photography for decades. Such imagery is readily avail-

able and shows fine detail. However , in order to interpret B&W imagery , image

features of a global scale must be used at primitive stages of decision—making .

Humans readily use the Gestalt , or global character of a scene to make unambi-

guous local interpretations . Reproducing such a capability in a machine will

not be easy.

As an example of the difficulty for automatic analysis of B&W imagery ,

consider the case of interpreting a dark area in an image taken near the

Washington monument. The tone of pixels could indicate either water or asphalt

leading to possible interpretations of either pond or parking lot for the entire

dark area. Since both of these features could also have similar textures , it

is impossible to differentiate locally from image pixel features. Even the shape

of the feature is insufficient for discrimination; i.e. the reflecting pool is

rectangular as a parking lot would appear to be. In many cases the context of

neighboring features would be useful, but in this case the many concrete paths

leading to the reflecting pooi would support the parking lot interpretation more

than the pond interpretation.
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Although not all cases are as subtle as the case described above , there

are many severe problems in using B&W imagery in automatic analysis. Distin-

guishing between roads and streams presents another difficult situation: tone,

size, shape , and topological features may all be similar . The large amount of

real—world knowledge possessed by trained photo interpreters allow them to

rapidly arrive at globally correct interpretations even in areas for which they

have no reference map . There appear to be two viable approaches to the automatic

interpretation of B&W imagery . The first approach would use general contextual

and relational knowledge to arrive at a unique consistent labeling of a scene

given an ambiguous set of possible labels for each scene region or line feature.

This approach is studied in Section 6.4.1. A far different approach to the

problem is to do all analysis with respect to a base map of features in the ar ea

being image. Map—directed image analysis is treated in 6.4.2.
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6.4.1 Arriving at global interpretation by propagation of local constraints

In this section the technique of relaxation or relaxation labeling is

considered for use in interpreting the content of imagery . Currently a rage

in image processing , relaxation was recently invented by Waltz [1975] and

further developed by many others . The treatment rendered here owes much to

Tenenbaum and Barrow [1976) who have applied relaxation labelling to image

analysis problems with goals similar to those of this study.

Relaxation is basically a bottom—up process which filters through multip le

possibilities allowed by the extraction of local information. Possibilities

are thrown out rather than brought up as the propagation process drives toward

a global interpretation composed of locally consistent parts. To start the

procedure it is assumed that preprocessing has been used to extract lineal and

region type objects from an image. The objective of the procedure is to discover

the correct feature or label to assign to each object in the segmented image. For

instance, each lineal object si-ould be identified as a stream, road , or railroad

while each region should be identified as urban , open water , forest , etc. Real

world knowledge will be applied to identification of single objects by using feat—

ures such as size and shape and to identification of sets of objects by considering

spatial and topological relationships . Encoding real world constraints for  use by

a uniform procedure is one of the chief problems and is considered below . Getting

the good segmentation of an image that we have assumed available is also a d i f f i c u l t

problem and will not be fur ther  discussed here. (Zucker [197 and others have used

relaxation at a lower level to extract the objects themselves.)
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A simple example of image interpretation is developed in Figure 6.5 a—f.

Possible labels (cartographic features) for region and lineal objects are

specified to the process . These labels will be multiply assigned to each

image obj ect according to primitive measurements made during extraction of

the obj ects. For instance a long thin curve may be labeled {R ,RR ,S} meaning

that from information gathered so far this object may be either a road , rail-

road , or stream. If it is later found that this object connects to an object

known to be a body of open water then the labels {R,RR} are discarded and the

long , thin, curve is known to be a stream {S}. This interpretation might then

be further propagated to refine the interpretation on other nearby or connecting

objects. Six sample cartographic features are given in Figure 6.5a and four

sample topological relationships that might exist between such features are

defined in Figure 6.Sb . Figure 6.5c gives sample real—world constraints on the

cartographic features. For example, streams can connect to other streams ,

~~S 1S2Ic(S1,S2), but streams cannot penetrate other streams ,~~ S1,S2 3 p(S 1~ S~) .

Similarly the encoded constraints also state that roads do not connect to open

wate r and that urban regions do not appear inside of other urban regions .

Figure 6 .5d shows a sample image segmented into 4 lineal objects and

4 regions. The relationships known from the extraction process are given in

Figure 6.Se. All that  is known about the objects are the observed relationships

and measurements , and that they must as a set satisfy the a priori constraints

given in Figure 6.5c. We suppose that In this case enough information exists

to know that  region Ri is water W. The initial state of labels on the eight

image objects is given in Column 2 of Figure 6 .5 f .  Seven of the eight obj ect s
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present maximum ambiguity . During relaxation, the facts of 6.5e are passed

against the constraints of 6.5c to refine the sets of possible labels. For

example , since water cannot be penetrated , i .e. ~~X~~~ (X ,W), and R3 and R4

are penetrated by Li , then R3 and R4 cannot be water . Since L3 cannot be a

road R or railroad RR t must be a stream S. Further propagation results

in the final column of Figure 6.5f. A few ambiguities persist and cannot be

removed without more knowledge. The paper by Tenenbaum [1976] should be con-

sulted for more details.

While procedures such as that described above are promising and are the

subjec t of much current research, there are dif f icul t problems to be faced

before practical solutions can result. The foremost problem is that the

relational constraints are passive knowledge which serve to destroy but not

create. Active knowledge is probably ~‘1ecessary to achieve a satisfactory seg-

mentation on which to operate. Beyond this , there is the problem of encoding

knowledge as relational constraints to be somewhat fuzzy . Roads often do

terminate at streams or open water so these features might well appear to be

connected in imagery . Incorrect decisions at beginning levels of propaga tion

could produce meaningless interpretations .
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Region objects Lineal objects

Urban U Stream S

Open water W Road R

Backg round B Railroad RR

Figure 6.5a) Possible interpretations for extracted image objects

c(X ,Y) X connects to Y where X is

a lineal object and Y is either

a lineal or region object

p ( X ,Y) X penetrates Y where X is

a lineal object and Y is either
a lineal or region object

i(X,Y) region object X is inside of region

object Y

a(X ,Y) region object X is adjacent to region

object Y

Figure 6.5b) Set of relations observable for certain pairs of uninterpreted

image objects.
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S R RR U W B

S c p p p c p

R p p, c p,c p,c — p

RR p p ,c p , c p,c — p

U — — — —_— a ,i a , i

W — — — a,i — a,i

B — — — a ,i a,i —

Figure 6.5c) Real world constraints expressed in terms of relationships allowed

between objects.

L
L
2 

4

R
3

L
R4

L
1 

R1 ~iiiiiii uI11IIIIIII~
Figu re 6.5d) Set of objects extracted from Imagery

I
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Li L 2 1  L3 L4 Ri R2 R3 R4

_~~ ±____~~
__ - -_ J  p - - - p 

- 

p

L 2 c  - - -

L3 p — — — c — — p

= : = = _ __ _

R2 — — — — a ,i — — —

R3 — — — — — — — a , i

R4 - - - - a - a I -

Figure 6.5e) Relationships between objects of segmented imagery

Possible After After After ‘Final poss ibilities
initial filtering filtering f iltering consistent with

Object interpretation Li against L3 against Rl ,R2 ,R3 Fig. 6.5c) and e)
others others against other

Li 
- 

R,RR,S R. RR ,S R I RR R ,RR ,S R,RR
L2 R ,RR ,S R ,RR ,S R , RR ,S R ,RR ,S R , RR

L3 R ,RR ,S R,RR ,S S S S
L4 R ,RR ,S R ,RR ,S R ,RR ,S R ,RR ,S S
RI w w w w w
R2 , U , W , B U ,W ,B U ,W ,B U , B U ,B
R3 U,W ,B U ,B U,B U,B U ,B
R4 U ,W ,B U ,B U ,B :~ U,E tJ,B

Figure 6.5f) Interactive removal of ambiguities in object interpretation by filtering

(pas sing Figure 6.Se against  6.5c )
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6.4.2 Map—d irected analysis of B&W imagery

There are two severe problems encountered in the analysis of B&W imagery .

The first problem — — needing global consistency in order to make local inter-

pretations — — was discussed in the introduction to this section. The second

problem is the difficulty of extracting meaningful curves and regions from the

imagery to use as cartographic features . Noise and lack of contrast usually

thwart bottom—up feature extraction procedures and fragmented and disconnected

features typically result. Top—down analysis done under the direction of an

existing base map could provide a solution to both problems.

Knowled ge stoz~ d in a base map is not only h ighly specific to the geometry

and content of the area being imaged but it is also easy to use in computer

programs because the knowledge is locational in nature and easily reg istered

to image positions . It ~‘iou1d thus be easy to locate image pixels which are in

the middle of a specific lake or road . Focused searches could be done for any

lineals in the map archive which should be observed in the image . In this manner ,

interpretations could be established for a large number of feature fragments of

the image. Then feature specific routines could be used to operate on uninter-

preted data using the interpreted fragments as a guide. Roads and streams must

be tracked to form connec ted ne tworks , for instance. Parking lots could be scanned

to coun t cars , known crop lands could be checked for p lowing , etc. In this manner,

all image features would be interpreted against cartographic features recorded in

the data base.
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The system described above would basically be a change detection system .

Changes in the shape or location of critical features should alert reporting

processes of the system. Cri t ical  regions of the imagery should be scanned

for the appearance of features not mapped . These new features may be recent

changes on the earth or may result from an image scale tha t is larger than

the map scale. Much experimentation is necessary to test the concepts dis-

cussed. Future items for research are given in Section 9.
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6.5 Feature specific map adjustment

Many ~i ~j u s tm e n t s  to the  map data may be necessary

before printing the map . Some of these will depend on the

techn ique for producing the map and should not alter stored

data; other techniques will alter the stored data. For example ,

in the case of a road penetrating a vegetation window it may

be necessary to subtract the road symbolizat ion from the window

so that two colors of the map will not overprint . It may not

be necessary to keep the  two par t s  of vege t a t i on  in computer

store , however . In general any lineal feature (road , drain ,

etc.) must be checked for overlap with any areal feature

( fo re s t , lake , etc.). Similarly any two areal features and any

two lineal features need to be checked for overlap . Two over-

lapping areal features , i.e. urban and lake , may imply the need

for  cleanup , or at the lower level may require the creation of

a composite class slice (as the case where large water and

vegetation overlap indicates swamp area). Cartographic standards

require that contour lines show cut and fill at road intersections

and show the gradient of drainage . Contour lines are themselves

symbolic and are not apparent in imagery , nor are the adjust-

ments mentioned above . The symbolization of the road/contour

and drain/contour intersections can possibly be done when

tracking in the elevation matrix. It should be noted in passing

that contour features usually dominate in the storage and

plott ing considerations of automated map making and that

adequate cartograph ic products could be produced more economically
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by bypassing contour adjustment. Finally we must consider the

pr in ti n g of p l ace  names , road numbers , po int symbols , etc., fl

the map and the possible suppression of other information. On

a typical topographic map most of these symbols will be prin ted

on top of other features with little clutter. Road numbers ,

however , are not often superimposed on the road feature but are

“cut out ” of it. Once again it should be noted that faster ,

more economical map production is possible by ignoring the

adjustments of name and point symbol placement.

Add it ion  of in f o r m a ti on not app aren t in imagery

Aerial imagery cannot supply all in f o r m a t ion to he

mapped . P o l it i c a l  boundaries , pipe lines , air routes , e t c .

may not be visible in imagery and may have to he entered by

other means. Such data can be entered as polygonal or Freeman

encoded info rma ti on by a hum an opera tor t rac in g over t he

feature or giving successive points along it. Point data from

any source can be en tered in to  the  system by an opera to r work ing

in either the output map coordinates or in some standard

coord inate system . Coordinates can be pre-assigried , fo r  exam p le

by field survey techniques , or can be generated automatically

by computer  when an ope ra to r  i n t e r a c t s  w i t h  a d i s p l a y  of t he

area.
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Names of places and features must be added to a map as
p 

indicated above. Each feature identified in the map archive

can be assigned a symbolic name , i.e. “Dismal swamp ” , “Buffalo

crossroads” , “Greenwood district” , etc. Once assigned to

features of a symbolic map , names can be transplanted to new

imagery by correlating features of the new imagery with the

archived features . Certain features can be tagged as prominent

features in the archive and these can be used to establish a

coordinate transformation between a new image and an archived

map (Van Wie , 1977, and Barrow , 1977). Once a coordinate

transformation has been established then all other less

prominent points can be directly mapped from the archived map

to the image . Identification of points in this manner leaves

the problem of printing names on the map so that they do not

overlap one another.
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7. ACES process control

Available knowledge for cartographic feature extraction is discussed

in Section 5 while the extraction of the features themselves is covered in

Section 6. In this section details of the process controlling feature ex-

traction and knowledge application are examined. The purpose here is to con-

sider a particular example rather than to study several possible alternatives.

A general assessment of some alternative mechanisms in knowledge engineering

is given in [Barnett 1977]. Since the image interpretation tasks at hand are

varied and complex, it is likely that no single mechanism offered by A.I. will

suffice but rather a combination of several will be necessary .

Figure 7.1 presents knowledge—based image interpretation as a simplified

sequence of 5 steps. At each of the 5 steps knowledge of some form is applied

in refining the analysis. If two knowl edge sources do not interact in any

decision step , then it is possible to implement the knowledge sources in dif-

ferent manners. The results of analysis must be given in the same image descrip-

tion terms so that there is proper communication between processing steps. The

general operations shown in Figure 7.1 should behave as specified in Table 5.1.

The control of the individual processing steps themselves can be very complex

depending upon the type of knowledge engineering done. Description of this com-

plexity is avoided at this point in the research.
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7.1 Preprocessing/general low—level feature extraction

The first processing step is to extract curved edges which represent

fragments of lineal features or region boundaries. The goal of this step is

to provide enough evidence for registering the image to the vast resource of

positional knowledge stored in the GDB. Only very general spatial/connectivity

knowledge is used in this processing step , making it very fast. The curve

fragments are examined for distinguishing properties such as having a segment

of very high curvature or 0 (straight) curvature. The curve fragments are des-

cribed as a string of points together with their special properties and are

adjoin ed to the raw image data.

7.2 Registration of image data to the GDB

In order to make maximum use of GDB knowledge, registration is attempted

as early as possible in the ACES process. This is done by “correlating” the

curve fragments extracted in step 1 with distinguishing curve segments of the

GDB. This can be done by trying all pairwise matches between image curve seg—

merits and GDB curve segments until a maximum number of matches can be explained

by the same registration transformation . An implementation of this matching via

clustering has been shown to be feasible [Stockinan 19781. Curve segments which

are not matched under the registration procedure must be processed later in

subsequent interpretation steps.
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7.3 Curve segment labeling and object verification

Any curve segment that matches a curve segment of the GDB is subject to

immediate interpretation and labeling . Because of its known position through

registration , the curve segment is known to be a portion of a stream feature ,

road feature , land—water boundary , etc. Other attributes of the feature become

known through association ; for instance , the name of a road , its width and

material composition. Objects which were completely extracted during step 1

are now completely interpreted , while incomp lete objects must be further pro-

cessed in future steps.

7.4 Extension of network features

Networks such as roads arid stream networks can be extracted under GDB

guidance by starting with appropriate curve st~gments from the image and extending

the curves through image points with fainter image features . An algorithm is

needed which will test the conformity between mapped features and observed pixel

properties and will implement topological , geometrical , and feature specific know-

ledge. Mapped features drawing no support from image data should alert a human

interpreter for change analysis and possible revision of the GDB .
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7.5 Final change detec tion

Af ter step 4 most of the edge and curve activity of the new imagery will

have been interpreted relative to the CDB . Further clean—up and search is

required . First of all there will be curve segments which are present in the

image but not the map . These may be due to noise or artifact or may indicate

significant objects which are new or which were not mapped due to the scale

or purpose of the (DB. Deletions of noise or artifact , or completion and inter-

pretat ion of real objects will require all knowledge sources available in the

preceding steps 1,3 and 4. In particular , an interactive human user may be

called into the decision—making . There may be features which are mapped which

have no corresponding curve data in the image. For these cases , a top—d own

ver ification procedure should be called to gather detailed evidence about the

object ’s presence. Failure to detect the mapped object should either alert the

human consultant or result in special symbolization on a preliminary cartographic

product. Finally , certain focused searches should be performed in order to

check for new objects which were not previously mapped and which yielded no edge

activity in the preprocessed image . For examp le, drainage networks could be

scanned for new bridges , road networks could be scanned for new connections or

for veh icle act ivity .
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8. Outstanding problems for ACES

Even a modest ACES system will be a complex system built on the most

recent accomplishments in computer science, cartography , and electronics.

Many installations are currently imp lementing, or have implemented , systems

which are designed to register Landsat imagery to maps for interactive map

up date .  Problem s whose current solutions are regarded as good enough to supporr

such systems are as follows.

Radiometric correction

Geometric correction

Registration

Regr idd ing

Current systems still require the human for feat re extraction and making map

revision decisions . Problems remain for the automatic extraction of features

and the management and use of real—world knowledge necessary in that process.

Certa in aspects of these problems are discussed below.

8.1 Extraction of primitive image features

In the opinion of the author , no research has demonstrated that satisfactory

low—level primitive extraction can be accomplished automatically on a varied set

cf imagery. What is needed is a reliable procedure for segmenting imagery into

primitive regions or boundaries . It appears unlikely that accurate and detailed

segmentations can be gotten without the direction of knowledge at a very high
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level. Accepting this conclusion , one must then hope that enough accurate

detail can be extracted automatically so that sufficient context is available

to efficientl y evoke the correct knowledge to interpret the remaining weak

detail. This implies a combined data—directed and knowledge—directed procedure

for primitive extraction. Control of such a procedure is a problem of much current

interest in A.I.

8.2  Encoding and using knowledge

Several sections of this report have discussed the use and encoding of

knowledge. Many obvious examples have been given where a priori knowledge was

necessary and sufficient to interpret imagery. Certain of these applications of

knowledge were even easy to program for automatic dectsion making. However ,

there is yet no knowledge encoding and manipulation paradigm that can implement

a rich set of geographic informat ion . Perhaps the most useful device currently

available is to use a priori positional (iconic) knowledge stored in a geographic

data base. This device has not received development in proportion to its potential ,

partly because of the difficult access to GDB ’s in the A t .  community and partly

because of the research comlnunity ’3 infatuation with higher level knowledge sources .

8.3 Detection and treatment of ambiguous situations

The research community has not yet learned to handle amb iguous s i tua t ions

with automatic programs . This is a fundamental issue. The problem may also be
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viewed as the problem of switching to h~ gher levels of knowledge application

to make decisions . Heterarchical approaches , which change levels whenever the

context arises , have been tried with astonishing success in small domains [Winograd

1971], but the approach seems to be unmanageable in rich domains . Hierarchical

relaxat ion is being tried (Hayes 1977]. The idea is to preserve all poss ible

ambiguous interpretations at analysis level i and pass them onto higher levels i+j

for refinement. The method will apparently suffer from an explos ion of possibilities

which level I Is too ~ininformed to dismiss;but , results are not yet in.

Concrete examples should be considered before continuing . In region growing ,

the decision must be made to merge or not merge a given set of pixels with a neigh-

bor ing set. The two sets of pixels have different properties but they are more

similar in properties than any other pair of sets. By switching to a higher level

where it might be known to which object(s) the two sets of pixels belong , the

merging decision is easily made — — merge only if both sets are from the same object.

Under a relaxation approach merging could not safely be done because It will be

irrevocable at a higher level , and possibly be incorrect. A lineal feature con-

necting to and disappearing in a region feature might be a road disappearing in

a forest canopy , a road terminating at an open water boundary , a stream dumping

into open water, or a stream disappearing under a forest canopy . Resolution of

the situation can be handled at a level higher than the lineal tracker , especially

by relaxation labeling as done in Section 6.4.1, but the information might be

critical for continued performance of the tracker. Should the tracking continue

into the region to which the lineal has connected ?
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8.4 Control of ACES interaction with a human interpreter

Although ACES would ideally be totally automatic , this goal does not seem

warranted for the near future and human guidance must be used when appropriate.

But how should the interaction be controlled? The human is neither desireous

nor capable of communicating with computer algorithms in terms of computer

problem representations ; i.e. data structures , state descriptions , prenex mormal

forms , probabilities , etc. Humans are masters of the linguistic and visual domains .

Fortunately the task is in the visual domain and good hardware devices are avail-

able for graphics. The linguistic domain , unfortunately, is not as well understood as

many researchers would have us believe — — again because of the problem of a priori

knowledge. h umans can efficiently supply global chunks of knowledge Lo the com-

puter process , but not local chunks. Joining the man and machine is likely to

require a solution to the context switching problem discussed in Section 8.3.

8.5 Change detec tion

In comparing raw image data to archived base maps a comparison is made

between instructured real data and highly structured symbolic data . The equiv-

alence class of raw images having the same symbolic map is very large due to

nuances such as lighting differences , season change , or sensor change , or due

to the objec t ives of interpretation. Do we map a puddle on the village green ,

or a ship passing through a canal? Ultimately, change detection must evaluate

significance and hence must be implemented using high levels of knowledge.
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8.1 Multidate functioning

Use has been made of multidate Landsat imagery for land classification ,

especially for vegetation classification [ Kalensky 1974 1. We should

assume that registration procedures are currently good enough to produce useful

muLtidate imagery although there will be confused areas near region boundaries.

Road tracking may be done better in winter imagery while vegetation regions

might better be gotten from summer imagery. Crop classification requires imagery

from several dates . Management of multidate image data and use of it , together

with temporal a priori knowledge , in mapping decisions presents another problem

for ACES control and knowledge base.

0
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9. Items for future work/research

The preceding sect ions of this report have roughed Out paradigms

for automation of image analysis in the production of cartogcaphic products.

The principle conclusion reached from the assessment of pattern recognition

and artificial intelligence techniques is that useful autouu~ri~~ will not be

obtained unless large amounts of a priori real world knowle-Ige is ava ilable

to image analysis procedures . It is also evident that only a ~tnall fraction

of knowledge available to a human interpreter may be available to an automatic

process , largely because of limitations in encoding knowledge , in combining

knowledge (in supporting or contradictory manners), or in accessing the know-

ledge or the data on which it is to operate. Knowledge engineering in A.I.

has progressed only to the point of establishing expert systems in very

limited domains . Examples of such systems are MYCIN [Shortliffe 19761,

PROSPECTOR [ Duda 1977 1, and HEARSAY [Redd y et al 1973].

Automatic image analysis necessary to fully support cartographic com~~ l-

at ion would require far more sophisticated knowledge than what has previously

been embodied in any existing expert system . However , it should be possible

to perform several compilation tasks using current techniques . The most promis—

ing approach appears to be that of encoding in the knowledge base knowledge of

only a positiona l nature and foregoing the storage of other types of knowledge.

Other types of knowledge may reappear as procedural knowledge in specific pro-

cess ing tasks.
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Encod ing positional type knowledge allows straightforward comparison

of new data with knowledge stored in the data base according to geographic

position. This should allow simpler programs with acceptable computational

complexity. It might be further argued that the “neighborhood of applicab ility”

of positional knowledge be small so that array or raster processing is possible

in apply ing the knowledge. In add ition to simplicity there is a stronger

reason for applying positional knowledge, and that is that we already have huge

amounts of positional knowledge encoded in our current cartographic data bases.

Human digitization of cartographic features could then be reviewed as a boot-

strapping process for further automated analysis. Items of future work directed

toward completion of the steps necessary for map—guided interpretation are dis-

cussed below .

9.1 Registration of images to base maps

To unlock positional knowledge stored in a map archive new source imagery

must be registered to the symbolic representation in the archive. It is always

known from navigational technology approximately wha t area of the earth is imaged

and thus appropriate areas of archived symbology can be accessed . Local adjust—

merits will be necessary to rotate, translate, stretch , or deform the image data

so that points with global archive coordinates can be located in terms of image

coord inates , or visa versa . These adjustments must be made by recognizing the

correspondence between key (control) map and image features and defining the

registration transformation from the known corresponding features . Unique point
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features are often chosen for control and block correlation is used to automat-

ically detect the correspondence between map and image points. Unique edge

features are also useful for registration. Arnold [1977] has asserted that

point features are typically better for natural scenes while edge features are

usually better for scenes with man—made structure. The greatest difficiency

of current automatic registration procedures is that feature correspondences

are decided upon one pair at a time. Correspondence errors are frequently made

and contribute to inaccurate registration transformations . L.N.K. has recently

developed a registration concept using clustering evidence based on possible

pairwise correspondences [Stockma n 1978]. The transformation that exp lains the

largest set of feature pairs is chosen . A fair proportion of incorrect corres-

pondences can be tolerated and will have no effect on the resulting transformation.

Although the technique has proven successful in tests on 3 different data sets more

development and testing is required . First of all it must be tested on natural

terrain. Secondly, the technique must be adjusted to handle other than RS and T

registration transformations .

9.2 Detection of lineal cartographic features in source imagery

If registration as described in Section 9.1 is to be accomplished certain

key features must be acquired in the absence of the archived data. In particular ,

curved edge segments representing lineal features (roads, streams, etc.) or the

boundaries of regions (land—water , forest—field , etc.) must be gotten in a totally

automatic fashion. For scenes with much man—made structure it is easy to get a
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sufficient set of edge features , but there may be problems with natural

terrain. More work needs to be done with natural terrain and point features

to insure that registration can be successfully accompl ished .

Techniques must be developed for tracking the paths of archived curves

in the source imagery . The registration transformation allows points of the

GDB to be positioned in the imagey but perfect feature correspondence may not

be achieved pointwise because of 1) local distortion (i.e. no real change),

2) insignificant change in the feature (i.e. land—water boundary change due

to the tide) , and 3) significant change in the feature (i.e. the widening of

a road). Many tracking techniques exist but more research is required in

order to interpret the differences between archive and image tracks which will

frequently occur .

New lineal features in the source imagery must also be extracted . One

assumption that can be made from a priori knowledge is that new lineals must

connect to an existing network. Techniques for tracking archived lineal

features and detecting new connections should be developed .

9.3 Analysis of regions in source imagery

Region content of source imagery must be checked for significant change

with respect to the GDB. Changes may consist of changes to the boundary or to

the interior of the region. Changes to the boundary of regions may be detected

by the same approach used for lineals in Section 9.2. Another approach based

on tonal or textural pixel features and useful for checking the interior of a
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mapped region for change is as follows . Let R
n 

be a (discrete) set of points

spec ifying the interior of region R in the GDB . Let R . be the correspond ing

set of image points of R gotten via the registration transformation. Histograms

of the features of the set of pixels Ri 
provide information on the structure of

the region. A major peak should exist in each histogram indicating region pixels

while minor peaks should exist for non—region pixels. Large minor peaks could

be due to a change in the region boundary or to the introduction of new objects

in the interior. The structure of the peaks should be most significant and

should be independent of uniform change such as a sensor calibration shift , light-

ing condition , or even seasonal change. In certain cases absolute or relative

peak displacement could be interpreted . In any case the region feature is mapped ,

and hence known, so that feature specific interpretation is possible . Consider

a mapped lake with unmapped islands appearing in the source imagery . The tone

of the island would differ from that of the water and two distinct pea ks would

be visible in the histogram. As a second example consider the browning of a

deciduous forest or crop in the Fall. A definite histogram peak shift would be

observed in the green band of MSS data . For resource monitoring this may be inter-

preted as significant change but for cartographic purposes the similar peak struc-

ture is indicative of no significant change. Map—guided region analysis as de-

scribed here is another topic for future work.
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10. Conclusions

The key problem in automatic cartographic feature extraction lies in the

use of knowledg : necessary f or the extraction process. Knowledge must be

applied in various forms and at various levels of interpretation. The use of

knowledge in a rich domain is the central issue in A.I. today . Achievements

have only been impressive where limited domains were considered [Winograd 1973,

Duda 1977, Feigenbauni 1977]. It is therefore presumptuous to expect at this

time a paradigm to explain the complete interpretation of source imagery , and

no such unified parad igm was developed in this report.

It is possible to consider paradigms which address part of the interpre-

tation process. That is, there are candidate partial theories which either

operate at certain levels of the interpretation process, or which operate at

multiple levels but implement only a fraction of the available knowledge. The

parad igm of map—guided interpretation seems to be the most promising at the cur-

rent time . This paradigm depends upon the registration of source imagery to the

positional knowledge stored in a geographic data base (GDB). Useful GDB ’s cur-

rently exist and application of positional knowledge in a computer is straight—

forward . Source imagery from an area without a base map could not be handled

under this partial paradigm and would have to be handled by current manual tech-

niques. But , by such “bootstrapping ” of knowledge , the system could be automatic

on repeat coverage.
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Since humans can readily app ly general knowledge in analyz ing scenes

never be fo re v iewed , paradigms other than map—guided interpretation are of

great interest. In particular , bottom—up feature recognition seems to be

necessary. (It is also necessary for registration in the map—guided approach.)

The ability of humans to interpret black and white photographs is particularly

amazing in light of current difficulties with automatic interpretation. A. I.

is currently hung up on the problem of scene segmentation and it is the con-

clusion of this study that very high level knowledge is necessary in order to

segment black and white (B&W) imagery . This is because global spatial relation-

ships and causal relationships not evident in the data itself are necessary in

order to determine the function or content of objects in the scene.

The app lication of high levels of knowledge in the bottom—up interpretation

oi black and white imagery should be vigorously pursued . However , for near—future

automation of cartographic feature extraction it is recommended tha t attention

should be paid to MSS data. Use of MSS data permits the process of symbolization

(interpretation) to occur at a very low level in the processing . This can reduce

the volume of data and the amount of ambiguity passed on to higher level analyses .

Current deterrents to MSS use, i.e. registration , resolution , cost and tradition ,

appear to be practical not theoretical considerations .
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Under the top—down , map—gu ided , paradigm both B&W and MSS imagery can

be handled , although feature tracking and verification would be more difficult

(theoretically) in the B&W case. Sections 6 and 7 sketched an ACES system struc-

ture that would perform map—gu ided interpretation. For practical reasons a human

consultant is also in the process. Further research and development is necessary

to test and perfec t the proposed concepts in map—guided interpretation. There

are interesting problems for future work , and hopef ully large gains to be made in

automated map compilation.
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