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PREFACE

Th is report is based on detailed analysis of a large
am ount of technical information. The results address pro-
cedures for the analysis of batch turnaround time and GCOS
Time Sharing System response time in World Wide Mi litary
Command and Control Systems (WWMCCS). Because of the com-
pl exity of the arllaysis procedures and their dependence on
the WWMCCS workloads and operational environments ; gener-
al i z i ng the proce dures beyond the environment describe d or
extracting conclu sions without their respective qualifying
con ditions is not possible. Questions related to this
repor t or the poss ib ility of ex tend ing the sta ted con-
clu sions or recommendations should be addressed to the
Computer Performance [valuation Office , C702 , The Penta gon .

To gain a general unders tand ing of the~a pp roach of the
~~~~~~~~~~ Gui de, Volume I Section II , Volume II Section II ,
and Vol ume III Section II should be read . One or more of the
hypothesis tests (search procedures ) in Volume II Sections
IV-XII and Volume III Sections III-X should also be read.
Not all these tests have to be read at the start of a tuning
effort. Each should be read as it needs to be applied . To
star t  a tun i n g ef fo r t , Volume I shoul d be read and appl i ed .
The p rocedure for an lays i~ of ba tch turnaroun d t ime beg ins  i n
Vo l ume II Section III. The procedure for analysis of Time
Shar ing response time begins in Volume III Section II.

The H-6000 Tun-i e has never been tested by a novice
in performance evalua t ion , although f i el d tes ts have been
conducted by FEDSIM personnel . For this reason , it rema i ns a
p rel i minary version .
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A BST RACT

The Federal Computer Performance Evaluation and
Simulation Center (FEDSIM) has developed a document for
WWMCCS installations that can be used by site personnel to

~nalyze the performance characteristics of their Honeywell

~000 (H-6000) computer systems. This document, called an
H-6000 Tuning Guide, incorporates detailed analysis proce—
dures that guide Uie analyst in applying specific techniques
to improve system performance .

The four volumes rj f the Tuning Guide present a precisely
structured system of proce~1ures for the anal ysis of the
perfo rmance of ~IWMCCS computer services and syntems :

iolwr.e I WWMCCS Systerri TuninS Process. The first volume
describes the overall structure and app lic ation
of the Tuning Guide. It exp ldins the approach ,
procedures , and processes taken by the Tuning
Guide to provide a n a l yses  of bat ch  job t u r n —
i ir o u n d  t i m e  and GCOS T im e  S h’ir in g  S y s t e m  (T SS)
r rsprinse time .

~/~~1~~~’ I I  F~~tch Turnaround T im e  Ar ~a~~y~~is•_Procedur es.  The
secr i ri cFvolume p re sen t s  a set of r rocedures  for
.~nalysis of batch  job turnaround time . It first
p r e ’en t s  a model  of t he  pr  2esses and queue ti~~i nt s
a s ,ci~~t~~d w i t h  ba tch  job  t u r n a r o u n d  t ime  and
th en describes nine tests thdt use the model to
r J i r r.~ct the analysis of turnaround time .

~me III ~~~ P sp r n s e  Time A n a l y s i s  P r o c e d u re s .  The
r d vol  ~me serves the  sarr e general. pu rpose  and

~~~ t h e  rr e g en er a  1 s t ru ct u r e  as V ol u m e  I I
‘/r~1ume III presents a complete set of proced ures
for iri7esti’~ating the response time of GCOS Time
~ h . ir i n g  S ys te m  (TSS )  i n t e ra c t i o n s .  The vo lume
first presents a model  of t he  processes and
‘nie ie points .

~ ssoc i -~ted wifh TSS response tim e
~~~~ ~ h e n  describes eig ht tests to direct an
‘i nal ysis of TSS response time .

V o l u m e  17 H — ’ i O O C i  T in i r i ’ ;  G u i d e  7-.sr ~er ~d ic es .  The f o u r t h
vol  ume pr~~~i’Ies t t~e ~ ppes ’fi  r e fer en c e d  by
‘ h e  other vo 1~~rne s of the  T i n i n g  G u i d e.  The
vol ume cont .iins detailed descri ptions of report
formdts r in d  other refer’ sces rjata



A. 3A (2YGPOU JD

The o f f i c e  of the  J o i n t  C h i e f s  ot ~ L a f f  ( JCS)  has  d i r ec t ed
that the Command and Control Technical Center (CCTC) develop
a computer  p e r f o r m a n c e  a n al y s i s  c a p a bi l i t y  to support  the
W o r l d  W i d e  M i l i t a r y  Command and Cont ro l  Sys tem (WWMCCS ) .

CCTC , acting at the d i r e c t i o n  of the  JCS , has spec i f i ed
th a t  WWMCCS ADP m a n a ger s  are  to app ly  v a r i o u s  computer
perform ance evaluation (CPE) tools and techniques to the
systems now runn ing at their sites. CCTC has also defined
the need to instruct WWMCCS technical personnel in the
se1r~ction -md 3pplication of the CPE tools and techniques
apProPriate to individual W WM CCS AD P Sites.

CCTC ~~~~~ Fi~DSI11 to p l a n  and  i i p J ernent  a document that
cou ld  be e~~ployed by WWMCCS ADP pers~~nnel to diagnose problems
md propose :han’jes that would ~mr~rov~ the perform ance of
WWI’ICCS AL)P sy-;tems.

PP OJECT ~) R , J E c T r V ~-:

The objective of L i e  r e s u 1~ ing  F’J~DSI~4 p ro j ec t  was to
pr o v i de - i l l  ~‘JWW ~CS insta il~~tioiis with a document that could
be u sed by s’~ i f f  p’ r s o L seI  to ~ii alyze the  performance
char-ic~~eris~~i- :s of th ~~ir ADP sy-.~fz c rns . This docum ent , called
an H— ~01JO Ti n  ir~j C uid e , w i  s Lu con L i  i n s et s  of an a lys is
pro’:i’durris ~~ 1 r pr o v ~ s~- - ; i _ -m ~e r f o r : n c c e .

The p r o d u c t  of t h e  comp l ’ - L ’ d l ’E I ) S I ~~ project is a f o u r —
volume H— 1~O 0 O Ti~n i n~ G i  ide  ( r e f . r r i - d  t~~ h ’ r e 3  fter u s  the
Guide) . 7hr- G u i d e  v ol  irres present a precisely structured
:;ystem of p r o c d ur -s for tJ~e a n a l y s i s  of WWMCCS computer
serviceS un d  s j s L rn s . The titles of the four volumes are:
( 1) WWMCCS H y s t em  Ten i nq Pi :ocess , (2) r~ri tch r1~1ir nar (J~1nd Time
~na Ly s is P r o c er lu r c . s  , ( 3)  T~~H P . sponse im e  Analy s iii P r o ce du r e s ,
r3fld ( 4 )  H— ‘‘i O O  Ten in’s G u i d e  A p p~~nd ices

--



C. PURPOSE AND CONTENTS OF THE GUIDE

Computer jobs may be submitted by WWMCCS users to run
either as batch jobs or as on-line jobs. Batch jobs , as
processed by the WWMCCS systems, may be submitted by users
at a site or may be initiated via a process called “job-
spawning ” through the WWMCCS Time Sharing System . On-line
jobs addressed by the Guide include the subsystems that run
under control of the WWMCCS Time Sharing System. The per-
formance of both batch and on—line jobs can be measured and
analyzed with reference to the amount of elapsed time that
the system takes to process them. Batch job elapsed processing
time is called batch turnaround time. On-line job (or, more
precisely, “terminal interaction”) elapsed processing time
is called response time.

Volume II of the Guide presents a complete set of pro-
cedures for analyzing the turnaround time of batch jobs
at a WWMCCS site. The volume first presents a model of the
processes and queue points associated with batch job turn-
around time and then describes nine tests that use the model
to direct an analysis. Both the model and the tests are
designed to be applied only in the WWMCCS system environment.

Table I-i lists the sections of Volume II and briefly
identifies how each is to be used

.2



SECTION APPLICATION OF
NO. TITLE SECTION

I Introduction

II Turnaround Time Modal 1. Define Potential Delay
Points

2. Hypothesize Causes For
Delay

I I I  Turnaround Time Model 1. Direc t Analysi s of Delay
Scan Poin ts

2.  Initiate Other Tests

IV Seek Elongation Test 1. Confirm Disk Seek Delay
2. Iden tify Files to Move

V Memory Constrain t Test 1. Confirm High Memory Wai t
Time

2. Ident if y Source of Wai t

VI Device Errors Test 1. Determine Tape Handlers
In Erro r

2. Determine Disk Units In
Error

VII Pathway U t i l i z a t i o n  Test 1. Validate I/O Service
Queuing Delay

2 .  Isolate Librar ies  And
Files  To Move

V I I I  CPU t J t ij iz a tj on  Test 1. Determine CPU Utilization
Level

2 .  Determine Dominant CPU
User

3 . Iden t if y Hig h CPU Jobs
4. Develop Execu tion Activity

Map

IX nsuffm. cient Device Test 1. Confirm Tape—Caused Delay
2 .  Conf i rm  Disk Space Delay

~Few Act~ v~ ties In 1. Substantiate Lioht Job
S ystem Test Schedul ing

2.  I d e n t i f y  Scheduling
Al ternatives

XI  t ;s Sel ay s  Test 1. Confj rm  OCOS 105 Code
As Delay

2. Propose A lternative
Solu t ion s

Xl i  Urgency  Codes Test 1. Confirm Delay Caused
by Urgency Codas

2 .  Dete rmine f Zre.tiated
by Soerator

CONTENTS OF VOLUME II

TABLE 1-1



[I. BATCH TURNAROUND TIME MODEL

The Batch Turnaround Time Analysis Procedures described
in the remaining sections of this volume use a model of
WWMCCS system processes to guide ana lysis. The model ,
documented in this section , assists a CPE analyst in for-
mulating and testing hypotheses concerning the cause of
batch turnaround time elongation .

A. DEFINITION OF MODEL STRUCTURE

The Batch Turnaround Time Model is an organized descrip-
tion of the components of batch turnaround time in a WWMCCS
system. The Model i den t i f i e s  potent ial  points  where batch
jobs and activities could be delayed (i.e. elongated) as
they are processed . The Model is used to: (1) guide analysis
and (2) provide specific batch turnaround time elongation
hypotheses. The Turnaround Time Model Scan (see Section III)
provides guidance; nine batch turnaround time analysis tests
(see Section IV through XII) are used to confirm or deny
hypothesized causes of job elongation.

In a general sense , batch tu rnaround  t ime is a measur~
of the total  elapsed time required by a data processing
installation to process an individual batch job. This
includes both computer processes and the physical handling
of media that are used by a job. Batch turnaround t.ime can
also be measured for  all batch jobs processed d u r i n g  a given
operating period (e.g., shift , day , week) to give the
aggregate processing characteristics of a computer site. In
the former case, the analysis is conducted to exam ine a
site ’s handling of an individual job ; in the latter ca5e ,
the analysis is conducted to examine the processes through
which jobs are directed as they pass through the site.

The Batch Turnaround Time Model views batch jobs as
entering the computer system from either a local or s L u !  L-.

source. Jobs submitted for processing at a site job re~ ei~~t
counter are considered as Local Batch jobs . Jobs that have
been submitted from remote batch terminals or spawned by
GCOS Time Sharing System users are considered as remote
batch jobs. If the output of these jobs arriv~~s d~~rect y at
the user ’s terminal with no computer center action , thL jobs
are considered Remote Batch “A” jobs. If their outpat must
be removed from the system (e.g., printer) and physically

4



delivered to the user , they are considered Remote Batch “E”
jobs. These distinctions are useful when analyzing delays
(to turnaround time) experienced outside the computer systeri .

Figurt~ Il-i shows the three primary levels of the Batch
Turnaround Time ~1udel :  ( 1)  Model Selection Level , ( 2 )  Phas.
Selection Level , ~nc (3) Process Selection Level. The Model
Selection Leve L describes the three types of batch jobs
dealt with by tne Model. rhe Phase Selectioa L.JV.~1 describes
the three phases of batch processing in the Model: (1) Pre-
Processing, (2) System Processing, and (3) Post Processing .
The Process Selection Level describes the main processes ot
System Processing . Also included , but defined by the ana~~~ st ,
are processes composing Pre-Processing and Post Processing .
Samp le processes for  these phases are discussed below . Tht ~
Modul considers hardware , sof tware  and queue residency
delays beneath the third primary level. Each process has
l ist  of E longa t ion  Hypotheses - one for each specific cau~ cof de lay  to tha t  process.  Each Elongat ion Hypothes is  can he
con fi rm ed  or denied by one of the nine test3 which comprise
most of t h i s  volume . In this  way ,  the tests i den t i fy  the
cause(s) of the delays to batch jobs.

B. USE OF MODEL STRUCTURE

A WWMCCS CPE ana lys t  can use the Batch Turnaround Time
Model as a guide to identify causes of elongated batch
turnaround time . The Model provides a means of conductinc~ i

structured analysis. An analyst uses the Model to: (1)
determine what types of batch jobs are being elongated , (~~identify WWMCCS system processes where elor~gation is ocour~- ing
and (3) hypothesize causes for that elongation . Once a set ‘~~

possible causes has been identified , the rest of the analysts
is structured by the set.

By selecting a. Model (see Figure Il-i), an an~ lyst
constrains  the scope of an invest igat ion. For example , if
remote batch jobs are being elongated , Pre-Pro~-’essincj del&-
points do not have to be examined during a.~ulys is , becau~
remote batch jobs enter the system directly from 1 termina L
without experiencing Pre-Processing delays.

The Guide directs an investigation to include only
processes and phases that are exhibiting measurable elong-” i on .
For example , tests need not be conducted for  OCOS System
Scheduling delays if measured j ob e longat ion  j r .  tha t  ~ roc ’:.~
is w i t h i n  reasonable l imi t s .
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In selecting particular hypotheses , an analyst chooses
particular causes of process elongation that can be tested
to confirm or deny that they are the source(s) of the
measured job delay. Once confirmed , the source(s) of the
delay can be removed or their effect diminished by any of
several techniques.

C. BATCH TURNAROUND TIME MODELS

Figure 11-2 portrays the three models by which an analyst
begins use of the Model structure: (1) Local Batch. Model ,
(2) Remote Batch “A” Model , and (3) Remote Batch “B” Model.

1. Local Batch Model

The Local Batch Model defines the components of batch
turnaround time for batch jobs that are locally submitted and
processed .

Three phases of batch turnaround time are described
by the Local Batch Model: (1) Pre—Processing , (2) System
Processing , and (3) Post Processing . The processes of each
of these phases are defined in Section II.E. Lower levels
of the Turnaround Time Model elaborate on these three phases.
Procedures direct an analyst to examine the processes of all
three phases to determine which takes the largest amount of
batch turnaround time .

2. Remote Batch “A” Model

The Remote Batch “A” Model defines the components of
batch turnaround time for batch jobs that (1) are spawned
through the GCOS Time Sharing System or remote batch terminals
and ( 2 )  produce output that does not need Post Processing
(e. g . ,  r emoving from printer and sorting into output  b ins)
before the user can acces s it. The GCOS system processes
are the only ones investigated when the analysis is guided
by this model.

3 .  Remote Batch “B” Model

The Remote Batch “B ” Model defines the components of
batch turnaround time for batch jobs that are (1) spawned
through the GCOS Time Sharing System or from remote batch
terminals and (2) produce output that needs Post Processing
before the user can access it. GCOS system processes and
Post Processing processes are investigated when the analysis
is guided by this model.
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D . BATCH TURN AROUND TlrtE P h L ~Sr’~;

The three batch turnaround time ph~ ses have alread y be’— i’
defined : Pre—Processing , System Processing , and Post Proc-
essing . These terms will be furthe~ cl~ rified in Section
Using the Batch Turnaround Time An.~lys in  ‘~y: ;tem and. m~~~1’’
logs (see Section III.B) the analyst (~eterm1nes wh~it par~turnaround time is spent in each phase and selects tor
further investigation the phase with the most turnaround
time.

E. BATCH TURNAROUND TIME PROCES SES

1. Process Definitions

Each phase is divided into processes, as shown in Figurt
11—3. The Pre—Processing and Post Processing processes van ,,

from site to site and must  be de f ined  by the anal y st .  T~ e
System Processing processes are re lat ive ly  constant , m d
Guide recognizes seven ; ( 1) System Input , ( 2 )  Sys tem
Scheduling , (3) Peripheral Allocation , (4) Core Allocation ,
( 5 )  Ac t iv i ty  Execution , ( 6 )  J ob Terminat ion , and ( 7 )  System
Output (SYSOUT).

The Pre-Processing and Pos t Processing processes shown
in Figure 11-3 are only samples. They are discussed for the
benefit of the analyst who must define his own site ’ s proc..~~~At the hypothetical  site whose Pre—Processing and Post
Processing processes are represented in Figure 11-3 , Lo al
Batch jobs are handled as cards or tape over a counter.  /~
receipt is issued and the jobs wait  on a table for a period
of time. This receipting and wait is termed the “Job Rcceipt.
Table ” process in the f igure . The jobs then are t r ans fe r r ’— i
to a table in the machine room where they wait again . Th~-transfer and wait is termed the “Machine  Room Table ” proce~ -

in the figure . The “File  Library ” process starts when the
tape (or file) librarian looks at the job and begins to
assemble any tapes on other input needed by the )ob . Whe’
job is passed with its associated tapes to a f i na l  table
near the console , the “File Library ” £)rr~ &!ss ends and the
“Console Queue ” process begins . The “Console Que .ie” prect-..;
ends when the job ’s card deck or IMCV tape is read in to  t ;.
system -

Post Processing processes are def ined  in a s imi lar
manner.  A Local B~ tch or Remote Batch “B” job en ters  the
“Printer Output Bi.~ ~ roccss ~~~ i~ ~utp ’i t  has ~.een
printed . It waits in thi~ prc’~ r~~ ‘~~ ‘ i ’  i~ has been remo~~d
from the printer , it ~ h i c o  t ime ~. ent~~c- ’ the ‘ ‘e~~oll~~~ ’ ’ ’
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process. Here jobs wait for a period of time and then the
output is decollated . At this point they are transferred to
a d i f f e r e n t  room and enter the “Bursting ” process. After
the output is bursted , the jobs are transferred to another
table , from which they are sorted into bins. This last
process is called the “Delivery Queue ” process. As with
Pre—Processing , these processes are samples; the analyst
must def ine  the specif ic  processes jobs experience at his
site.

2. Process Selection

The analyst  investigates the elapsed time of all the
processes of the phase selected above in Section II.D. The
Batch Turnaround Time Analysis System (see Section 111.8) is
used to report these times. The analyst selects the process
associated with the most elapsed time for further investigation
below.

F. BATCH TURNAROUND TIME ELONGATION HYPOTHESES

Each process has one or more “elongation hypotheses. ”
These hypotheses are statements indicating a possible reason
why a process might take longer than site management would
wish. The object of the selection of a model , phase , and
process is to narrow the possible causes of long turnaround
t ime to a small l ist of elongation hypotheses.  The hypotheses
are then tested using one or more of the tests contained in
the remainder of this volume . If one of the hypotheses
proves true , instructions for reducing its effect on turn-
around time are given at the end of the associated test. No
sample elongation hypotheses for the Pre-Processing and Post
Processing phases are given . Since the processes of these
phases and possible causes of their elongation vary f r om
site to site , ind the causes for delays are easily observable ,
the elongation hypotheses in these areas are left to the
analyst to formulate and test.

The System Processing processes are complicated enough
tha t , for  the purposes of listing and clarifying elongation
hypotheses , each process has been divided into “ sta tes . ”
The states and the elongation hypotheses for each state are
given in Table 11-1 through Table 11-8. System Input has
two tables: Table 11-1 would be used if the Local Batch
Model had been selected , and Table 11-2 would be used if  one
of the remote batch models had been selected . Each table
breaks its process into several states. Objectives , queue

11
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points , and elongation hypotheses are given for each state.
Current instrumentation does not allow the breakdown of
turnaround time by state , so that the elongation hypotheses
for a particular process must be considered as a whole.
Section III.G gives instructions for choosing elongation
hypotheses to be tested .

1. Local System Input

Table Il-i defines seven states through which a local
batch job must pass as it enters the system . The Model
includes jobs entered via the card reader or IMCV tape. The
Local System Input Process begins with the initialization of
.MGEIN and terminates with the execution of the .MSCAN
module opt ional ly implemented at a particular site .

2. Remote System Input

Table 11-2 defines eight states through which a remote
batch (either type “A” or type “B”) job must pass as it
enters the system . Remote System Input begins with initiali-
zation and terminates with the execution of the optional
.MSCAN module.

3. System Scheduling

Table 11-3 def ines  seven states of the WWMCCS system
scheduling process. The process begins with the entry of a
scheduling request in the GCOS System Scheduler Input Queue
(.CRRGQ) and terminates with the attempt to start a particular
job by placing an entry in the GCOS Peripheral Allocator
Input Queue (.CRJOB) .

4. Peripheral Allocation

Tdble 11-4 defines the seven states of the GCOS peripheral
allocation process. The process begins with the entry of a
job request in the OCOS Peripheral Allocator Input Queue
(.CRJOB) and ends with the entry of a job request in the
GCOS Core All’cator Input Queue (.CRPOQ) .

5. Core Allocation

Table 11-5 defines the six states of the GCOS core
al locat ion process. The process beg ins with  the entry of a
job request in the GCOS Core Allocator Input Queue (.CRPOQ)
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~nd ends when the GCOS Core Allocator attempts to start a
job by making an entry for it in the GCOS Dispatcher Queue .
Core allocation is provided from the same Model process for
new jobs and for executing activities.

6. Activity Execution

Table 11-6 defines the eleven states that an activity
can assume during execution . Unlike the mainly sequential
states defined for the ether system processes, the activity
execution states are entered in a random fashion by the
executing batch programs . Note from Table 11-6 that some
states involve code execution . Others involve: (1) processes
executed by GCOS for the job, (2) I/O operations performed
for the job, or (3) non-dispatch conditions such as waiting
in queues or swapping .

7.  A c t i v i t y  Termination Processing

Table 11-7 de f ines  the six states through which an
activity or job passes as it is terminating execution. The
process begins when an activity requests termination and
ends when an entry is placed in the GCOS System Output Queue
(.CRSYQ) by the GCOS Activity Terminator.

8. System Output Processing

Table 11-8 defines the five states through which local
batch and remote batch jobs pass as they receive system
output service. The process begins with an entry placed in
the GCOS System Output Queue (.CRSYQ) and ends with the
completion of the printing or punching operation .

G . GENERA L HYPOTHESIS TEST TECHNI QUES

The truth or falsehood of the elongation hypotheses given
in Tables 11-1 through 11-8 is established by using the
test procedures in Sections IV through XII of the volume.
Instructions for choosing which tests to apply first are
given in Section III. Not all hypotheses defined by the
Batch Turnaround Time Model are subject to confirmation
because of limited instrumentation. In many cases, instru—
mentation to test these hypotheses has not been sought due
to the overhead involved and the small likelihood that the
problem could be removed with significant shortening of
turnaround time.
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1. Format of the Tests

Each section of the rest of this volume contains an
individua l test description . Tests are comprised of proced-
ures and steps. A procedure contains a series of analytical
steps that are directed toward an analytic objective . For
example, one of the procedures under the Seek Elongation
Test documented in Section IV has the following objective :
“Identify High-Use Extents” on the disk units in the system
being monitored . The steps of each procedure involve : (1)
examining specific reports to obtain performance data , (2)
entering metric values on a form , (3) calculating a ratio
or percentage from the entered values , and (4) making
certain decisions (and subsequent recommendations) from the
calculated values.

One test (i.e., CPU Execution Characteristics) uses a
kiardware monitor to gather data because no other technique
can be applied . Some tests use the outputs from more than
one CPE tool in their procedures. When this is the case , it
is the CPE analyst’s responsibility to run the data collec-
tion software for all monitors at the same time .

2. Representative Values of Frequency Distribution

Some test procedures require an analyst  to pick a “Rep-
resentative Value ” to describe a frequency distribution.
Two ~1emory Utilization Mon itor Reports (MUM) are involved :the Tot31 Elapsed Time an Ac t iv i ty  Was in Memory , and the
Elup sed Wait  Time For Memory Requests in 1/10 Second . The
following paragraphs give guidelines for choosing Represen-
tative Values.

a. Introduction. A Representative Value is a single
n umber which attempts to describe either (1) the amount
of memory wait time or (2) the amount of memory residence
t ime experienced by the “ typ ical ” or “ most important”
job.  Each time the two MUM reports named above are
produced , one Representative Value is derived from each
report. The memory wait time Representative Value is
divided by the memory residence time Representative
Value , deriving a ratio of memory wait time to memory
residence time . If the ratio is large (i.e., jobs wait
f o r  memory for long periods compared to the length of
time they use the memory requested ) , memory is probably
an important  const ra in t  to performance . If the ra t io  is
small , memory is probably not a cons t ra in t .
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Frequently the data will be such ~~~~ ~~~J 
• 

. 
- -

Repres.~ntai ye - ll~~~~ Y . I L I  ~~ ~~1- I ~~~I C. [ I ’  - 
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always large or a..J~z/ J  iin.~li .  ‘f t~~i~ i~~ c i, - ’- 1 ,1 - - ,’h: :
memory waits ar~ ie~~, i ina ll  ~ri~ ~~~c1 ~~~~~~~~~ - -
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very large. In Jie~e ~. i - ~~t~~- : , t~~~ ~~~~~~ ~~~~~~~~~~
‘“ ‘ ‘

to investigate furti~er };efore t-acoo~ LT1~, ~~~~~ te ~~~~~ ~-i ”
Values. He may simpl7 note Li~at~ the rati will 
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be lar ie ( small)  - ~~i1L aflalysL 2 . . ) O U I U  ~~~~~~~~~~~~~~~~ LLIC~. -

that it is not ..~. case of a large n umber o~ j -~’~s ~~~~~~~~~~~

short wait times obscuring the fact that the lobs with
bad turnaround have long memory wait times.

Any single value is an over-simplification of • - ~~u ’ 1

frequency distribution; however , the fact that the Rep-
resentative Values are used only as a ratio helps make
their use valid . This is especially true when the two
distributions have similar shapes (e.g., both skew~~. t
the right-—see below for descriptions of typical shapec ’ .
li-i this case, systematic errors in picking Represen-
tative Values will tend to cancel when the ratio is
formed.

The type of turnaround problem being ar1dly~ ed
governs whether the Representat~ve Value should be
the whole distribution (i.e., “typical”) or for a -~ h-~- r

of the distribution (i.e., “most import-ant”) - If ~~
jobs are experiencing poor turnaround , a “typical” i~-J -e
should be used . If only a few jobs are experienci’ -~
poor turnaround , only the values experienced by these
j obs shou ld be u sed to pi ck the Rep~esentativc Val •:?
[This can be accomplished by noting which SNt JMB ’ s h-id
poor turnaround and reducing the dat a a -ii: us ing :-n y
those SNUMB ’s (see the Batch Turnaround Time Ana 1y-~i~
~~stem User ’s Guide supplied with this i,lum .-T.T

b. Types of Distributions. Fi’-iure 11-4 show s •~ hyo’~ ’ ’ - t
ical ‘4 Total Elapsed Time an Activity Was in Meecty
report .  Variat ions cf this report wi l l  be used t - •
illustrate types of d-istributionb. The report cc-n-. -

•-~ row for each amount of t~~e gaited , ft; ;4 L. C ~~~~ - 
-,

to 2.7 seconds. The number of activities which spe&~certain amount of t ime in memory -~r c  rep o r t e d  ~n the C

whose time range (in th~ f cn tj i i ,  Second ” ‘ ~~~~~. ;•~~~~ ~~i L ’

that amount of t ime . For ex~ inpl~~, l ,67~) ~ “‘~vi ti ’-’-
spen t 1.7 seconds in r r , er ,or v . rht- L ELeJCL.C - (-• f  r ~

I
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II . a - ;  i 1 cert~iin row i~. re~Jor tec h i  ~~ 1 ’ -  “ 1  nd i i j ~~~ 1
P ~ , L )  i i  - culthrIfl - The :~uo o f tJ~~-~~’ pt-rceritaq -;. I or

r w~ - 0  ~vo  (and i n c l u i l nj )  a 2 - - r  t~ i )  0 row s r e p or t e d
Lr t .Iu i- “

~~~ i r n u l  ~ t ive ProbabiJ it  - “ oiwni I o i  t hat  row .
J~~~~i example , the 1 ,670 activ itie~: in the i 7 second i o w
o i~~~ . i  i S C~ lh .0~ j t  all act I v i t j t .c. T~~~ se ~~~~t

t~~inec ~- i  Ui -~1 1 activities w i t h  elapsed t ime ‘ 1 - i l  105

- ~S i l i u r i  ~ . /  ~ eC )r1 dS , C01t 1 J ’  ~~ 4 - d  ~~~~~ (i ~~ al l  d Ct v L t i O S.
N o  !- . Iap s e d  Wait Time for Memory R e qu e st .’; in 1/i(~repor t  has the same oj I:ia t as J- iqur -- 11—4 .
t L -  MUM U ser ’ s_Guid e (CCT C.61~~. t J G)  tor  more d e t a i l .

( i y  ~~~~~et -r i c_Dis t r i b u tj - m  ( 1 o ~-e] ’; Clustered_Aroun d
•~~Sin~~~e Poin t. ~ht ’ P e pr e s e i i t at iv e  Value for

t I i ~~ d s t ri b u t i o n  ~Hown i f  1 i gu r t ;  11—4 is easy to
p 1 2 k . The va lues are closely c lus tered around t n ~
“ J-~v e r i q e ”~ 17.6 tenths o~ a sec nu , or 1.76 seconds.
The s~;-ipe of the d i st r ih i t ion  is symmetric——about
the setme number of act:ivit- ies hdd -iiiues ‘)Ve !  1 .76
seconos as under 1.76 seC-ends. ‘he absence of

~- -con : l i n e  under the “ r - t s r i ~~s ‘1’ ~~~ “ l i ne  i n d i _ i t e s
tha t no act ivi t i e s  stayeo ~n metn r lonqer t flan 2 . 7
seconos . When a d i st rj hu t .~~n resembles this ex-
ample , use the “A verage ’ pr n t e ( C  a t  t h ~ bo t tom ~‘s
the Represe n t a t iv e  Va1u~. .

(2 )  ~ )‘- ‘ wed D i s t r i b u t i o n  F iqu i~ - I 1 — ~ shows anothe r
~i st r f l~Jt ion .  This d i s tr ihu t i ’ ; r1 is “ ske wed ” ( i . e . ,
not  symmetric ) , beca use most of the ac t iv i t i e s  spent
-~ r ’)u n (~ 0 .1  to 0.7 seconds in memory ,  w h i l e  some
-npen t as much as four or five . Ca r e  should hc taken
when picking d Representative Vai .U~ f rom t h i s  dis-
tribut ion . If the analyst wants to emphasize  the
typical activity , which stayed in memory 9.3

seconds of less , he could pick the “median ” of the

1The median is the value which evenly divides the
activitii s in the distribution—-half spent less time in
memory, and hdlf spent greater time in memory. In Figure
11- 5, the median is about 0.29 seconds. The median can be
estimated from these reports by descending down the “Currtul1i-
t - i v e  Probability ” column until the value first exceeds 0.50.
The median fills within the time range of this row. In
Figure 11-5 , the second row has a Cumulative Probability
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distribution. Otherwise , he may pick t h e  a-/er -i-Jo
printed at the bottom of the report . In F i gu r e  1 1 — 5 ,
the average is 0.42 seconds. When t h -  d i s t r i b u t i o n
is skewed , the average is ~1Ways clos’-r t h a n  t h’-
median to the few “outl ying ” values.

The analyst may believe the larger t im e ‘ia1ii ’-~.
(e.g., four to five seconds) to be mor’.- represent-
a t i ve of the jobs tha t  are exper ienc ing  long turn-
around t imes.  In this case , it is best to oht4in
the reports again  w i th  the jobs ex p er i e n c i n g  accept-
able to tal tu rna round  t imes e l i m i n a t e d  f r o m  t h e
data.

I f  both MUM reports  have  the same type of skewed
distribution , the ratio of the two Ftepresentativr-
Values w i l l  probably  be the same whether the mediaro;
or averages are used ; however , the a n a l y s t  should
not use the median of one distribution and the
average of the other it the distributions are sim ilar.

value of 0.575, so the median is b’-tween 0.2 and 0. ~ seconds
(more specifically, between 0.15 and 0.35 seconds because 1.~.15is the dividing line between 0.1 and 0.2 and 0.35 is the
dividing line between 0.3 and 0.4). The actual value can b’
estimated by interpolation: Let A he the row in w h i c h  tb ’
median occurs (the second row in Figure 11-5) . Let B be the
“Cumulative Probability ” value  fo r  the  row imrnediata-ly above
A. L’-t C be the “Cumulative Probability ” value for row A.
Le t Fi be the  star t of the range  reported in row A , and 1 tb’
end of the rang’- . (The activities in row A spent  more than
D seconds , but  less than E seconds i n  m e m o r y . )  Then an
estimate of the median would he

D + 
0.500 - B (E - D)

In the Figure 11— 5 , t.he estimate would b’.

F + 
0.500 — 0 • 3 0 7  

* (0 r 0 F0.575 - 0.307 
- . .

0 15 + 
(j.193 

* 0 200.268

0.29 seconds.
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(3) Skewed Distribution with Outliers. F gure 11-6
shows a distribution which is more skewed than the
one in Figure 11-5. Nonie the bottom line , which
states that 33 activities were in memory 1-:’riger ~-h~ n
the longest time range on the plot. These activities
(the “outliers ”) are over l~ % (33/207) of the total
number of activities , and their average time in
memory is 1,508 seconds-—over four times the last
plotted value of 369.9 seconds. The w±de variation of
time in memory m~y indicate that two or more Kinds
of jobs or types of time periods are bei~ng reported .The analyst should investigate the individual
activities to determine if either the long—running
activities or the short-running activities can be
eliminated from the distribution (either type of
activity may not experience poor turnaround) . The
analyst may find that the two (or more) types of
activities are multiple activities of the same job,
such as a short compilation followed by a long
execution. In this case, the average should be used
as the representative value , since it is a better
index of the total time the job (i.e., all activities)
spent in memoryt.

(4) Poor Reduction Parameters. Distributions such
as Figure 11-7 and Figure II~-8 need to be reducedagain with an expanded plot (a larger time interval
on each row). Figure 11-7 shows only one or two
observations at the most in each row, with most of
the observations off the end of the plot. This
gives the distribution the appearance of a multi-
spiked dis t r ibut ion (a d is t r ibut ion wi th  widely
separated clusters of activities) when it may be
only that there were few activities run during the
data collection period and/or the time interval per
row is too small. Reducing the data with longer
time intervals (i.e., 0—10 seconds , 11—20 seconds ,
etc.) per row will merge the artificial “cluster.s”
of only one or two activities, and will bring most
of the “out of range” data onto the plot. Figure
11—8 shows only 20% of the activities “out of range ” ,
but the average for these activities is so low that
a doubling of the time interval per row might almost
eliminate the “out of range” category . Once the
data in Figure 11-7 and Figure 11-8 are reduced
again , the rules for Figura tI-6 will probab ly
apply.

-C — — -—- - . -
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(5) Other Di~;trib utions. Di~ tribu~-ions wriich donot fit th e cx :mplLs contaired in this section need
special treatment. If some or the data cannot be
eliinin~ ted to make the distribution more like the
examples , the ana l yst shoulo cor -~ der requesting
outside help in choosing a Representative Value or
in determining if memory is a constraint by other
means. The Representative Value concept may not be
valid in this case.

3. Decision Values

The decision steps of the test procedures call for
comparisons of calculated ratios to specific sample decision
values. These comparisons are used to trigger changes in
procedure execution sequence or to justify recommendations
that the analyst is to make as a result of conducting the
test procedure.

Decision values are bracketed (“(value)”) in the test
procedure documentation. Note that sample decision values
are given for illustrative purposes. They will not always
be correct for a particulcr site. Each site whould carefully
refine the sample decision values to meet site criteria.
These sample decision values have been selected with the
following assumptions : (1) a turnaround time elongation
problem exists , (2) the procedures are used to search for
causes of the problem , and (3) the WWMCCS site will confirm
the sample decision values or will modify them through
continued evaluation.

H. CONSTRAINTS TO PROCEDURE DEVELOPMENT

No tuning guide can investigate all possible causes of
turnaround time elongation. There remain many potentially
unaddressed and uninstruxnented performance variables in the
WWMCCS system processes that may still constrain system
performance. The analyst may not uncover all causes of
elongation simply by executing the tests in this Guide.
The test procedures in the Guide, however, should assist
an analyst with the proper background in identifying unad-
dressed causes of batch turnaround time elongation .



Ill. TURNARO IJNI) TIM E MOIJEL SCAN

This section describes pr-ocedures for initiatinj the
analysis of ba tch job turnaround time .

/\. ANALY S IS SUMMARY

The procedures of the Turnaround Time Model Scdn are
used to: (1) di rect the  use of the Botch Turnaround Time
Anal ys is  Sy stem , (2) identify the deLiyin g processes or
queue points in a system being analyzed , dnd (3) direct the
conduct of other tests to confirm the cause of the delay(s).
These ac t iv it i es corres pon d to par t s  o f th e P rob lem Anal ys i s
Phase discussed in Volume I , Section IV. Running the Batch
Turn aro un d Time Anal ysis System cor respon ds to Volume I ,
Section IV.B: Run the Appropriate Analysis System. Iden-
tifying the del aying processes corresponds to Volume I ,
Section IV.C: Eva l uate Analyzer Output. Directing the
conduct of other tests corresponds to Vo l ume I , Sec ti ons
IV .D thro ugh IV .F: Follow the Guide Test Procedures ,
Imp lement Gu id e Tun i ng Recommendati ons , and Evaluate Need to
Continue. The detailed instructions for each test are given
in Sections IV through XII of this volume .

Procedures executed under the Turnaround Time Model Scan
include: (1) Run the Batch Turnaround Time Analysis System ,
(2) Determi ne Model Of Interest , (3) Select Phase , (4)
Select Processes Of Phase To Be Investigated . (5) (Optionally)
Determine Execu tion State Va lu es , and (6) ‘ elec t and (onduct
Tests. Figure 111-1 shows the procedures and steps to be
executed . The Turnaround Time Model Scan Form (see Figur e
111— 2) is used to record performance data. The procedures
and use of the form are described in following subsection s .

Reports of the Batch Turnaround Time Analysis Syste iii
(see Guide Appendix B) used in the procedures of the sc,in
include: (1) System Report , (2) Model Report , and (~

)
Activity Execution t-lodel Report.

B. RUN THE BATCH TURNAROUN[) TIME ANALY SIS SYSTEM

The Batch Turnaround Time Analy-is System consists of a c~~tu
collector and a data reduction program. The data collector
collects the data to start the investigation of long turnaround times .
This tool uses the GCOS traces to track jobs thru the system . The
dat a collec tor has been i ncor porated into the Generaliz ed Mon it or
Facil ity and the reader should refer to the General Monitorin g Facility
Users Manual for directions on the use of this tool.
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A f t e r  the data has been collected , the data tape and manual
logs a r e  processed thru a data reduction program to track jobs
from SIJb IlSSlO fl to users retrieval. The amounts of elapsed time
spent in the intermediate phases and processes are summarized
in two reports. Appendix B - Volume IV contains the User ’ s Guide
for the  data reduction program. T he GMF Users Man ual sh ou ld  be
consul ted so that only data for the f i rs t  two reports are captured .
N o t e  t h a t  m a n u a l log s m u st  be kept while the Batch Turnaround Time
Anal ysis Systeril is running . These logs record the time of sub-
mission (start of Pre-Processing) and the time of return to the
user (end of Post Processing) for each job to be included in the data .
The times are then recorded on punched cards for input to the data
reduction program (see the Batch Turnaround Time Analysis System
Use r ’ s G u i d e  Appendix B). The analyst may wish to define processes
subdividing Pre-processing and/or Post Processing, bu t th i s is not
requi re d unt i l Pre -Pr ocess i n g or Pos t Processin g has been chosen
for further investigation as a result of Section III.D. If
p rocesses ar e def i ne d , manua l  lo gs mus t recor d the sta r t  an d en d of
each process. If Pre & Post processing do not need to be analyzed
the use of rilanual logs can be deleted. (See Appendix B)

The ana l yst shoul d make sure the Batch Turn aroun d Tim e Anal ysi s
System is collecting da~a during and only during the periods
ex perienceing long turnaround times . At most sites , this will mean
collecting data from 8 AM to 5 PM , since , at other times of day ,
shor t turnaround time is considered less critical. Jobs which do not
run to com ple ti on durin g this ti me wi ll contr ib ute l i ttle or not da ta ;
there fore , the analyst shoul d run the Batch Turnaroun d Time Anal ysi s
System un til any backlo g of jobs is gone . Jobs wh ich entered the
system whi le the backlo g was bein g worked off , af ter the normal en d
of processing, do not have to run to comple ti on before data collect i on
is stopped . They should be eliminated from the data by not including
their SNUME3 ’ s in input to the data reduction program (see the User ’s
Guide Appendix B).

T he anal yst shoul d a l so  ma ke sure that the da ta is
representative (i.e., typical) of the data that would be
collected on a “normal” day . This probably requires running
the Batc h Turnaround Time Analysis System for several time
periods and comparing the outputs to see if they vary
widely from one day or cycle to the next. Known workload
cycles (e.g., en d of m onth , end of year) should be taken
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L n t o  account .  They should be eliminated f rom data col-
lection periods if it is all rig ht for  turnaround t imes tu 4
be longer then. They should be the only data collection
per iods if they are the onl y periods experiencing poor
turnaround times.

C. DETERMINE MODEL OF INTEREST 
-

This procedure determines which one of the three batch
system models is to be investigated during a particular
analysis of turnaround time. The procedure uses the System
Section of the Turnaround Scan Procedure Form.

1. Step No. 1: Local Batch Sum

Th~ System Section of the Turnaround Scan Procedure Form
~s prepared for the sequencing decision in Step Number 4 by
this entry.

Report Value. The Local Batch Elapsed Time Sum
value , listed on the Model Report, represents the total
elapsed time measured for Local Batch jobs (i.e.,
including Pre—Processing , System Processing , and Post
Processing)

b. Form Entry. Enter the va lue fo r Local Bat ch Sum in
the Value Column .

2. Step No. 2: Remote Batch “A” Sum

The System Section is prepared for the sequencing
operut ion  in Step Number 4 by this entry.

a . Report Value.  The Remote Batch “A” Elapsed Time
Sum , listed on the Model Report , represents the total
amount of elapsed time spent by Remote Batch “A” jobs
(i.e., including only System Processing )

b. Form Entry . Enter the value for Remote Batch ‘
~~~~~

“

Sum in the Value Column .

~~~. Step No. 3: Remote Batch “B” Sum

The System Section of the Turnaround Scan Procedure ~‘crm
L S  prepar’~d for the sequencing operation in Step Number 4 by
this entry.
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- . R~ r”:.r t Va l lie . The . ~~niote batch “B’ E l - ~ p se Q ‘~ ir.~
S - -TI . TLsted on the Mode] Rep~~ t , iep~~~ en~~ t~1e F~l~- - -2.~.~ 2
‘ i ~~’- r~- ~ SU! -~ U t O t  R~ 1.’~.)LC ;:~~~5C ‘ E’ J OJ J S t L. .~~~.. ,

Sy’:tem Procossing and Post Processing

b . Form Entry. Enter th.~ value for  Remc~ -~ 1~a t c ~
Slim in ~I~e ie Col!imr..

“ . Step L’1” , 4 ;  Sequenc~-’ M o r d’ l of J n t r

Examine the three entries made in the Value Column of
the System Section . Place a ‘ l ”  next to the mo del  e n t ry
-:~ th th~ , i~ rgest. ciapsed time value . place a ‘2” in tne

‘~uenc~ Column next to the model ent ry  wi th  the second
~-~rgest vai -i ~~ a~.J • “ 3 ’  r~ext to the model entry ‘~~~ th t z~e
smallest valu6 .

Use the remainder of the Turnaround Time Model Scan
2rocedures and forms to investiga~-e the model sc - t ’~ ’ ~~
~1~is step. 1nvest ~~gate the model ‘~:ith the “1” i~ it~-i
S’~quenc e Sic’: first: , the model with a “2” second s etc .
In -Iest igat ior ~ of each model wil l  require fu r the r execution~
‘ f  the pror~ dur es  ~nd extra copies r~f th r ~~~~~~~~~~~~~~ ~~~~~

~-1( 1el Scan Form .

J.  SELECT PHASE -

This  proceds~rc i d e n t i f i e s  tJ- e phase ( 1 e . ,  ~ ‘~~— P rocess ;~~r-a ,
:;j:3tem Processing, or Post Processing) that is to be exam~~~~during the scan . This proced~:re U. I~ S the P~ a~~e ~~‘~~i’~- of

hu Turnar ~)und Sr:~.~ Procedur~ Form .

i. S tep_No. 1: Pr~~-Processing Percent Mode]

This entry prepares the ?has . 3 c  ~cn ~or ‘h~ :

~~~z jtjOn n St~-~ -;umber ~. 
S

a .  ~~~port V a l u e .  The Pre—Process ing  Per :er’ t ~~;del
value, listed ‘m the Mod€ 1 Report , ~~~~~~~~~~ ~~~
percentace of t ime devot2d to Pre-Proce~~;Jr~~. 2L

to pick the value correspondin g to the m d~~1 ;~i’~k :~
above in S’~ -~~ en IIT.C. N,t :r’ th a ’. t h l %  1 1 ~~~

rreaning oni , when the L~~ ~1 Batch Model is; he
tigated .

b . For~~~~~n :  :j . Entei- h’~ value in t h e  ‘/~~~~ o~-

*3.



? .  Step No .~~~~~~~~~~tem P r ’ e i ’ : ~~e~~t Nodei

This  en t ry  prepares  th~ Pha~;’~ Sect £ox1 1nr  the sequenc .’ ‘ i - .

operation in Step Number 4.

i . Report Value. The f~y~ h.;m Proce~ s;in’j Percen t Mode’
‘iulue , listed or~ the Model z eport , r L  r~ sent~ t J I ~~. t~~~

of time devoted to ~y~ teni Pao~ u~~:;in y. Nu~ e t:hat ul 1
models incorporate  this phase . lie sure to ~ic~ i h.-
value corresponding to the model p i c k t~U ub ove in  ~~~~~~~
III .C.

b. Form Entry . Enter the number in Un- Value Co]un’n .

~~~. Step No. 3:_Post Procei.sing_Percent Model

This e n t r y  prepares  the Pha -~ I ~3ect~ i ‘ n  or the :;l a~enc~~m t
operation in Step Number 4.

d . Report V .xlue . T~~e ~~, s;t-. ~ ~( ; ‘~ - : , i n ’~ ~~-r cen ’. 4’i~l’.~~.
valuv , lis ted on the ModeJ ~~por t , represent~ t f l i  ~‘ei —

centuqe of time devoted, to 1 ;  : t . Prs .:” ; i i ’; .

b.  Form Entry. Enter the numbe r in Value Column .

4 .  Stej~ N o .  4 :  Sequence_ Phase To l3e hxd l l i i ned

S Thi s  op e r a t i ’in i  selects  p ar t i c ui  ur  ph u s e s  t or  ~~~ i .~y :n.:.
th (- remaining sLep~: of the Turnaround Scun .

E n t e r  a “1 ” in the Sequenct~ Column n e xt  to the e n t r y
w i th  the I ir g e st_ va l ’i t .- ; ontei a “2” in the Se luen-:e L’olunin(,f the ent ry w i t h  the :~e’:onJ iLiyhes t v u  iue and a ‘ i ” r:  t
Seque nce Column w i t h  the lowest en t r y .

S If System Processing has the h i ghest  value , con t i n ue  he
c u r r e n t  Turna round  Time Model 3:.~~i w i t h  the procedure  , ; t em ~s

S in ~ectjon III .E , ij o low.

I f  Pre_ i2 r rj cess ing  h *i:Z the l a r~~’., st V - I L j ~~ , inV (~~ l J L 1 t e  “I~~
queue  po i nt :~ and processes involved i ~i ~n ;er ing bat :h ~~‘ .‘ -

i n t o  the sy stem . ~r e c  if  ic mu lys L : ; ~~o ~n t :~ w i .  LI le~ en i~~
t. he numbe z and t yp ’~~ o h  work stu t 1 ns , J ‘ L :. 1 iq in ~~~~~

r j r . t. r o L  po in t s  md ~ ;~~e or i l j  s,- ~ib r u r y  , r ~~’.esses u t  -my

~urticu l-tr s: ~~~ I)i .fin i . pr )(:I~ s.i’-s ~~~ ~r e — P r o c ~~ss in q  u1~~J
k ’i e ~~ lO(.J’-. and co1~ e- ’t . L .  J:i~~* J  I, - ‘ . i ~~~~~~~~~~~~~~~~~~
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2. Step No. 2: ~~~~tern Scheduling Percent Phase

This step prepares an entry for the sequencing operation
in Step  Numbe r 8.

a. Re~ lue . The System Input and Scheduler Per-
‘sent Phase value , listed on the System Report for the
selected model , represents the percent of System Proces-
sing T ime devoted to the System Input and System Scheduling
I’ r cess. Note that ~he same value is used in Step 1 ,
above. Current GCOS trace instrumentation does not
p r ov i d e  the means to distinguish between time spent in
System I np u t  and t ime spent in the System Scheduler.
Future instrumentation will separate the two phases.

b. Form I-:nt rl. Enter the value in the Percent of
Sy stem Processing Colu mn.

3 .  Step No. 3: Pec±pheru 1 Al l oc at i o n  Pe rcen t  Phase

Tb is s tep  p r ep ar e s  an en t r y  f o r  the ie~ u1encing operat i o n ,
in S t o p  Numbe r 8.

a .  Report  Va lue .  The P er i p h e r a l  Al loca t ion  Per ’ - en t
Phase value , 1 iste’! on the Sy stem R~ p or t  fo r the :;e le r t  i ’d
nrv~ ie I , represent:; the p ercen t  of S yst e m  Process a nq P
c j c . ’j o ted to thi, - Per ipheral Al. loc~~t io n Process.

b . Fo rm En t r 1.  E n t e r  the v a l u e  the P ercent  of Sys tem
P roces s i ng  C~~1 umn .

4 .  St e -p  No. 4: Core_Allocation Pe rcent Phase

‘[‘his step p r ep a r e s  an e n t r y  fo r  the  sequenc ing  o~w - r 3 t i - r
in  St o p  Numbe r 8.

a .  Re port  V a l u e .  The Core A l l o cat i o n  Percen t  Phas e -
va l ue , l i st e d  on the Sy ~;tem Report  for  the  s e I e r I - e d
m od - - i  , represent. :-; the percent  of Sys te m J ro’:ess in ’j  Time
d’~voted  to the Cor.- Allocation Process.

b. Fo rm E n t r y .  E n t e r  the  vaIn” in t~he “-r cent: of
Sy st e m  Proc ’m: ;  i sq C o l u m n .

‘
. Si ej~ N o .  J :  Act iv i t .y E xe c u t  i o n  P e r cen t  P h a se

Th i s step p r e m ~-ar e s  ‘en  e n t ry  fo r he :ie ’;lmencifl ; Oper-.ii . ion
i r e  S tep  Numbe r 8.
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a. Report Value. The Activity Execution Percent Phase
value , listed in the System Report of the selected
model , represents the percent of System Processing Time
devoted to the Activity Executior- p rocess .

b. Form Entry: Enter the vi i ue  in the Percent of
System Processing Column .

6. Step No. I
~. Job Ferrninatio~~~Per”en~~~Phase

This step prepares an entry for the sequencing operation
~~~)  Step Number 8.

a. Report Value. The Activity Execution Percent Phase
value , listed on the System Report of the selected
model, represents the percent of Syst-em Processing Time
devoted to the Jcb Termination Process.

h . Form Entr .~~ Enter  the value in the Percent of
System Processinq Column .

7 . Step No. 7: S~~ tem Output Percent Phase

This step prepares an entry for tSe sequencing operation
~n Step N umber 8.

a. Report Values. The Ready for Output Percent Phase
value , listed on the System Report of the selected
model , represents the percent of System Processing Time
devoted to waiting fo r  ou tpu t  to s tar t . The System
iutput Percent Phase value , listed just under it ,
represents the percent of System Processing Time devoted
to the System Output Process after output starts for a
job. See the User ’s Guide for the details of the
distinction .

b. Form Entr.~~ Sum the two values and enter the sum ire
the Percent of System Processing Column .

-~~~. Step No. 8: Sequence Percent  Phase Ent r ies

This step is used t.o seq uence t~ee System Processing
p rocesses to be examined by the test procedures. P lace  a
“1”  in the Sequence Column of :he nercri”ss with the highest
~‘-r c ent of System Processing va lue . Ente r  a “ 2 ”  next  to the
process w i t h  the s e c on d — h i g h e s t  va lue , etc .  Choose the
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process marked “1” for further investigation using Sectior:
III.G. If this process has been recently investigated and
little improvement is anticipated , an analyst may want to
choose other processes for investigation , sta r t ing  wi th  the
process marked “2” .

9. Step No. 9: Act ivi ty  Execution Detail

Continue with the analysis  by conducting the fol lowing
procedure if the Activity Execution Process has been selected
for investigation. If the Activity Execution Process is not
to be investigated , conduct the procedure in Section III.G.

F. OPTIONALLY DETERMINE EXECUTION STATE VALUES

This procedure provides detailed information about the
jobs running under the selected model for the Activity
Execution Process. This information can reduce the number
of tests that must be conducted before an analyst reaches a
tuning decision.

In order to perform th is step it will be necessary to re-run the
data collector and collect data for reports 3&4. (See GMF Users Manual )
This option will result in a great increase in the amount of data
collecte d . Obtain data for several time periods and repeat this section
for each period collected , to insure that decisions are not made on the
basis of one set of abnorma l data . Consult appendix B for d i r e c t i o n s
on the generation of Report 3.

This procedure uses the Act ivity Executi on Section of the turnaround
Scan Procedure Form (see Figure 111-2).

Eleven ratios (see Table 1 11-1) are produced by this procedure to
describe the execution states displayed by the system . The dividend
values for the eleven ratios are liste d on the Activity Execution Model
Report produced by the Batch Turnaround Time Analysis System . The ratio
d ivisor values are determined from : (1) the test system configuration
and (2) the emphasis placed on particular system states during the
analysis . The following definitions apply to the divisors - in the formulae
in Table III- ]:

(ET) = Execution Elapsed Time

(CPU) = Number of CPUs in the Test Configuration

(TAPE) = Number of Logical Tape Channels in the Test Configuration

(DISK) Number of Logical Disk Channels in the Test Configuration

45



RATIO DiVISOR DEFAULT
RATIO FORMULA EOR&TLA VALUE FOR “n”

CPU E~ ecut ion SumCPU E~ecution — n (ET ) (CPU) 1.0n (E’r) (CPU)

?‘bn—Dispatch State Tirr~ n(Er ) (CPU ) 0.2mn-Dispatch
n(ET) (CPU)

Swap/Con~ act ion Swap/Capact ion Tiire 
n (Err) (CPU) 0.2nWr) (CPU) -

Tape I/O Service Tixr~ n ( I~’r) 1.0Tape Service 
~ (Err)

Tape i,’o çiueue Tape I/O Queue Tin c n(Err) (TAPE) 1.0n(ET) ( TAPE)

Tape I/O 1)~vj co Tine 
n (E’I’) (‘~~~E) 1.0Tape E~~vice n Wr) (TAPE)

Tape I/O Wait-Only Tin~ n (ET) 0.1Tape Wait-Only n(ET)

Disk I/O Servi ce Tiir~Disk Service n(ET) (DISK) 1.0n(ET)(DISK)

Disk I/O Queue TiiicDisk I/O Queue n (ET ) (DISK) 1.0n(E’r) (DISK)

Disk I/O f~vice TineDisk ~~vice n (E’r) (DISK) 1.0n( ErF)  (DISK)

Disk I/O Wait-Only Tine 
0.1Disk Wait-Only 

n(ET)

EXECUTION STATE FORM U LAE

TABLE 111-1
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Before usinq the Execution State Formulae in tht- steps
of this pricedure , complete the optiori~~l 4~ leme nts of t h -
firmulae: (1) the configuration components ~iio ( L  t t ~ t

execu t ion  sequence determinator values (i.e., n ” for e-~~:r~
formula). For example , it a dual processor configuratio~being tes ted , substitu te a “ 2 ’  f o r  the CPU p a r a m e t e r  of tJ~~
f o l l o w i n g  d iv i so r s :  ( 1)  CPU Execut ion , ( 2 )  Non -DisDa tch ,
and (3 ) Swap/Compaction .

The execut ion sequence de te rmina tor  ( i . e . ,  “ n ” pa rameter
in each d iv i so r )  provides a way of defining the relative
‘importance ” of the eleven system states. A small amount of
time in some of the states would be more “important ” than
i la rge r  amount of time in some other states. For examp le ,
one expects to see very little “Tape I/O Wait—Only Time ”
(see the User ’s Guide for a definition of this va lue).
Therefore , a modest value for this state could be signif ~“ant
while the same value of time for CPU execution would not
be considered significant. The execution sequence determina-
tors attempt to compensate for this problem by magnifying
the amoun t of t ime reported for those states where a small
value might be significant. Default values for the execution
sequence determinators are listed in the right—hand column
of Table 111—1. Each site should carefully evaluate the
determinators and modify their values if justified.

1. Step No. 1: A c t i v i t y  Execut ion  Elapsed Time

This  step p repares an en t ry  fo r  the sequencing opera~ i ü i i

in Step Number 31.

a.  Re port Value.  The Execut ion  Elapsed Time , l i st oo  on
the System Report  of the selected model , r epresen ts  the
amount of elapsed System Processing Time devoted t o th’:-
Activity Execution Process.

b. Form Entry. Enter the value in the Value Co L umn .

2. Step No. 2: Calculate and Enter CPU Execution Divisor

This  step prepares an en t ry  for the calculation of the
CPU Execut ion  Rat io  in Step Number 2 0 .

-~~. Calculation. Compute the CPU Execution Divisor
using the a p p r o p r i a t e  d iv i so r  formula  f rom Table I l l - I
and the Elapsed Time Value generated in Step Number 1.
Provide an alternate value for the “n ” factor in the
formula if desired.
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b Form }~nt r ~~ . ~;r - : : trte c : .‘~u :ated v~ iue x~or the LPU
E~ec’~’ ioi D~~ isor ‘r. the V;~ re Co ‘.urn .

Step No. 3: Calculate and 1~r t er  “Ion—Dispatch Divisor

This stap pr-~m5res ~n entry for  i- ne calculation of the
~n- [~ii-pdtcn ~at~~ in Step Numhe~ ~l.

a. Cal:ui-~t~~~i. Corapute the Non -Dispatch Divisor isin~
the Non-Dispatch Divzsor Formula from Table 111—1 arid
the Elapsed Time Value generated in Step Number 1. Note
from Table 111-1 that a default value for “n ” of 0.2 is
recommended . Change this value if desired .

b. Form En t r .~~ Enter the calculated value for  the Non-
Dispatch Divlsoi lii the Value ~oiMnr,.

4. Step No. 4: Calculate and Enter Swap/Compaction Divisor

This step prepares an entry for the calculation of the
swap/Compaction Ratio in Step .~umber 22.

a. Calculation : Compute the Swap/Compaction Divisor
using the Sw3~~ Compaction Divisor Formula from Table
111-1 and the Elapsed Time Value generated in Step
Number 1~~ Note that a value fc~ ‘n ’ of 0.2 is recom-
mended in the table. Change this value if desired .

b. Form_Ent~~~. Enter the va~ ’~~ tor the Swap/CompactionDi/isor in tfii Value Column .

5. Step No. 3; Calculate and Eu t~~t I/O Service Divisor

This step prepares an entry ror the calculation of the
Tape Service Ratio in Step Number 23 and tie Disk Service
Ratio in Step Number 27. The sam.~ divisor is un.~ed in bothsteps.

a. Calculation . Compute the I/O Service Divisor usir~g
the Tape Service divisor formula lrc:i Table 111—1 ~1fld
the Liapsed Time Vaiue —xenerated in .~tep Number 1.

o. Form Ent ry .  Enter  the value for  the I/O Service
Divisor in the Value ~‘o1un-n .



r~~ r e i  ~~~~~~. 6~ Ca .LcuL~~te and Enter ’~ape i~
( ~.~ue:.je z~n’iJev~ ce_ D iv i s o r

“~iis step prepares an ent ry  for  the c~~J c u 2  ~~~~~ of ~~~Tape Qu eue P3tio and the Tape Device Ratio i.n Step W uii~~er 4
und r~tep Number 25. The same divisor is used in both steps .

Calculation . Compute the value for ~~ i- ~ ~~~~~~~~~

and Device Df~Tsor u~~ii~ ’ the Tape I/O (
~~ ,ts v~~ ~~~/i .so~

formula from Table 111-I and the Elapsed Tim~ Valu’-~
generated in Step N umber 1.

b. Form Entry. Enter the value in the /~~~‘. U e  ~~~~~~~
7. Step No. 7: Calculate ~nd Enter I/O Wait-Only Divisor

This step prepares an en~~ y i~or the c~~ cu~~ Lion of Lhe
Tape Wait-On ly Ratio in Step N umber 26 and the Disic Wait-
Only Ratio in Step Number 30.

d. Calculation. Compute the value for ~~~ I/O Wai t—
Only Divisor using the Tape Wait-Only divisor formula
from Table I l l - I  and the Elapsed Time Value generated ‘r ~
Step Number 1. Note that a default value of 0.1 is
suggested for “n ” in the table . Change th~ s value ~f
iesired .

b. Form En
~~Z. Enter the value in the Value Column .

8. Ste~ N o. 8: Calculate and Enter  Disk I /O Queue and
Device Divisor

This step prepares an entry for the cdlcji~~tion of thE
Dis.- Queue Ratio and the Dt~ k D~~zice Ratio ~n Step Numberand Step Number 29.

1.. Calculation. Compute the value for t}-~e P~~ k I/O
Queue and Device Divisor using the Disk t,/O Queue divisor
formula from Table 111—1 an i the Elap~e’

1 L~rn~ VaLj.~.
generated in Step N umber 1.

b. Form En t ry .  Enter  the value  for  the divi :;or  in th~—
/ a lue  Column .

9. Step No. 9: CPU Execution Time

This  st ~~1; pr~~p dr e s  a~~ er t ry  ~or ~~~~ ~alcL 1 t i r. of ~hr ’
CPU Execution Ratio in Step ~umbe r 20.



Re1 r t V i l u e . The C1~ J Execu t ion  Elapsed Time ,
r the A L L v l t ’ E~~e c u ti on  Model Report , represents

ht~ S -~~~ o l  ‘PU t~u sy  t m~ for all CP U ’ s

P .  Form E n t r ’ . E n t e r  t k i ~ - va l ue fo r CPU Execut ion Tim e

~ie Va I ue Cc, I umn .

lu. ~ ‘~~j No. 10: ~‘~~ culate and Enter Non—Dispatch State Timi:

Th~ S Step p r e o tr e s  an entry for calculation of the Non—
~ sp it~~h Ratio : r. St~~p N umber 2 1 .

~~~~. 1 r t V~~I i . ’ . The Monitor Session Time in minu tes ,
• i e :~~~r1 t h e  upper  r i g h t  corner  of the A c t i v i t y  Executio: :
‘1~~ic.L Report , represents the time during wh ich the Batch
Cu r n a r ou n d  Time An ilysis Sys tem co ll ec t ed  d a t a .

: a .  C a l c u l i t i on . Conver t  the Moni to r  Session Time to
~~.c( ,f l( i~ ( m u l t i p l y  by 60) and multiply it by the number

of processors .  S u b t r ac t  i rom t h i s  product t he  CPU
x e c ut  i r  Time us t  on te red  in the Value  Co l umn . TP~

r e s u l t  w i l l  b~- i measurt :  of CPU idleness.

c. Form E n t r y .  Enter the resu’t in the Value Column .

11 . ~~tL-jJ No. 11: Swap/Compaction Time

This step prepares an entry for calculation of the Swap,’
t ,rn p i ct i or i  P a t  10 10 Step Suinber 22.

Re port  Va l ue. The Swap/ Compact ion Time v a l u e , l i s t e d
on the Activity E x e c u t i o n  Mode l Report , represents the
amount of elapsed t ime  devoted to the  Swap/Compaction
State of the Activity Execution Process.

b. Form E n t r y .  Enter the Swap/Compaction T , i r i & -  v a l ue  in
the Value Column .

l~~. Step No. 12: Tape I/O Service Time

This step prepares an entry for calculation of the Tape
Service  Rat io  in Step Number 2 3 .

a . Report Value. The Tape Service T ime , listed on the
Activity Execution riodel Report , represents the amount
of t ime spent in the I/O Supe rv iso r  fo r  Tape I/O.
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b. Form Entry. Enter the value for Tape I/O Service
Time in the Value Column .

13. Step No. 13: Ta pe I/O Queue Time

This step prepares an entry for calculation of the Tape
I/O Queue Rat io  in Step N umber 24.

a. Report Value. The Tape Queue Time , listed on the
Activity Execution Model Report, represents the amount
of time that one or more entries were in I/O queues for
tape I/O services.

b. Form Entry. Enter the value in the Value Column .

14. Step No. 14: Tape I/O Device Time

This step prepares an entry for calculation of the Tape
Device Ratio in Step Number 25.

a. Report Value. The Tape Device Time , listed on the
Activity Execution Model Report , represents the amount
of elapsed time devoted to tape I/O operations outside
the host processor (i.e., the physical I/O tape device
time).

b . Form Entry.  Enter the value in the Value Column .

15. Step No. 15: Tape I/O Wait-Only Time

This step prepares an entry for calculation of the Tape
Wait-Only Ratio in Step Number 26.

a. Report Value. The Tape Wait-Only Time , listed on
the Activity Execution Model Report , represents the
amount of elapsed time when all host processors were
in the Wait State (i.e., executing the DIS Instruction)
and I/O was outstanding for one or more tapes (but no
other type of device).

b. Form Entry. Enter the value in the Value Column .

16. Step No. 16: Disk I/O Service Time

This step prepares an entry for calculation of the Disk
Service Ratio in Step Number 27.
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a. Report Value. The lAS Service Time, listed on the
Activity Execution r~odel Report , represents the elapsed
time spent in the I/O Supervisor for disk service.

b. Form Entry. Enter the value in the Value Column.

17. Step No. 17: Disk I/O Queue Time

This step prepares an entry for calculation of the Disk
Queue Ratio in Step Number 28.

a. Report Value. The lAS Queue Time , listed on the
Activity Execution Model Report , represents the amount
of elapsed time that one or more entries were in queues
for disk I/O service .

b. Form Entry. Enter the value in the Value Column .

18. Step No. 18: Disk I/O Device Time

This step prepares an entry for calculation of the Disk
Device Ratio in Step Number 29.

a. Report Value. The lAS Device Elapsed Time , listed
on the Activity Execution Model Report , represents the
amount of Ac t iv i ty  Execution Elapsed Time devoted to
disk device operations occurring outside the host system
mainf rame .

b. Form Entry. Enter the value in the Value Column .

19. Step No. 19: Disk I/O Wait-On ly Time

This step prepares an entry for calculation of the Disk
Wait-Only Ratio in Step Number 30.

a. Report Value. The lAS Wait-Only Time Value , listed
on the Activity Execution Model Report , represents the
amount of elapsed time when all host processors were
in the Wait State (i.e., executing the DIS Instruction)
and an I/O operation was outstanding for one or more
disk devices (but no other type of device).

b. Form Entry. Enter the value in the Value Column .
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il~ ~ tej~_ No . 20: Calculate CPU Execut ion  Rat io

This step calculates the CPU Execution Ratio , a va lue
used to establish the turnaround time test sequence in Step
Number 31.

a .  Ca l cu l a t i on .  D i v i d e  the v a l u e  for  CPU E x e c u t i o n  by
the val ue for  the CPU D iv i s or .

b. Form Entr2 .  Enter  the r e s u l t i n g  quo t i en t  in the
C a l c u l a t i on Co l umn .

21. Step No. 21: Calculate Non-Dispatch Ratio

This step calculates the Non-Dispatch Ratio , a value
used in the sequencing operation in Step Number 31.

a. Calculation. Divide the value fo r  Non-Dispa tch  Time
by the value for the Non-Dispatch Divisor.

b. Form Entry. Enter the resulting quotient in the
Calculition Column .

22. ~~~j~jjo. 22: Calculate Swap/Compaction Ratio

This step calculates the Swap/Compaction Ratio , a v alu e
empLoyed in the sequencing operation in Step Number ii.

~~. Calculation. Divide the value for Swap/Compaction
T ime by the value for the Swap/Compaction Divisor.

b . Fo rm En t ry .  Ente r  the r e s u l t i n g  quo ti ent in the
Calculation Column .

23. Step No. 23: Calculate Tape Service Rat io

This  step calculates the Tape Service Ratio , a value em-
ployed in the sequencing operation in Step Number 31.

a. Calculation. Divide the value for Tape I/O Service
Time by the value for the I/O Service D i v i s o r .

b. Form Ent ry .  Enter  the r e s u l t i n g  quot ien t  in the
Calculation Column .
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2 4 .  S~-ep  No. 24:  Ca l c u l a t e  Tape Queue Ra t io

This step calculates the Tape VuF:ue Ratio , a valj~
employed in the sequencing operation in Step Number ~l.

a.  ( a l c u l a t i o n .  D i v i d e  the v~ilue  f o r  Tape I/O iu e ie
Time by the va lue  f o r  the  Tape I/ O Queue and D e vic e
Div isor.

b. Form Entry . Enter the rcsulting quotient in the
Calcula t ion Column .

25. Step No. 25: Calculate Tape Device Ra tio

‘rhis step calculates the Tape Device Ratio , a value em-
ployed in the sequencing oper at ion in Step Numbe r 31 .

a. Calculation. Divide the value for Tape I/O De u c e
Time by the value for the Tape I/O Queue and Device
Div isor.

b . Form En t ry.  En te r  the r e s u l t i n g  q u o t i e n t  in  the
Calcula tion Column.

26. Step No. 26: Calculate Tape Wait-Only Ra t io

This step calculates the Tape Wait-Only Ratio , a value
employed in the sequencing operation in Step Number 31.

a. Calculation. Divide the value for Tape I/O Wait-
Only Time by the value for the Wait-Only Divisor.

b. Form Entry . Enter the resulting quotient in the
C~~lcu1at ion Column .

27. step No. 27: Calculate Disk Service Ratio

This step calculates the 5isk Service Ratio , a value
employed in the sequencing operation in Step Number 31.

a. Calculation. Divide the value tor Disk I/O Service
Time by the value for the I/O Service Divisor.

b. Form Entry. Enter the resulting quotient in the
Calc u l a t ion  Column .
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2u . ~ t j 2  No. 28: Calculate Disk Queue Ratio

Thi s step calculates the Disk Queue Ratio , a value em—
p l o y ed  in the sequencing opera t ion  in Step Number 31.

a. Calculation. Divide the value for Disk I/O Queue
‘rime by the value for the Disk I/O Queue and Device
Divisor.

b. Form Entry. Enter the resulting quotient in the
Calculation Column .

29. Step No. 29: Calculate Disk Device Ratio

This step calculates the Disk Device Ratio , a value
em~ ioyed in the sequencing operation in Step Number 31.

a. Calculation. Divide the value for Disk I/O Device
Time by the value for the Disk I/O Queue and Device
Divisor.

b. Form Entry . E~i ter  the resul ting quotient in the
Ca l c u l a t i o n  Column .

30. Step No. 30: Calculate Disk Wait-Only Ratio

This step computes the Disk Wait-Only Ratio , a value
employed in the sequencinu operation in Step Number 31.

Calculation. Divide the value for Disk I/O Wait-
Only Time by the value for the Wait-Only Divisor.

b. Form Entry. Enter the resulting quotient in the
C~~lcu 1at ion Column .

31. Stop No. 31: Sequence Selected Entries

This step is used to establish the execution order of
turnaround time elongation hypothesis confirmation tests.
A Sequence Column , provided in the Activity Execution Section
of the Turnaround Scan Procedure Form , is used for  this
S t’3p

Sequence the Calculation Entries in descending order by
the value entered . Enter a “1” in the Sequence Column of the
e n t r y  with the highest calculated ratio; enter a “2” in the
corresponding Sequence Column for the second highest ratio ,
etc .
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Note t h e  :-ie 4uence of tests to be p e r f o r m e d  and p ’’~ :’~~~
to a cont ui u it i o~ ot the ~~c i ; i  proces~ Jescr ibed  be Low .

~~~. SELECT •‘ NP C NDUC~’ ‘Li;~ T.;

The sequence of the test :; to be ‘2onduc ted for
Ny :;tem J’ roci ’ss m y  P roce s s  or  Act  i v i t y  i~xecu t  i o n  S t a t e  i
d e f i n e d  in  th e  Uypothesms lest:; Co i wn; of e i t r~er the Sy- t~~:c
J r  ocessing or  Act ivi t ’j F~x ec ut  ion ; e ct ion  of the T u r n a r ou n d
Nu an Proc eo ar e Form (see Figure 111-2 , . As an example , no’’

rorli F i g u r e  1 1 1 — 2  t h a t  tli. following tests are to be con—
‘(uct ed ( i n  t h e  ::eguerlce indicated ) for elongation of the

;~~sterri Input Process: (1) Seek Elongation Test , ( 2 )  P a t h w a y
Pt i i i  z a t  ion  Test , (3) Device Errors Test , ( 4 )  lOS Del ays
test , and ‘

~~~~ Irisuffic i en * Dev ices  Test. Each test che :~. s
oni~ or m or e  1Y/V ) t } 14 SCs (g •;

~ n i n  Tab les  1 1 1— 2  th ro ugh
1 1 1 — 9 )  . Titi S sequence is suggested only. ‘I’he Si t e  a n a l y s t

m * y  fe e l  that the most likely hypotheses are given low
p r i o r i t y  in t h e  tes t s e q u ’ ! 2  in (; on t h e  f o r m .  [ 1 t h i s  is the
~~a :;e , the :;I r~I1encin~j ~ h o ’i o l  P. m o d i f i e d  so tha t the most
l i k i  ly  lly , ot r~~ ;’.s ire t’ st .eU t irst

1. St i j ~ N .~~~~~~ : Execut~e Tests

50t w h i  -h processes (or states , if Activity Execut ~uri
is pi c d) ~~re t o  be investigated and the sequence of t~~~: t :;

P’ r r i i e~ ~. J .  Modif y the  sequence of tests if  circumsta ”.
i : ; t  1 t y i . ‘‘hoo!;e arid execute u test and proceed t~~~ Step

Nouie te : t S can be st r ewn ! m e d  by keeping in mind the
;pec 1 fm hyj othes is be i n ;  t c .st ed . I :3 c h  test  is des i gneP to

~ 11 d’’v ices md/or programs for a particular r o b i  em;
i owi vr~r , t hi :;pec i f mc hyp~~ hesis be i ng tested may eonc~ iii
only one d ’v r c e  or program . For examp le , the I n s u f f ic i e n t
I i ~~v i c e~ ‘rest . checks fo r  .Jde ’pJ. ]t e numh ’~rs of d i s k  ari d tape
‘l e / i c . i s .  The a n a l y s t  cou~ d be conducting the Insufficient .
Devices Test to evaluate the hypothesis that insufficient
soace exists for ~ J and J* files. It this were the case ,

h .~ a n a l yst  s kio j I d  :;k ip th~ part of the Insuff i c lent Dev c i:
la st  concerned with t a ~~’~~;, b ec au s e  the * J  and J~ f i l e s  a r e
disk on l y .  ~h l l e  cr ) n (~ u ct  np  one o~ t b ~? t e s t s , the ~n a l y st
;ho’ild rerrle; ril,e r the sp ecif ic hypotheses he is testing. Some.

.i nalysts will 11:30 be .ibl . t o liv LSC i new test which tert
more Spec i f IPI I l y  f o r  t b ’~ h y pr t h e s I ? s  h ’ s test i~~~’;

‘ . ~1
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Tables 111-2 through III-~ (one table for each GCOS
system ~rocess~ show the specific hypotheses to be t es t e d  by
each test , -~epending on the GCOS system process being
investigated. Each time the analyst starts a test pro-
cedure , he should refer to the table for the GCOS system
process he is invest igat ing , and note the hypothesis or
hypotheses to be tested by that test procedure.

2 .  Step Uo. 2: Decision to Continue

Once a test has been executed and tuning recommendations
( i f  any)  app l ied , an anal yst must make the decision of
whether to continue . This decision corresponds to the one
discussed in Volume I , Section IV •s- . If the tuning objectiv’
has been met, stop the analysis. If not , cont inue wi th Step
Uumber 3 , below .

3. Step :o. 3: Continue the Analysis

The analysis  may be continued in two ways.

Start at Turnaround Time Model Scan Procsdurc1 . If one
or more tuning recommendations were implemented and
their effect on system performance is not ne’;ligible ,
ana lys i s  should s tar t aga in  at the beg inning  of the
Turnaround Time Model Scan Procedure . This will insure
that decisions are no t nade r,n th~ basis of ou tdated
data . The analyst rn~iy decide t I  rile certain phases/
processes/states out of  investi -~tion because t h e y  were
unsuccessfully inves tigated -before . This should only be
cone with careful consideration that nothing h , I S  chan:e’i
the chances for  improvemen t ~n those phases/processe /
StatOs .

b. Select Another ‘I’est/State/I—rocess/Phase . If no
tuning recommendations were imp lem en ted or if they did
not affect performance , the an a l y s t may select another
test , state , process , or phase . The process or state
selected probably included several tests in its sequence
of tests to execute . Refer to the proper row of the
comp leted i’urnuround Time Scar1 Procedure Form to find
the next test in the sequence . If  all the indicated
tests hdve becn executed or if the ~ncilyst has reasons
to believe lIt’tle is te be -~-1in ed from the remaining
tests , he may choose another St41 to or process or phase

67



for investigation . This i s  especially appropriate wb- --
the other state/process/phase was close in its L a t I  - -~~~~e lapsed t ime value to the state/pr14cess/ph~ sL J - ,AStinvestigated. Start at the Select Phase , Select Prncpssosof Phase , or Determine Execution State Values Secti-34nappropr ia te



IV. SEEK ELONGATION TEST

This section describes procedures for testing seek
elongation hypotheses. The tests employ the Mass Store
Monitor (MSM) ~s the primary data collection too’-

A. ANALYSIS SUMMARY

The Seek Elongati’on Test confirms the elongation hypo-
thesis by calculating the Weighted Average Seek Length
measured on all disk units in the configuration . The pro
cedures isolate and ide:’.t i fy  both GCOS System files  and user
files on those units that exhibit a large Weighted Average
Seek Length.

Procedures executed under the Seek Elongation Test
~~clude : (1) Conf i rm Seek Elongation , ( 2 )  Id entif y Hi gh-U sa
dxtents , and ( 3 )  Ident i fy  Files.  The steps of these pro-
cedures are charted in Figure IV-l. The Seek Elongation
Test Form (see Figure IV-2) is provided as a guide to data
collection for the procedures.

MSM reports used in the test procedures include : ~lSeek Movement Report , ( 2 )  Space Ut i l iza t ion  Report , ( 3)
System File Use Summary Report , arid ( 4 )  File Summary Report .

B. CONFIRM SEEK ELONGATION

This procedure ident i f ies  the disk devices in the con-
figuration with high Weighted Average Seek Lengths. The
procedure employs the Seek Movement Section of the Seek
Elongation Form .

1. Step No. I: Device Address

This step prepares a form entry to iden t i fy  the disk
units in the configuration.

a. Report Value. A copy of the MSM Seek Movement
Report is produced for  each device attached to each d i ;k
subsystem in the configuration . The address of each
~onfi4ured device appears at the top of its Seek Move—.~ent Report.
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b. ~~~rr nt~~~. En te~ the IOM Number , Channel  Nu ’ h~~r
(f i s ted  as PUB number) , and Device Number iiste~ at ‘ I C

top of each MS~ Seek Movement Report in the slots pro-
zid~ d in the Address Coluzr.ns.

2 . Step No. 2: Calcula te  Weig hted Average Seek Length

This st ap  calc”.~iates the value for  weighted h z e r a c~e 5c .  - :
Lc: ’gth on each configured disk device. The result  of the
calculation is ~sed to determine if a seek elongation d I
i~ exhibited by the test system .

a. Measures. The MSM Seek Movement Report displays a
frequency distribution of the number of cylinders moved
by seeks executed on the indicated disk unit.

b. Calculation. Compute the Weighted Average Seek
Length for each d isk in the system , using the Seek
Movement Report for each device. Multiply the number in
the Individual Probability Column by the larger of the
two numbers in the Cylinders Moved Column . [Make th i s
calculation or~ly for those cylinder ranges that ar€-
plotted (i.e., exhibit at least one “ x ” at the r ight  in
the “Percent Probability of Occurence ” graph) . 1 Sum
these products to form the Weighted Average Seek Length
for the disk.

c. Form Entry. Enter the calculated value for Weighted
Average Seek Length in the Weighted Average Seek Length
Column for the corresponding device .

3 . Step No. 3: ~ecision

Check ( / )  the device for further analysis in the two
procedures below if a high [>30 cylinders or >l0~— of the
values are >100 c~ lindersJ value for  Weighted Average Seek
Length is recorded, for the device. Little seek elongation
if— indicated and the test m ay be exited at this point (retur ~-i
to the procedure that called for this test) if all low [<-30
c~;lindersJ values are calculated . If any devices are checked ,
ft~rther data shcu ici be obtained to confirm that- the problem
o~- ~‘urs consistently.  I t  does not necessarily have to occur
c r I ~3ist ent l y Ofl the same d e v i c e s .

C.  IDEN TIFY_ UIUH.-USE_EXTENTS

This procedure provides a range of addresses (i.e., an
-~~::e n t )  on the actj vC devices checked in 3 abo ;e . It -ises

• MSM 5pc~ ‘~~
-
~ I J . i i ~~ . 7~~~t i o n  P-’p~~rt - ‘n d the Sp ir-~ i l :za tion



~ection of the Seek Elongar .on {‘~~~ 
I 4 t ~~~~ - •~h- -~ ~.

‘ - 
- .~~

u n i t ’ s Device Address in the space marked “ICCDD ’ in t~ <e
Space U t i l i z a t i o n  Section to identify the device .

1. Step No. 1: Start Cy l inder Numbe r

This step p rovides an ent ry val ue to ident if y ~h’~ s~~~’~~~n - .
address of high-use areas on the disk units.

a. Report Values. Note the start of each extent on t h e .

active devices that has (>5%) Individual Probability.
Two or more adjacent  ex ten ts , ea ch of which has [ > 5 ~~-
Individua l Probabili ty , ca n be considered one extent .

b. Form Entries. Enter the starting address (cylinder
number) of each high-use extent in the Start Column .

2 .  Step No. 2: End Cylinder Number

This step provides an en t ry  value ident i f y ing the endii ~
address of a high—use area on the active disks . Enter the
ending address of each high-use extent in the End Column of
the Space Ut i l i zation Section .

D. IDENTIFY FILES

Thi s procedure identifies heavily-used files on the
active disk devices. The procedure uses the remaining
columns of the Space Utilization Section: “Name ” , “T” ,
“FC” , “Connects ” , and “ v”

1. Step No. 1: System Files

This step i d e n t i f i e s  the GCOS System Librar ies  whose
addresses are wi thi n the high—use extents iden t i f ied in
C above.

a. Re port Value.  The MSM System File  Use Summ ary
Report l is ts  GCOS System Files that  were i n i t i a l i z e d  <-i t

System Startup . The device , starting cylinder numbe r ,
and length for each GCOS System File are also listed.
Consult the GCOS S ta r tup  File Map to determine the
ac tual names of the GCOS System Files ( e . g . ,  SYSTEM
FILE2 as iden t i f i e d  on the MSM report is the second GCO~’
System Fi le  def ined  in the Star tup  Deck)



b. Calculation. For each listed GCOS System File ,
determine whether any part of the file falls within the
high—use extents identified above.

Compare the starting address of the file (righ t side
of Starting Sector/Cylinder Column) to the starting and
ending addresses of each high-use extent ident i f ied  on
the same device. If the f i l e  does not start within any
high—use extent, determine whether it overlaps a high—
use extent on that device by adding the Length to the
Sta r t ing  Add~:- ss to find the end of the’ file.

T e length of the system file is listed on the MSM
repor~ ~n sectors and must be converted to cylinders to
be adL~~ to the Starting Address. The bottom row of
Table 1V—l gi ves the necessary conversion fac tors .

DISK SUBSYSTEM

PARAMETER DSS181 DSS19O DSS191 MSU451

- - Sectors Per Track 18 31.0 40 40

Tracks Per Cylinder 20 19.0 19 19

Blocks Per Cylinder 72 117.8 152 152

Sectors Per Cylinder 360 589.0 760 760

DEFINITIONS FOR SECTOR-TO-CYLINDER
VALUE CONVERSIO N

TABLE IV-l

c. Fo rm Ent ry .  List the fol lowing data for  each GCOS
System File identified as starting in or overlapping a
high—use extent : (1) the file name (from the GCOS
Sta r t u p  File Map ) in the Name Colum n , (2) an “S ” ( f o r
Sys tem)  in the Type ( “ T”) Column , ( 3 )  a dash ( — )  in the
File Code (“FC”) Column (no file code), and (4 ) the
number of accesses (from the Accesses Column of the
System File Use Summary Report)  in the Connects Column .
List  the data on the same row as the start/end of the
hi gh—use extent the f i l e  overlaps.
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2. Step No. 2: User Files

This step iden t i f i e s  the user f i les  and jobs that are
causing the measured seek elongation.

a. Report  Value.  The MSM File Summary Report identifies
the following information for each user file : (1) i’ile
Code, (2) Number of Connects , ( 3 )  File Size , (4) Allo-
cated Device , and (5) File Origin. Each file is listed
under the activity that used it.

Using the same technique described above in Step
Number 1, i d e n t i f y  the f i l e s  that s tar t  in or over lap
the identified high—use extents. Note that both the
starting address and length are listed in cylinders; no
conversion is needed . Ignore f i l es  that  have [< 10 , 0 0 0 ]
connects. Reduce the number of connects in the p rev ious
sentence if all f i l es  in many extents are ignored.

Two unu sual f i le code s wil l  be f req uen t l y  observed
in the repor t: “ 0 0 ”  and “ - — “ . The value of “00” for a
f i l e  code identifies all disk accesses made without a
GCOS Peri pheral  Al locat ion Table (PAT ) en try (e . g . ,
accesses made by GCOS as part of initialization) . It
also includes all Slave Service Areas (SSA) module calls
and pushdowns. The “ --- “ file code is constructed by
the MSM data reduction program to account for all
access made to SYSOUT files.

b. Form Entry . For the files that fall within hi’7h-us~
extents , enter the $IDENT Name in the Name Column on the
same row (if possible) as the starting address of the
extent. Enter a “U” (i.e., User) in the Type (“T”)
Column . Enter the File Code in the File Code (“FC”)
Column . Enter the number of connects to the reported
f i l e code in the Connects Column .

3. Step No. 3: Ca lcu la te  Connect  Ratio

This step ca lc u l a t e s  a Connect Ratio for each identified
file. The ratios are employed in the decision in Step
Number 4 to determine which files are candidates for inves-
tigation as high—use files. High activity has already be~~
identified in the exten t. This step merely determines w 4:ich
files are most responsible for that activity .
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a. Calculations. For each device being investigated ,
total the values for the Nur~ber of Connects entered for

- each f i l e  on that device. Then , calculate  a Connect
Ratio for each entered file by dividing the Number of
Connects for each file on the device ~y this total.

b. Form Entry. These calculations may be made on a
separate piece of paper; they are not required to
identify hi-jh— - ’5e files. Enter a “ / “  for all files with
a Connect Ra’..~c .1) -

4. Step ~lo. 4: Relocating Files

All f i les with a Connect Ratio value 1) are candidates
for relocation , eepec~ ily those which consistently have
hi gh values over several periods. Unfortunately, GCOS does
not allow an analys t ~o specif y where with i n a device a f i le
shou ld be placed . Only th edevice name can be specified .
This is done in three dif Ferent ways , depending on the type
of f i le:  system , permanent , or temporary . User files can be
c lassi f ied by checking the f i le code entry on the file summary
report . The type cf file i~ in d icated on the ri gh t si de of the
f i le code characters . Immediately to the right of the f i le code
is the File Type (P = PERM , T = TEMPORARY). To the righ t of this
is the access characterist ic of the fi le (~ =RANDOM and S~SE Q UENT IAL).
The nex t character defines thc~ file as cataloged “C” , or Non—Catalo ged ,
“N” , if it is a perm file . The final character defines the pack as
fixed (F) or removable (R).

a. ~ystem Files. The device name is specified at
Startu p for each system fil~ on th~ $FILDEF card for that file. High-
use system files that are resident ’on devices wi th long seeks should
he reloca ted to fast devices which are lightly used . If the relocation
causes lon g seeks on the new device , some form of moving permanent and
temporary files off that device should be t~ripd .

b. Permanent Fil es. The device name for a permanent file can be
specif ied at creation , whether through FILSYS or the ACCESS subsystem
of Time Sharing. Files can be moved by ch<ing ing their names , creatin g
a new file wi th the ol d name , and moving the data. The new file can
be created with a device name specification.

c. Temporary Files. The device name for a temporary f i l e  is
specif ied in the second field of the $FILE card in the job contro l
deck. Jobs which run freq u~ntly can have their $FILE cards changed .
Other jobs can be controlled by pol icies governing user use of $FILE
cards. 



V. MEMORY CONSTRAINT TEST

This section describes the test for analyzing h itch
turnaround time elo r ; ~tion hypothesizec’ as being caused b~
memory configuration or use. The procedures of this test
use the Memory Utilization Monitor (MUM) . the CPU m onitnr a~ (’ t e - - - : ‘  - 1

Monitor (PSi’l) as data cc-llection tools .

A. ANALYSIS SUMMARY

The Memory Constraint  Test analyzes the fol lowing memory
usage metrics : Cl) Average Elapsed Memory Wait Time , ( 2 )
Processor Idle Time , and (3) Number of I/O Entries Queued .

Wi th this test , a Memory Wait Time Ratio is used to
determine whether memory demand is high , with the rest of
the test procedures used to determine whether additional
jobs in memory at once would improve the system ’ s u t il izat i o~
characteristics.

Procedures executed under the Memory Const ra int  Test
include : (1) Determine If Memory Wait Time Is High , and (2~Analysis  Entry . Fi gure V-l charts the steps to be executc -9
under the Memory Constraint Test procedures . The Memory
Constraint Test Form (see Figure V-2) is p ro vid ed a s a gu ide
to data collection for the procedures.

Other Batch Turnaround Time Analysis Tests referenced t V ,-

this test are : (1) CPU Characteristics Test , (2) Urgency
Codes Test , and ( 3 )  Pathway Utilization Test.

Table V-I lists the PSM and MUM reports used in this
test.

SYSTEM REPORT

Channe l Monitor Unanrel and Device Reports
Memory Utilization Monitor ( 1) Total Elapsed Time An

Ac t iv i ty  Was In Memory
( 2 )  Elapsed Wait  Time

For Memory Requests
CPU Mor’ithr (1 )  Processor Time

Distribution Report

REPORTS USED IN MEMORY
CONSTRAINT TEST PROCEDURES

TABLE V-l
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~ . DETERMINE IF i’tEMOR’L WAIT TIME IS HIGH

This procedure determines if Memory Wait Time is high
- : ii:-ugh to warrant  analys is  of memo ry demand and service.
w~ta should be collected and this  determination repeated
f- ... several days. “~ote that all ‘:L3ta must be collected
.~oncurrently. Collect data on prcc2ssor time and I/O
q~deui ng as well as memory usage , because synchronized
~~ocessor and I/O queuing data are needed for later parts
-~f the procedure .

i. Step Nc. 1: Total Elapsed Time An Activity Was In Memory

This value is used as the divisor in calculating the
r4emory Wait Ratio in Step Number 3.

a. Report Values. Determine the Representative Value
for the frequency distribution in the MUM Total Elapsed
Time An Activity Was In Memory Report .

b. Representative Values. The general rules for deter-
mining Representative Values of frequency distributions
are presented in Section II.G.2.

c. Form Entry. Enter the Representative Value in the
Total Elapsed Time Column of the Memory Wait Time
Confirmation Section.

2. Step No. 2: Average Elapsed Wait Time

This value is used as the dividcr’.d whon calculating the
Memory Wait Ratio in Step Number 3.

a. Report Value. Determine the Representative Value
for the distribution in the MUM Elapsed Wait Time for
Memory Requests Report (see Se-~tion II .G.2.)

b. Form Entry. Enter the Representative Value in the
Average Elapsed Wait Column of the Memory Wait Time
Confirmation Section .

3. Step No. 3: Calculate Memory Wait Ratio

The ratio is calculated from the Memory Wait Time
‘nnfirmation Section entries made in the above two steps.

U



Computation. Divide the value for El-lp seci Wait T~-
by the value for  Total Elapsed Time .

h. For’i- ‘n t ry.  Enter the quot ien t  in the Memory ~J T 1 i t
Rat i o Column of the Memory Wai t  Time Confirmation Sec. ~~~ - i i .

This represents the rat io  of time wa i t ing  for  memory ~~
time in memory .

4.  Step No. 4: Decision

The Memory Wait Time can be considered low if the
resulting Memory Wait Ratio is [< .3]; further analysis is
not required . Return to the section that called for this
test. If the resulting Memory Wait Ratio is [> .3], the
Memory Wait Time can be considered hi gh and the analyst
should check (/) the column to the right in the Memory Wait
Time Confirmation Section. This determination should be
repeated for several time periods ( e . g . ,  d a y s) .  If M em ory
Wai t Time is consis tent ly  hi gh dur ing the periods analyze~~,
proceed to the next section. Otherwise , exit the test
(re t urn to the section tha t called for this  t e s t ) .

C. ANALYSIS ENTRY

The purpose of this procedure is to direct the analysLs
toward investigation of system resources that are used by
the workload . This procedure provides data that are inter-
preted by a decision logic table to direct the execution of
three other Turnaround Time Tests: (1) CPU Execution
Character is t ics, ( 2 )  Urgency Codes , and (3) Pathway
U t i l i z a t i o n .

This procedure uses the Ana lys i s  Entry Section of the
Memory Constra int  Form .

1. Step No. 1: Monitor  Session Elapsed Time

This step develops an entry used to calculate  the Idln
Time Index in Step Number 3.

a .  ~~Eort  Value. The Elapsed Time Thus Far value ,
l isted on the CPU U t i l i z a t i o n  Report , represents t i ~i~total elapsed time (in seconds) of the monitor sess1ci~.Select the elapsed time value from the last CPU Utili-
zation Report listed .

b. Form Entry .  Enter  the value in the Elapsed Ti: - i e
Column of the Ana lysis Entry Section. 

-~~- ---



2 . Ste~ ~~~~~~ . ~~ : L- ~le T~~me

This s:~~ generates t b ?  l iv i d e n d  used to c a l c u l a t e  the
Ici lt ~~im -  r~~ex in Step ~uniber 3.

L cr)ort Value. The Idle Times values , listed on the
C~ U~~~tiliza t:on ~e;~ort , represent the  Processor Id le

1 n .~ meas-jxed for each processor in the system. The
v ~lues are d i sp i - ~yed in 100th second u n i t s .

L. Calculatiofl . Tot~’t]. the Idle Time values for proce~-
sors  c o n f U ~ured . Conver t  the sum f rom 100th second
units int seconds.

c.  Form Entry . Enter the total for the configuration ’ s
Fi~~~ essor Idle  Time in the Id le  Time Co lumn  of the

-.:~a l ys i s  Ent ry Sec~~ion.

~~~. S t e p  No. 3: C a l c u l a t e  Id le  Time Index

This step calculates the Idle Time Index used in the
.- c i s~~on in the  A n a l y s i s  E n t r y  Dec i s ion  Log ic T a b l e .

~~~~. C a l c u l a t i o n .  D iv ide  thL value  f o r  Idle  Time by t h e

~~~1ue for ~~~o nit o r  Session Elapsed Time .

h .  Form En t ry.  En te r  the  q u o t i e n t  in the Idle  T ime
Index  Column of the A n a l y s i s  E n t r y  Sect ion .

4 .  f ltep  No. 4: N u m b e r  o f  I/ O E n t r i e s  N ot  Queued

T h i s  step prepares  an e n t r y  for  the  c a l c u l a t i o n  of ~he
I/O -~~ieu e Ratio described in Step Number 7.

PeImrt Vd lue . The Channel and Device Free Report. T - t i J
all values appearing in this report. This total represen tr the
numbe r of I/O entries (i.e., requests for I/O s e rv ice)  that were inunediate1~--~t a r t c d  by t~ (.- G~ O~ I/J ~upe rvisor.

b . Form Entry. Enter the value in the Number I/O
Entries Not Queued Column of the Analysis Entry Section.

5. Step ~o. 5: Number of I/O Entries Queued

Thi s  step prepares  -~n e n t r y  f o r  the c a l c u l a t i o n  of the
I/O Queue R a t i o  in Step Numbe r 7 .
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a . Report Value. The Channel- Device Busy Report, Channel Busy-
Device Free ~eport , and Channel Free-Device Busy Report. utal all
values appearing in these reports. This total represents the number of
I/O entries (i.e., reguests for I/O service) that had to be queued by
the GCOS I/ O supervisor.

b. Form Entry. Enter the value in the Number I/O
Entries Queued Column of the Analysis Entry Section.

6. Step No. 6: Total Number of I/O Entries

This step prepares an entry for the calculation of the
I/O Queue Ratio in Step Number 7.

a. Calculation. Add the value in the Number I/O
Entries Queued Column to the value in the Number I/O
Entries Not Queued Column .

b. Form Entry. Enter the resulting sum in the Total
Number I/O Entries Column of the Analysis Entry Section .

7. Step No. 7: Calculate I/O Queue Ratio

This step calculates the I/O Queue Ratio employed in the
decision described in ~Paragraph D below.

a. Calculation. Divide the Number I/O Entries Queued
by the Total Number of I/O Entries.

b. Form Entry. Enter the resulting quotient in the I/O
Queue Ratio Column of the Analysis Entry Section.

D. FURTHER INVESTIGATION AND TUNING STEPS

This paragraph discusses interpretation of data collected
by the Analysis Entry Procedure described in C above.

1. Form Entry Interpretation

Interpret the values entered on the Memory Constraint
Test Form for the Idle Time Index and I/O Queue Ratio as
either “HIGH” or “LOW” according to the following rules:

a. Idle Time Index. If the value computed for the Idle
Time Index is N- .2f, consider it “LOW” ; if [> .2],
consider it “HI~ H” .

b. I/O Queue Ratio. If the value computed for the I/O
Queue Ratio is f< .4], consider it “LOW” ; if [> .4],
consider it “HIGH” .
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“~ ke ~h’-~~e determination.; :~~~~
- each data period and

•~risure that a consistent pattern is observed . If the pat-
~~~ir  ~s inconsistent , obtain professional help.

2 . ~cision Table

~tb3 e V-2 represents the decision logic for further;r J~~sjs. Four decision rules are involved . In all cases,
il yst is directed to conduct further analysis by employ-

:“~~ ~p to three t~~ ’~~: (1) CPU Characteristics Test, (2)
~~:~cy Codes Tes4 , and/or (3) Pathway Utilization Test. Of

~~ irse , an analyst. may call for any of the tests if extenuating
~~rcumstances require it.

RULE

1 2 3 4

Idle Time Index LOW LOW HIGH HIGH
I/O Queue Ratio LOW HIGH LOW HIGH

~‘ il~ize CPU Execution
~har.~cteristics X X

Analyze Urgency Codes Mix X X X

Analyze Pathway Utilization X X

ANALYSIS ENTRY DECISION LOGIC

TABLE V-2

3. Decision Rules and Tuning Steps

The correction of the conditions implied by the decision
rules of Table V-2 depends upon information provided by the
performance of other batch turnaround time analysis tests.

a. Rule No. 1: Low Idle Time Index and Low I/O Queue
Ratio. This condition describes a system whose jobs

are CPU-dominant and exhibit low I/O activity .

First , conduct the CPU Execution Characteristics
Test (see Section VIII). If none of the tuning steps
proposed under the CPU Execution Characteristics Test
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ctlleviate the condition , some improvement to turnaround
time can probably be achieved by the following solutions
(particularly if the Idle Time Index is (> .l]):

(1) Parameter Solution. Propose reducing the size
of GCOS system memory by decreasing the amount of
core required by TSS and GCOS Hard Core .

(2) Programming Solution. Propose investigation of
the jobs that were running at the time of the measure-
ment session to determine if they actually required
the memory that was requested . If not, reduce the
amount requested on $LIMITS Card . Further analysis
may be justified if this simple solution cannot be
applied .

L. Rule No. 2: Low Idle Time Index and High I/O Queue
Ratio. This condition describes a system that is

cipproaching saturation . The system ’s CPU Utilization is
high , I/O service requests have a high Queue Ratio , and
~4~mory Wait Time is high.

(lj Scheduling Solution. Propose scheduling fewer
jobs during periods that exhibit this condition .
Adjust the site .MSCAN code to compensate. This
solution involves classifying some jobs (the ones
not scheduled ) as not high enough in priority to
recuire normal turnaround .

(2) Conduct Pathway Utilization Test. Remedies to
the high I/O Queue Ratio condition can be obtained
through scheduling , parameter changing , programming ,
and sizing solutions. Conduct the Pathway Utili-
zation Test (see Section VII), proposing or imple-
menting the solutions presented in that section
before proceeding . If the solutions presented there
are successful , re-enter the Turnaround Time Model
Scan at the start if the Tuning Objective has not
been met.

(3) Conduct CPU Execution Characteristics Test.
Conduct the CPU Execution Characteristics Test (see
Section VIII), proposing or executing the solutions
presented in that section . If these solutions are
successful , re-enter the Turnaround Time Model Scan
at the start if the Tuning Objective has not been
met .

85



(4) Conduct Urgency Codes Test. Perform the Urgency
Codes Test (see Section XII) to examine the mix of
Urgency Codes for the jobs executing in the system
during the measurement period . Look for jobs that
have high Urgency Codes or that request large areas
of core. If possible , schedule these jobs so that
they do not run at the same time or lower their
Urgency Codes.

(5) Parameter Solution. This step proposes changes
to GCOS system functions and only helps high pri-
ority jobs. Consider this solution only to get some
critical jobs through the system . Determine , by
examining the Startup Patch Deck , if the GCOS
Urgency Throughput Dispatcher Option is employed .
If not, determine whether the technique could be
used to expedite execution of selected jobs.

c. Rule No. 3: High Idle Time Index and Low I/O Queue
Ratio. This condition describes a system that could

better use its resources if more jobs could reside in
main memory at the same time .

(1) Scheduling Solution. Conduct the Urgency Codes
Test (see Section XII). Look for jobs that request
large areas of core using the GSEP Allocator/Termi-
nation Report. If possible , run these jobs at times
when turnaround is less critical. If they have high
urgency codes, reduce the urgency codes to a level
closer to that of the other jobs running during the
test.

(2) Parameter Solutions. This step proposes changes
to GCOS system functions. Investigate reducing the
size of GCOS System Memory by decreasing the amount
of core allocated to TSS and to GCOS Hard Core.

(3) Programming Solution. Propose investigation of
the jobs running at the time of the measurement
session to determine if they actually required the
memory requested and assigned to them . If the
memory was not required, reduce the amount requested
on the $LIMITS Card . Further analysis may be jus-
tified if this simple solution cannot be applied .

(4) Sizing Solution. If the condition continues ,
propose an increase in the amoun t of memory conf ig-
ured on the system .
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d. Rule No. 4: High Idle Time Index And High I/ O Queue
Ratio. This condition describes a system whose jobs

are I/O-dominant.

(1) Conduct Pathway Utilization Test. See Section
VII for the procedures of this test. Propose or
execute the solutions prescribed there. Return here
only if nothing can be done.

(2) Scheduling Solution. Conduct the Urgency Codes
Test (see Section XIIrto examine the mix of urgency
codes for the jobs executing during the measuremen t
period . Look for jobs that have high urgency codes
or that request large amounts of core. If possible,
schedule these jobs so that they do not run at the
same t.ime or reduce their urgency codes.

(3) Parameter Solution. This step proposes changes
to GCOS system functions. Investigate reducing the
size of GCOS System Memory by decreasing the amount
of core allocated to TSS and/or to GCOS Hard Core.

(4) Pro~ rarnming Solution. Propose an investigation
of the jobs running at the time of the measurement
session to determine if they actually required the
memory requested and assigned to them . If the
memory was not required , reduce the amount of core
requested on the $LIMITS Card . Further analysis may
be justified if this simple solution cannot be
applied .
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VI . DEVICE ERRORS TEST

This section ~1escribes the procedures ~or ana~ /zing
turnaround time eLongation ~.ie to devi”e urror’~. T~ i~uses the HEALS LI software monitor to gather data .

~~. ANALYSIS SUMMARY

Procedure steps executed under the Device Errors Test
include : (1) Determine Tape Handler Units In Error and (2)
Cetermine Disk Units In Error . Figure VI-1 shows the
procedure steps to be executed for this test. The Device
Errors Form (see Figure VI-2) is used by this procedure for
data collection .

HEALS II reports used in the Device Errors Test include:
(1) Tape Unit Error Variance , (2) Tape Errors By Unit/Reel
Numbers, and (3) MPC Statistics. The GCOS Console Log is
employed in the Determine Disk Units in Error Test to identif y
disk pack numbers on which errors occurred .

B. DETERMINE TAPE HANDLER UNITS IN ERROR

The objective of this procedure is to identify the tape
units and tape reels that are exhibiting ~ large number of
I/O errors and are therefore contributing to batch turnaround
time elongation .

This procedure uses the Tapes Section of the Device
r:rrrjrs Form .

i. Step No. 1: Tape Handler Address

This step identifies the tape handlers that reported at
least one Tape Alert during the monitor session .

a. Report Value. The device address for which Tape
Alerts are reported is Listed on the Tape Unit Error
Variance Report of the HEALS II System under “Handler . ”

b. Form Entry . Enter the tape handler addresses in the
Handrer Column in the Tapes Section . Enter these addrec.. -~~~

in ascending sequence by LOM/Channel/Device Number .
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2. Step :~o. 2: number of Connects

This step prepares a value for the calculation of the
Alert Ratio in Step Number 4.

a. Report Value. This value , listed on the Tape Unit
Error Variance Report , is the total number of connects
reported on the indicated tape device (including the
detection of the Data Alert). The connect value is
taken from the left column of the two—column section of
the report labeled “Connect Values. ”

b. Form Entry. Enter the indicated value in the
Connects Column of the Tape Section .

3. Step No. 3: Number of Alerts

This step provides a value used to calculate the Alert
Ratio in Step Number 4.

a. Report Value. This value , listed on the Tape Unit
Error Variance Report , is the total number of Data
Alerts for the indicated tape unit. The value is taken
from the left column of the two-column section of the
report labelled “Alert Values.”

b. Form Entry. Enter the indicated value ir~ the Alerts
Column of the Tapes Section .

4. Step No. 4: Calculate Alert Ratio

This step calculates an Alert Ratio that is used in the
decision in Step Number 5.

a. Calculation. Divide the entered value for Alerts by
the entered value for Connects for each of the tape
handlers reported .

b. Form Entry. Enter the resulting quotients in the
Alert Ratio Column of the Tapes Sectior~.

5. Step No. 5: Decision

If th~ quotient generated in Step Number 4 is (- .O 1J ,
mark (/) the Tape ~Jnit as a cause of elongation and execute
Step ‘~unther 6; otherwise , continue the analysis by executing
the procedure ‘described in Section VI.C below.
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T !. i- ~~~ units checked should he scheduled for preventive
i : L 1 . ~~ :~~r1ce unless most of the :ulerts occurred on the tape

~s i~~~ .t i f ied  as d- fec t i ve  in Step Number 6. Tape errors
‘~~Lc.’ ~on~ i n ue  to be monitored until no tape units are

“ :~~ i TLt site m ay wish to continue monitoring indefinitely.

- S t - ~p No. 6: Tape Number

This step identifies the tape r~e~ s on the tape units
~r)~ed as elongators.

Report Value. Tape error numbers are listed by Tape
Uandler Address on the HEALS II Tape Errors By Unit Reel
Numbers Report.

m. . Form Entry. List tape error reel numbers in the
Tape Number Column of the Tapes Section .

r’~~ Decision. If a few reels are consistently reported
dS contributing tape alerts , they should be cleaned or
their data should be converted to new tapes. Monitoring
for reel errors should continue until few bad reels are
indicated. The site may want to continue monitoring
indefinitely .

DETERMINE DISK UNITS IN ERROR

This procedure identifies the disk units that are
:-xhibiting a large number of I/O errors and thereby con-
t :ibuting to elongation of batch turnaround time . .The Disks
:-~ection of the Device Errors Form is used in the procedure .
The MPC Statistics Report of the HEALS II System is employed
~ n the steps of this procedure.

Step No. 1: Device Number

This step prepares the Disk Section by identifying those
~.~vices configured on the system at the time of the monitor

~~ssion.

a. Report_Values. Each channel and disk device address
is dThplayed on the MPC Statistics Report. The statistics
are reported for each Logical Channel Address or Physical
Channel Address for a disk device.

b. Form Entry. Enter the addresses for the devices
reported (in ascending sequence by IOM/Channel/Device)
~n the Device Column of the Disks Section.
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~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ Movement Seek ;.

Th~ s value is used to calculate the seek Error Ratio in
Step Number 6.

a. ~~port Value. The value for number of movement
seeks, listed on the MPC Statistics Report , represents
the number of actuator movements recorded at t~ie MPC
Controller for the listed device.

b. Form Entry. Enter the value for each of the devtce~
reported in the corresponding Seeks Column of the Seek
Movement Section.

3. Step No. 3: Number of Seek Incompletes

This step prepares a value to be used to calculate t)”-~
Seek Error Ratio in Step Number 6.

a. Report Value. The value for number of seek incom-
pletes represents the total number of Seek Incompletes
received from the indicated device .

b. Form Entry. Enter the number of seek incomplete~
next to the indicated device address in the Errors
Column of the Seek Movement Section .

4. Step No. 4: Number of Data Transfer Operations

This step provides a value to calculate the Data Transfr- r
Error Ratio in Step Number 7.

a. Report Values. Two values are summed to develop t~-

entry for Data Transfer Operations : (1) nurnDer of data
sectors written and (2) number of data sectors read.
The forLner value is the total number of data sectors
transferred to the indicated device ; the latter value i~
the number of data sectors transferred from the device
to memory.

b. Calculation. Sum the values for data sectors
written and data sectors read for each of the indicated
disk devices.

c. Form Entr.~~ Enter the totals in the corresponding
Operations Column of the Data Transfer Section.



5. Step No. 5: Number of Data Transfer Errors

This step provides a value that is employed to calculate
the Dat i Transfer Error Ratio for the disk devices.

a. Report Value. The value for data check character
alerts, listed on the MPC Statistics Report, represents
the number of data errors detected on the indicated disk -

unit.

b. Form Entry. Enter the number of data transfer
errors in the corresponding Errors Column in the Data
Transfer Section .

~~~ . Step No. 6: Calculate Seek Error Ratio

This step develops a ratio that is employed in the
decision step described in Step Number 8.

~~~. Calculation. Divide the value for Number of Seek
Incompletes by the value for Number of Movement Seeks
for each of the disk devices in the configuration.

b. Form Entry. Enter the resulting quotients in the
corresponding Ratio Column in the Seek Movement Sec t ion.

7. St~p No. 7: Calculate Data Transfer Error Ratio

This step calculates the Data Transfer Error Ratio for
~~ch of the configured disk units. This ratio is employed

~n t f l e  decision in Step Number 8.

1. Calculation. Divide the values for Number of Data
Tr~insfer Errors by the values for Number of Data Transfer)perations for each of the configured disk units.

b. Form Entry. Enter the resulting quotients in the
corresponding Ratio Column of the Data Transfer Section .

H .  
~~ 

No. 8: Decision

If a quotient resulting from either of the above calcu-
~itions is (- .O l] ,  the unit should be marked (/) as a bottle-
neck. if ~tThs checked , increase the effectiveness of
prevt-ntive maintenance being performed on the disk device.
Mfl ~xception would occur if a particular disk pack was t~emuj c r ucntrrbutor to recorded errors. If th~ s is the case ,
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the di:~k pack ;hri ild he cleaned or copied t~~ a n~ w ; : k .
Error ~v . :  i tor 1 n~ ;huu ld continue until no Un t s  .t  i

~~~~_‘ k

If the quotients resulting from the .iL~ v’• ca ru l - i~ ‘,i~~~;

are [ -- .01] , exit the procedure because no p~ut: inilu r ‘~~i:J<
U f l i t  hus been cont rmed as an e lonqator of turnaround t i~n’~
Return to the section thit called for th is  t e n t .

9. Step No. 9: Pack Identification

This step identifies the packs processed on the disk
devices checked as bottlenecks.

a. Report V ilue . The Pack Serial Numbe r in list : Jd by
the (CO ~ Melia Mrsn i’je when it is. assiun d to o r b
the devices to which it is attached during the day. The
forma t of the message is :

MEDIA — —  S#SSSS:; MNT i— co—dd #nnnnn(filenume , ~dt L .t L t

w h e r e ,

—— SN U M B
MNT —— Mount Act ion Ind i- n t t r
i—c c -d u —— Unit 1ddress

~r i n nn n  —— Pack ~ ‘- r iul u in } . - r
~tt.ttt —— T ime ~1essa je L i : ; t

Ide nt i f y  t b -  message as coming from a ~i ~sk miou nt i.~riot i i r j  the Unit Address for Disks.

b. Console Log_scan.  ~;can the ConsoH- Log f i r  the
mnein uremen t period to identif y pack nor ial numb-rn 1or
these ( IO V 1 C .-s that have been checked as bott lenecks .

C.  (.~perat ions
__

Infpr’i i~~w.  This step id ’ nt i f ies the s e r it i
n for the o’- r:n.nu-nt l -/ mount -cl park:; on the j i t~~~it i

dnr ing the measur ement peri od. Deterno ~~e from t i . - S it ( -
sh i ft super/ i nor the numbers of p a ck s  Shat- we re ~er:~ 1 Y 1  -n ’ ly
mo i sto l on the d m. sk units checked as hot: t I enock. s

d. Form Ent : r~~. Enter the pack serial nwuber ; ~den ti1 i .d
by Connole L.~ scan or by operations tnt_ -ru L OW  in t :
Pack Iientif oation Co lumn of the Disks  sect ion .

T n ~~~~~. ep. D i s k  packs w hose pack sor~ al numbers
h ive 0.-en ‘n it -r :d should he scheduLd for copying to new
p.r:ks ~nl oss maintenance on the disk drive remo ves the
err .j ~ndi. - .i tj~~ri .

i r



V I I .  PI\THWAY UT ILIZATIfl~ T[Y

This section describes procedures for anal yzi ny turnaround ti ne
elon q~tion caused by I/O Pathway Utilization . The e procedures U , .

the lass Store Monitor (MSM) and the Cha n nel lioniton (P~M ) as ddtd
co l lect io n tools.

i .  ANALYSIS <JUMMARY

The Pathway Ut i l izat ion Test uses direct measurement of the
fall~wiry types of disk I/O queues: ( 1) device queues , (2) channel
queues , an d (3 )  queues for both channel and device . Channel pa thway
queues for tapes are currently not measured directly. Unit record
devices are not investigated wi th the test.

Pathway Utilization Test procedures include : (1) Analyze iap~
C~hanii ei Queues , (not implemented) (2) Analyze Disk Device Queues , (3)
Ana 1y~- e Disk Channel Queues , (4) ANal yze Disk Device and Channel Queues ,
(5) Ident ify High-Use Extents , and (6) Identify Files . This section de-
scri bes each procedure step(see Figure V II- l ). The Pathway Utilization
Test FTh rm (.c Figure VII- 2 ) is provided to ~ssi5t in data collection.
No other Turnaround Time Analysis Tests are referenced by this test.

MSM reports used in the Pathway Utilization Test include: (1) Device
‘~pace Utilization Report , (2) System Fi le Use ~uinma ry, an d ( 3 )  F i l e
r j

~mia ry.

A decision step (see Figure VII- l ) is the firs t step to be executed
i n th in test . If the pathway to be investi gate d i s a d isk c hannel ,
execute the procedure in Section VII .C.

B. ANALYZE TAPE_CHANNfl QUEUES jc~yr rentii Not Jn~pl emented)

This procedure is used to determine if frequent tape channel I/O
q~eues exist. The Tape Channel Queue Section of the Pathway Utilization
For m is referenced by the steps in this procedure .

q r
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1. Step No. 1: Tape Channel Address

This step is used to identify the tape channels in u . s .

a. Report Value. The tape channel addresses are IL;’ rd
on the MSM Tape Channel Queues Report.

b. Form Entry. Enter the tape channei dddresses ‘ 1 -  ~~~,

Channel) in the Address Column .

2. Step No. 2: Number of Connects

This value is used to calculate the Tape Channel c~ueu’.
Ratio in Step Number 4.

a. Report Value. This value , listed on the MSM Tap~’
Channel Queues Report , is the number of I/O connects
made to each tape channel in the configuration.

b. Form Entry. Enter the value in the Number of
Connects Column of the Tape Channel Queue Section.

3. Step No. 3: Number of Entries Queued

This value is used in Step Number 4 to calculate th.
sys Lem s Tape Channel Queue Ratio .

a. Report Value. This value , listed on the MSM Tap ”
Chann I Queues Report , represents a count of the number
of connects that had to be queued by 105 because the
tape channel pathway was busy at the time of ~n I/O
service request.

b. Form Entry. Enter the number in the ‘ieue En~~~i --
Column for each channel.

4.  Step No. 4: Calculation

This step is used to calculate the system ’ s Tape Ch a r . u - ~Queue Ratio.

a. Calculation. Divide the value for Tdpe Channel
Queue Entr ies by the value for Number of Connects t c .~
each tape channel.

b. Form Entry. Enter the quotients in the corr-’apond-
irt g Queue Ratio Columns .
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. ~~~p No. 5: Decision

If a Tape Channel Queue Ratio is t~.3) , consider the
hypothesis confirmed and t’ie pathway bottler iecked at the channel
P l a c e  a check ma rk (/~ in the proper co luri n. Repea t this procedure
several times to ensure that the cha mme l is consistent ly botY i enecked .
(M nnider the hypothesis not confirmed if a Channel Qucue Ratio is f& ~J
C. ANALYZE D I c K DE~ I CL OUE~~S

This procedure determines if frequent I/O service queues exist
at the sys tem ’ s disk devices . The Disk Channel And /Or Device Queue
Section of the Pathway Util ization Form is referenced by the steps in
this procedure.

1. Ste p No. 1: Disk _E)evice Address

This Step identi f ies the d isk devices that were a l located and in

u se  on the system .

a. p~!~ Value. The disk device addresses are l isted on the
physical Device , Device JO Corre lation Table of the MSM or PSM.

b. Form Entry. Enter the disk device addresse s ( IOM / Th ’ i te i / r1 e~ i~ c ,
~1n tt~e Addres s Column . Leth,e a blank row above the f i r st  dev ice or
eaclm primary channel

2. ~ te~p 2 : Number of Connects

This value is used to calculate queue ratios in Step Number 4.

a. Rep~~~ Value. The Dev ice t J t i l i za t i o~~~,y Device Number Histogr~Peport f) of the MSM or PSM l is ts  the number of I/O connects made to each
‘lev ice T~ the configuration. The number of connects is found under the
cr,lumn labeled “ m div number ” . The correlat ion between the device 10 an l

the actual device is made by using the Physic~il Dev ce , i)evi Le 10 LOU(~~dt 1  ) ‘
r able Report.

b. Form Ent~~. Enter the number in the Number of Connects Column ~i’
the Chan~i~T~~~ 70r Device Queue Section .

L Ste2 No. 3: Device Queue Entries

This value is used in Step No. 4 to calculate the system s 1)ev ice
‘~ueue Rat io .  -
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a. Repprt Value. This ‘!dlue , lis t.ed on the PSM Channel Free
Device Busy Report represents the number of connects that had to be
queued by lOS because the device (and riot the channel pathway) was busy
at the time of I/O service request.

b. Form Ent~y. Enter the count for each device in the Device
Number Column .

4. Jtep No . 4 Cd Ic ul a ti on

Thi n step is used to ca lcu la te the System ’ s Device Queue Rat io.

a . Calc ulat ion. Divide the Queue Determination Device Number value
by the Num ber of Gonnects value for each d isk  in the configuration.

h. Form Lntry . Lnter the quotients in the Device Ratio Column .

~. ‘~t~-p ~4o. 5: D e c i s i o n

Con~ i der t h4 - pathway bottlenecked ~t the device if a [)evi cr~ Q ueue
R a t i o  i s  I~~ . 1) . Place a check mna rk ( ~/) in the proper co lumn next to
each such device.  Repeat this procedure severa l times to determine whether
these dev ices are consistently bottlenecked . The bott lenec ked device s
may sw itch from day to day if the bottlenecking is due to temporary f i l es .
Consider the hypothes is not confirme d if a Device Queue Ratio is (~..l).

D. AN/\L i/F ~~ v _CNAN~EL~~~~Es

T h i s  ~rn edure is used to determine if frequent I/O serv ice queues
exis t  at the S y S i m - m U ’ S disk channels. The Disk Channel And/Or Device
Q ueue ~e (t i o r 1 of the Pathway Uti l izat ion Form is referenced by the steps
in this prnc’ - .ure.

1. Step No. 1:  ( .h~nnel Queue Entries

T h i s  / d l n  ~s used in Step No. 3 to calculate the system ’ s Channel
Queuf~ l ’ i t i n

‘ . Report Va lue. This va l ue , l is ted for each primary channel on the
PSM Cha nne l Bu~ y Device Free Report , rep resents a count of the number of
connects that had to be queued by lOS because the channel pathway (and
not the devi~~ ) was busy at the time of I/O service request.
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b . Form Entry . Enter the count for each channel in the Queue
Determination Channel Number Column . use the empty row next to that
channel ’ s f irst device.

2. St~p No. 2: Number of Connects

This value is used in Step No. 3 to calculate the Channel Queue Ra t io .

a. Re~p~rt Value.  In order to determi ne the number of I/O connect~made across a channe l configuration ( i . e . ,  the prima ry channel and a l l
logical channels )  it mill !e necessary to use the Channel Conf igurat ion
REport of the MSM/ PSM. For each primary channel configured the report
l i s ts  all cha nnels which are crossbarred to that channel . In addi t ion , t~-number of connects to each channel (primary & logical is a lso g iv e n) ,  he
analyst should total al l  connec ts made to the primary ch arne l s and al l
Th~innels which are crossbarred to it.

1) . F urn Entry . Enter the count in the Number of (~~ m~r , e ; t s  Colu mn
f o r  each channel.

~~. St~p No. 3: Ca lculat ion

Th is step is used to calculate the system ’ s Channel Queue Pd t i o .

~~. calculat ion. Divide the values for Queue Determination Channol
Number by the values for Number of Connects for each disk channel.

h. Form Entry. Enter the quotients in the correspon ding Chdnne l
Pat io  Colu mns.

4. 5 tep_ No. 4: Decision

If a Channel Queue Ra tion isi� .33 , consider the hypothesis confirm ed
and the pathway bottlenecked at the channe l, but not at the device.  P la ce
a checkmark (4 in the proper column . Repeat this procedure several t ’ ~t - ’
to ensure that the channe l is consistently hott lenecked . If a Channel
Queue Ratio i’;k.3) , consider the hypothesis not confirmed.

E. ANALYZE DISK DEVICE AND CHANN~~~~~~~~S

This procedure determines if I/O service queues exist  at the s y s t e m s
disk channels and dev ices. The Disk Channel And/Or Device Queue ~ac t in r ,
of the Pathway Ut i l izat ion Form is referenced by the steps in thin procf’dur ’.

1. Step No. 1: Device And Channel ~ueue E n t r i e s

This value is used in Step No. 2 to ca lcu late the system ’ s Device Ar id
Channel Queue Ratio.
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a. Report V alue. This value, listed on the PSM Channel , Dev ic r
‘usy Report , represents the number of connects resulting from I/O
~.~rv ice req i~”st~ t~’at had to be qu~u e5 by lOS because ~nth the ch~nncl

-~th~ay and Jev ice were busy when the I/O request was made.

b. Fc~ m Entry . Enter the count for each channel in the
Queue Determination D~ v ice And Channel Number Colu.nr.

2. Step No. 2: Calculation

This step is used to calculate the System ’s Device And
Channel Queue Rat io.

a. Calculation. D ivide the value for Device And
C~ianriel (.,~ueue Entries by the value for Number of Con-
nects entered for each disk channel.

b. Form En~~ y. Enter the quotients in the correspond-
ing Device And Channel Ratio Columns.

3. Step No. 3: Decision

If a F’e’j ice and Channel Queue Ratio is [> . O S ) ,  consider
tne hypothesis confirmed and the pathway bottlenecked at
b th the devic~ and channel. Place a checkmark ( v ’) next to
e : h  device on the ef fected chann~ 1(s ) .  If a Device and
Channel Queue RatiO is [< .O5~~, ccnsider the hypothesis notconfirmed .

F. TUNING STE PS

This paragraph discusses tuning steps to be taken whe r~hypotheses are confirmed by the Pathways Utilization Test.

1. Disk

Speciiic tuning steps are recommended depending upon
which queue hypotneses are confirmed . Table Vu -i presents
the decision logic that matches confirmations with specific
t’~rnin g actions .

a. Rule ~e. 1: 140 Device And/Or Channel Queue
Conf ~ z-

~ .tt ion. This condition describes a sv~ tem
that exhibits no bo tt le r -ic c-ks a t  the disk 1 e ’ r j r - ~ or
channel.  If the system consistently exhibits this
conti i ti’ r , nc~ constraint e x i- ~t-s.

4.
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RULE

1 2 3 4 5 6 7

Device Queue Confirmed N N N N I I I Y

Channel Queue Confirmed N N Y Y N N ‘1 Y

Channel & Device Queue Confirmed N I N Y N I N

Exit Procedure X

Condition Not Possible X X X

Separate Files Across Devices X X

Separate Files Across Channels X x

Separate Files Across Devices
And Channels

Add Pathway Capacity X X X

Check For Potential Seek Elongation X X

NOTE: N = No
Y = Yes
X = Take indicated action

PATHWA Y mJTILIZATION TEST
DECISION TABLE

TABLE V T T - ~

C .  

- - - - - - - - -~ - - - -~~_ _--- - -~~ - -~~~ - - _ _ _ _



b. Rule ~Jo. 2: Channel And Dev ice Queue Confirmation
Only. Th is condition cannot exist. If it occurs ,

closely examine the bracketed decision values used
and/or obtain professional help. Change the decision
values if warranted .

c. Rule No. 3: Channel Queue Confirmation Only. This
condition describes a system that is bottlenecked at
the disk channel , but not at the device.

(1) Schedu l ing Solution. If possible , schedule
t ’ -  w~ r~~1’ .- d  so that concurrently—running jobs
s~~- -ead their accesses equally across separate
ch: m e l  groupings.

(2)  2arameter Solut ions. These steps involve
changes to GCOS system functions.

(a) Separate highly-used GCOS libraries and files
across disk channels. Determine which libraries
are highly-used by conducting the procedures
described in Section VII.G and Section VII.H.

(b) Determine which GCOS Slave Service Area
(SSA) modules should be assembled in GCOS Hard
Core to eliminate both the delay and the channel
capacity required to bring the modules into
core. Conduct the procedure in Section VII.H.l.d
to determine which modules to move .

C c )  Expand I/O r athway capacity (if possible) by
adding crossbar accessing routes via the $XBAR
Card in the GCOS Startup Deck.

(3)  Programming Solutions. These steps propose
changes to jo bs , programs , or files. Separate
highly active user files across disk channels.
Perform the procedures in Section V II.G and Section
VII.I-I to determine which files are highly-used .

(a) Catalog active , permanent user files on disk
packs that are accessed through separate channels.
This can b~ done by c re~ ting new files on the
proper devices , transferring the data , and
renaming the files after the old files have been
purged .
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(b) Have the users change the $FILE cards for
highly active user tempora~y files to specifydevices on different channels (thereby separa-
ting the files). As an elternative , change
highly active user temporary files to permanent
files by catalog ing enough space to house the
largest temporary file. Next , follow the
suggestion in paragraph ( 3 )  above for permanent
file separation across channels.

(4) Sizing Solutions. These steps involve changes
to the disk subsystem configuration . Propose these
changes only after the above remedies have been
attempted.

(a) If possible , increase the speed of the disk
subsystem being used . Though the queue is not
exhibited at the device , the speed of device
service will affect the rate at which the
channel is queued .

(b) If possible, increase the number of physical
I/O channel paths to the devices. This may
involve adding IOM ’s, MPC ’s and channels.

d. RulE: No. 4: Channel And Chann.el/Device Queue
Confirmation. This condition cannot exist. If it

occurs , revise the bracketed decision values used and/or
obtain professional help.

e. Rule b. 5: Device Queue Confirmation Only. This
condition describes a system that is bottlenecked at the
disk device but not at the channe..

(1) Scheduling Solution. If possible , schedule the
workload so that concurrently running jobs do not
access highly used files on the same disk devices.

(2) Parameter Solutions. These steps involve
• changing OCOS system functions.

(a) Separate highly-used GCOS libraries and
files across disk devices. Execute the pro-
cedures in Section ‘J I I . G  and Section VII.H to
determine which Libraries are highly-used .
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Ib ) Execute tiie seek elongation Test (see
Section TV) to confirm seek elongation on the
devices checked .

(c) Determire which GCOS SSA modules should be
assembled into GCOS Hard Core to eliminate both
the delay and device time required to bring the
modules into core. Conduct the procedure in
Section VII.H.-l.d to determine which modules to
move .

(3)  Progra.mir~ ng Solut ions. Separate highly used
user files acress disk device3. Execute the pro-
cedur :-s in Sections VII.G and ~1II.H to determine
which files are hlcihly used . Catalog act ive ,
permanent , user files on separate disk packs. Have
the user change the $FILE cards for highly active
temporary fi~ es to specify ~~lat~~iely idle diskpacks. As an alternative , change highly active
user temporary files to permanent files by cataloging
enough space to house the largest temporary file .
Next , follow the ~sugges tion above for permanent
user file se~~- ra tj oo across devices.

( 4 )  S izing Solutions. These steps involve changes
to the disk subsyst~ m configuration . Propose these
sol.ltiorLs only af t e r  the above changes have been
attempted .

(a) If possible , increase the speed of the disk
uevices ~ einrJ used . The reduced lat~~ cy t ime
exhibite~ by the faster device should reduce
~iisk qUeUir(~~.

(b) If possible , increase the number of Jisk
devices •~t:ached to tne existing MPC . This may
involve adding tOM ’ s, MPC ’s, or channels. Catalcq
files across dev iues.

~~. Rule b. 6: Device And Channel/Device Queue
Conf irmation. This c’)fld~ tiQfl cannot exis t . If it

~~es , revise :he braketed deci.;i.~ri ;aiues used and/or
ui.~ta~ n professional help.

Rule ~Jo. 7: Dev ice And hanneL Queue Confirmation.
::~~ con d i ti o n  1escr~ bes a ~-,‘~~ em th.~t i~ ~ottlenecked a~both t:—~e i i sk  ‘~e’i~ ce i~~rI cha-u~e~ Ther ~ ~s no .onfir—

however , O : . . . .2~~ ~~;~
- 

~~ ~~~~~ ‘Frr ’~l -~~~~~ ‘ he :~:.r~’-



(1) Scheduling’. If possible , schedule the workload
so that concurrently running jobs do not access
files on the same disk subsystem. Also , schedule
some jobs that make high use of disk files to other

• time periods.

(2) Parameter Solutions. These steps involve uhanq~-s
to GCOS system fuxi~ti~i~s.

(a) Separate highly used GCO~ libraries and
files across disk subsystems. Execute the
procedures in Section VII.G and Section VII.H to
determine which libraries are highly used .

(b) Execute the Seek Elongation Test (see
Section IV) to confirm seek elongation on the
devices and channels checked .

(c) Determine which GCOS SSA modules should be
assembled into GCOS Hard Core to eliminate the
delay and channei/device capacity required to
bring the modules into core . Conduct the
procedure in Section VII.11.l.d to determine
which modules to move .

(3) Programming Solutions. Separate hi ghly used
user files across subsystems . Execute the pro-
cedures in Sections VII.G and VII.H to determine
which files are highly used . Catalog active ,
permanent , user files on separate disk subsystems .
Ffdve the users change the $FILE cards for the
highly active temporary files to access devices on
separate subsystems. As an alternate , change
highly active user temporary files to permanent
fi les by cataloging enough space to house the
largest temporary file. Next , follow the sugges-
tion above for permanent file separation across sub-
systems.

(4) Sizing Solution. This step is iecornmended only
cift ’r the above remedies have been attempted . If
possible , propose an increase in the number of disk
subsystems configured . Recatalog user and system
tiles/libraries on the new configuration .

h. Rule No. 8: Device, Channel, ~nd Channel/Device
Queue Confirmation. This condition describes a

system that is simultaneously bottlenecked at both the
•Jisk device and the channel. Execute the tuning solu-
tions described above for Rule Number 7 .
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2. Tape Tuning

High queuing on a tape device is a cause of delay only
for the program that is using the tape. Other jobs waiting
to run with tapes will be delayed because of too few tape
devices (see Insufficient Devices Test in Section IX).

When high tape device queuing is confirmed , examine the
job/activity use of tape files. If disk device/channel
usage is not bottlenecked , it may be possible to transfer
selected tape files to disk. Other approaches to change the
program include : (1) an increased blocking factor for
files , (2) a reduction and/or elimination of files or record
types , (3) changes to file format , (4) changes to application
design , etc .

High queuing on a tape channel is a cause of delay for
all programs that use the queued channel(s) .

a. Scheduling Solutions. If possible, schedule the
workload so that concurrently run jobs do not access
tapes via the same heavily queued channels.

b. Sizing Solution. This step is recommended only
after the above remedy has been attempted. If possible ,
propose an increase in the number of channels attached
to the tape subsystem.

G .  I D E N T I F Y  H I G H -USE EXTENTS

This procedure is used to identify ’ each active extent on
a bottlenecked disk device or channel in preparation for
moving certain files to alleviate channel/device queuing.
If all channels are bottlenecked , this procedure is optional.
The MSM Space Utilization Report is referenced in this
procedure.

The Space Utilization Section of the Pathway Utilization
Form is used for data entry. Identif y each device checked
as a result of executing the procedures in Section V II.B
through D. Enter the device address in the space marked
“ ICCDD ’ in the Space Utilization Section.

1. Step No. I: Start Cylinder Number

This entry identifies the starting addresses of high—use
extents on the bottleriecked disk units.
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a. Report Values. For each bottlenecked device and
each device on a bottlenecked channel , note the start of
each extent that has [>5%] Individua l Probability.
Adjacent extents , each of which has over (5%] Individual
Probability, can be considered as one extent.

b. Form Entries. Enter the starting address (i.e.,
cylinder number) of each high-use extent into the Start
Column .

2. Step No. 2: End Cylinder Number

This entry identifies the ending addresses of h igh—use
extents on the bottlenecked disk units. Enter the ending
address of each high-use extent in the End Column . Several
clusters of activity may be listed with multiple Start-End
entries.

H. IDENTIFY FILES

This procedure identifies heavily used libraries and
other files on the high use extents.

The procedure references the remaining columns of the
Space Utilization Section.

1. System Libraries

This step is used to identify OCOS system libraries that
are recorded within the identified high—use extents.

a. Report Value. The MSM System File Use Summary
Report lists GCOS libraries that were initialized at
System Startup time . The report also lists the device ,
starting cylinder number , and length for each GCOS
system library . Consult the GCOS Startup File Map to
determine the specific names of the GCOS system librar-
ies. (For example ,SYSTEM FILE 2 is the second GCOS
system file defined in the Startup Deck .~

b. Calculation. For each listed GCOS system library ,
determine whether any part of the library falls within
a high—use extent identified above . First , compare the
starting address of the library (right side of Starting
Sector/Cylinder Column ) to the starting and ending
addresses of each high-use extent on the same device.
If the library does not start within any high-use extent ,
determine whether it overlaps a high—use extent on that
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e e by aduing ~:n’-. l’~n’j tn ‘ o the start ing a!~dress t~~
find the end of the tile . Note that the length is giver
in s,.~ tors only and must be converted to cylinders to be
added to the starting address. The bottom row of Table
tV—i 1~ sts the necessary conversion factors (i.e.,
divide the length in sectors by the appropriate number
of sectors per cylinder ~:o obt~ in the ~ength in cylinders).

c. Form Entry . Identif y each GCOS system library that
starts in or overlaps a high—use extent in the same row
as the starting and ending addresses of the extent.
Enter the library name (from the Startup File Map) in
the Name Column . Enter an ‘S” (System ) in the Type
(‘T”) Column , a dash (-) in the File Code (“FC”) Column
(no file code), and the number of accesses (from the
Accesses Column of the System File Use Summary Report)
in the Conri’c-ts Column .

d. Individual Module ActivitX . The option of assembling
highly used GCOS system code into GCOS Hard Core can be
attempted if the appropriate modules can be identified .
This step, using the MSM Individua l Module Activ ity
Report , identifies these active modules.

( 1 )  ~~port Value. The MSM Individua l Module Activity
Report lists the activity on the GCOS libraries with
the following column headings; (1) System File ,
(2) Module Name , (3) Type , (4) tOM—PUB-Device ,
(5) Sector In File , (6) Number f  Accesses , and
(7) Percent of Activity.

(2) Reyort Scan. Scan the MSM Individual Module
Activity Report for code moduie : that exhibit [- 10J
r~ercent of Activity. I f  a jnueuie is consistently
active , recommend that it be put into GCOS Hard
Core. Note that if the module is not re-entrant ,
a core—to-core move will be made on each call.
This still saves the disk I/O involved , but does
not necessarily save any CPU time .

‘~~. User Files

This step is used to identif y the user files and jobs
hat , are causing the queuing ut~tected above in Sections
/TI . (’ through VII.E.

a. Re~ort Value. The MSM File Summary Report lists the
following data for each user file: (1) File Code , (2)
Number of Connec’s, (3) File size , (4) ~1located Device ,



.d ( ~) File Origin. Each file is listed ~n’jer tn’~
activity that used it , including t~ e ~urn: e~ ‘;t  ‘~~ni re<~ t
tha t  the acti ~ ity issued to it. Using trie s.tr~. ’ t~ ~:‘~~

—

~.ique described in 1, identify the files that Start in /
or overlap identified high—use extents . Ignore :~i.lcs
that have few [-1000] connects.

Two unusual file codes will be frequenti , ocserjerl
“00” and “ —— “ . The “00” file code identifies il l disk
accesses made without a Peripheral Allocation Table
(PAT) entry (e.g., accesses made by GCOS as part of job
initialization) . It also includes all SSA module calls
and SSA pushdown operations. The “ -- “ file code is
constructed by the NSM data reduction program for all
accesses made to a SYSOtJT file.

b. Form Entry. For files that tail within a high-e~seextent , enter the $IDENT Name in the Name Column on the
same row as the starting address of the extent. E~4t eL •~~

“u” (User) in the Type Column . Enter the listt~d file
code in the File Code Column and the number of connect~
in the Connects Column .

3. Calculate Connect Ratio

This step is used to calculate a Connect Ratio for ~;a <’
identified file.

a. Calculations. Add the number of conrec~~ fQL e;:i~
file on each device being investigated . Divide the
number of connects for each file on the device by the
total for that device to develop a Connect ~at i.~ f(

~reach file.

h. Form Entry. Enter a “/“ for all fil.es with a
Connect Rat io [ > . l ] .

4 .  Decision

All files with a Connect Ratio [~~.l] are •:~indidates ~or
relocation as high-use files. Refer to the Decision Table
rules for instructions on how and where to relocate these
f iles.
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V I I I .  CPU EXECUT ION CHA RACTERISTICS

This section describes the procedures for determining
the ;ystem ’s CPU execution characteristics and for identif yir~
s’-~~~-~~t (~d programs for detailed execution analysis. The
~~~~~ :y Utilization Monitor (MUM ) and the GSEP Accounting
L~~t* Reduction System are used to obtain data for this
ana~,ysis. A hardware monitor will be used if the optional
F.xe~;ut ion Activity Map is desired .

/ . A N A L Y S I S  SUMMARY

Fhe o;~ Execution Characteristics Test determines the
~~~~~~~ ~tilization level of the processor and then deterrr~ines
~~‘ ~~ie CPU is dominated by GCOS or user program execution.
~~~ additional test procedures identify and investigate
(~ . ‘~~~~~~, create program execution maps of) selected user

~ro~ rams .

Procedures executed under the CPU Execution Charact~ r~ s t i ’~.
T’~i (charted in Figure VIII-l) include : (1) Determine ~~~;~ ~lizatior~, (2) Determine Dominant CPU User , (3) Isolat
.]‘~ ,s, and (4) Develop Execution Activity Map.

Repor ts ssed in the CPU Execution Characteris~~~ s Test
include the MUM CPU Utilization Report arid the GSEr~
A locator/Termination Report.

The CPU Execution Characteristics Form (see FisSure 7111-2,
is used to assist in the analysis of CPU usage .

B. DETERMINE CPU UTILIZATION

This procedure determines the CPU utilization leve l
for the configuration . A decision in Step Number 5 deter-
mines if the remaining CPU Execution Characteristics Test
procedures are to be conducted . The CPU Utilization Section
of the CPU Execution Characteristics form is used for this
procedure.

I. Step No. 1: Monitor Session Elapsed Time

This step develops a value which is used to calculate
Total CPU Utilization in Step Number 3.
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a. ~e~ orL “~iiue. The Elapsed Tune Thus L i . ,.i 12L~
listed on the MUM CPU Utilization Report , rel:resents the
total el.~psed time (in seconds) of the monitor session .
Use the CPU Utilization Report with the largest value .
If Ui, pe~ i~ d monitored 

;
~s broken into several pieces

by lost dat.a conditions , add the pieces together .

b. Calculation. Multiply the value for elapsea t ime b’,
the number of processors it more th~ r~ one procesbc’r is
used in the configuration being monitored . For exctmple ,
if three processors are configured , multiply the elapsed
time value by 3.

c. Form Entry . Enter the resulting number in the
Monitor Session E/T Column of the CPU Utilization Sect~~~..

2 Step No. 2: Idle Time

This step generates a value for the calculation of CPU
Utilization described in Step Number 3.

d. Report Value. Idle time is reported in the MUM CPU
Utilization Report in 100th second units for each of the
up to four processors of a configuration . Note that the
vilue is reported in 100th second units and must be
converted to seconds for use in Step Number 3.

b. Calculation. Total the values for the Idle Time of
each processor in the configuration . Use the same CPU
Utilization Report(s) used in Step Number 1 above.

c. Form Entry. Enter the sum (in seconds) in the Idle
Time Column of the CPU Utilization Section.

3. Step No. 3: Calculate CPU Utilization

This step develops a value for CPU Utilization that is
used in Step Number 4.

a. Calculation. Subtract the value for Idle Time from
the value for Monitor Session Elapsed Time. The difference
represents CPU Utilization for the configuration.

b. Form Entry. Enter the difference in the CPU Utilization
Time Column of the CPU Utilization Section .
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4. Step No. 4: Calculate Percent CPU Utilization

This step develops a value for Percent CPU Utilization
that is used in Step Number 5.

a. Calculation. Divide the value for CPU utilization
by the value for Monitor Session Elapsed Time .

b. Form Entry. Enter the resulting quotient in the
Percent CPU Utilization Column of the CPU Utilization
Section.

Step No. 5: Decision

Consic’,Ier the processor as a potential bottleneck i f  the
percent CPU Utilization value is [— .8]. Repeat this procedure
several times to insure that the Percent CPU Utilization
value is consistently [- .8]. If percent CPU Utilization is
V .8], consider the processor as not being a bottleneck.
Exit the test (return to the section that called for this
test) if the processor is not a bottleneck.

C. DETERMINE DOMINANT CPU USER

This procedure determines whether CPU execution on the
measured system is dominated by GCOS code or by user code .
Use the Dominant. CPU User Section of the CPU Execution
Characteristics Form for this procedure .

1,. Step No. 1: User CPU Time

This step generates a value that is used to calculate a
CPU Dominance Index in Step Number 2.

a. Report Value. The CPU Time Used Thus Far is displayed
on the MUM CPU Utilization Report (in lOOths of a second)
for each of a series of system and user programs . The
value represents the CPU Time used by each user program
during the monitor session.

b. Form Entry. Enter the value for User CPU Time (convert
to seconds ) in the User (PU Time Column of the Dominant
CPU User Section .
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2. ~
;tep No. 2: Calculate CPU Dominance Index

This step generates an index value used in the decision
in Step No. 3.

a .  Calculation. Divide the value for User CPU Time by
the value for CPU Utilization Time .

b. Form Entry. Enter the resulting quotient in the CPU
Dominance Index Column of the Dominant CPU User Section .

3 . Step No. 3: Decision

User Dominance of the CPU is indicated by a CPU Dominance
Index [ > 5 0 % ) .  GCOS dominance of the CPU is indicated if the
value is [<5 0~~J .

If GCOS dominance of the CPU is indicated , the analyst
should investigate means of reducing GCOS CPU utilization
w ithout seriously degrading service provided to user programs .
~ugqestion for this investigation are proposed in Section
VIII .D.

D. TUNING STEPS

Three batch turnaround time elongation hypotheses are
cenfirmed by the CPU Execution Characteristics Test:  (1)
High CPU Utilization, (2 )  GCOS Dornirfance of CPU Utilization,
and (3) User Dominance of CPU Utilization . This section
discusses steps to be taken to determine whether these
conditions can be removed or reduced.

Take the steps proposed below for High CPU Utilization
before those proposed for GCOS tuning or user program tuning .

1. High CPU Utilization

This indicator describes a system that exhibits [>80%]
CPU Utilization for the measurement period.

~~. Scheduling Solutions. These steps involve changes
to workload scheduling .

(1) If there are periods during the operating day
when this condition is not indicated, and if the
operating schedule permits , schedule CPU-dominant
jobs to run during these periods. The CPU/IO
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“do~niriance
’ of a job can be d!ter~ui~ ed trorri ~~

Cxd. ir’.ati~ fl t L :~~ ~~~~~~~ acti ;~~L j  i~~~~i~~~ ~~
~~~~~ A~ I ~ ator,’Te. ~at ~on L r  t

(2 j , h t  ~iie 1/i—’i i:t ~~~ j o~~ JJ .: 2. i j  t ’~e :1
CPr: ~er1>~is to complement ti-ic CPU do~a, ian~ e Of ‘- “~

r~~l’~ jd (set also the use of GCOS I,”J i~rioi~~r ,
Dis~ atchiny unuer Fararneter lutLon~ QeJu w ) .

( 3 )  Determine if a particular mix of urgenc ’~ codes
in e f fec t  during the high CPU periods is the source
of the condition. Schedule the workload so that
high urgency code jobs that are CPU-dominant arc
not run together. Execute the Urgency Codes Test
(see Section XII) to determine if CPU-dominant jobs
are executing with high urgency code values.
Suggest that these jobs be run with urgency code
values that are low enough to permit a balance of
CPU and I/O dispatching . Use the GSEP Allocator !
Termination Report to determine which jobs are
CPU- and I/O—dominant. Try running withc ut t~~
Ur~ cr~cy Tnruput~ I.L~spatcher Option . Not€~ ‘ba t t is
may tend to elongate the overall turnaround ti1 L~-

these jobs ; determine whethe:. this elongation ~~~.‘

wi thin site limits.

(4) Determine if an “unbalanced ” use of GCOS Pricr4~~’B Dispatching has been scheduled. Interview opera
to cetermine which jobs (up to three permitted) havL
been granted the use of this dispatching option .
could be that too many CPU-dominant jobs are cxc~ ut 

-

with the option enabled .

b. Parameter_Solutions. This step invo lves cha~ gt. S
GCOS system functions.

(1) Recommend running with the GCOS I/O ?riorit~
Dispatcher Option enabled . This change will sp€.c’.~
I/O-dominant jobs through execution .

(2) Interview field engineering to del-ermine wheti-.’~;H-6000 memory is ccnfiqured to run fully interlea\ :.’.’
Propose that the field engineer make the app~~~~i:.ic~-
switch adjustment~ if it is not.
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(2) Recommenr~ an upqrade to the next p>ooes~- ~~~~~~~~~~~

(i.e. , H— 6J6 ‘ip-~~~~ded to H—6080).

2. GCOS Dominance ot ~~~~~ Utilization

This indicator des ’: r  J~~s a system that exn h F ~
CPU Utilization and ( - 5 0 % ]  of •:he CPU ti,n~ is compri :~~ .
‘COS code -xc -- ’ i ,’ ion . Bec~ u~ e •‘~COS serves all jons , ~olu~:
to ~COS dominance can he investigated examining both S : I

~~ograms and ~CCS.

a. Pr~~~ram—~ o~ uaed_Soi~~t sn. Examine job aiui a e r :’ .
use of GCOS functions. Determine how to rec ic.~ Lik e
number of pas:~es re~3L...reJ through part>c .ilar ~~~ ~er’.
cou~ • . As an example , reduce a program ’s numb~~r u~~
passes through lOS by increasing it:~ I/O block~ r~ f~~:This generai concept of reducing the nee i to cxc ~~
co’.~e by cha;.ge~. 1:. fcrm ,~ts or design can app .~ t.
user programs .

b. GCO~—Focused So1uti~~i. Tbis is t.tie lust cornr~~~
so1utic~n. Analyze the ~sc ~.t  GCOS ~.~~~terr ~~~~~~meters to ‘ieterm~~ie the f .1A~~~~onal areas w ithin ‘~~~~ J~~thci a re  ufl4Ol~ d at the s Lu and mi~~LL ~-~r ~~uit 1. nv.~ s~
gation. Apply the program mapping procedure ~~~~~in ij ect ~,o:. ‘11 I I . F to CCC..; H a r l  Core aria trio ‘ 
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• . ‘ /
~or  potential p ar . n c e~~~r chary~~- to !c  lC~~~ ~~~~~~~~ ~

u tiliZ,~ tim .

- . User Dominance of CPU UtilizatLon
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~ utL~ L. i-.nalyzc ~~~ ~~; u~~ i ui~~ oi wo r k . .J ic ~ 1 die

xi h~ v to ~~ > done to ~ccomplish the proc~-ss . ef ined f or
i.~~:cram . T~~•~eute t n C  se le t ion ano ot)tLonal napp~ ng

‘~~- 3ures ~~~~~~~ i r c er  Sections V I I I . F ,  and ‘ i l i . F .

- i~

This procedure provides a rr~~~n s  of ident ifyir~~ the j’.bs
a i t~~v it1us that a ra  to be n~ ppc~ i:. tsc- procea ..r(~. ~n
~ ;t  ;O~ VIIr .F .

‘h .~ CSi-~~ Ac~ o~irit~ ng Data  ~eduction ~ystern is used
.~ r l . ._ ._ J u . L , t O i l  other . ‘-~ h ) 1 i U ~~E -~ (~~ l ie-t rios ~~ - . i .

~a~~sed ti me) can be used to~~~~ ] ect ~ohs for exe’i~~ ion
I ‘ :1

~: ~ c . : ’ !  e~~~~ s i r t  ~~Ofl

T h iL. -~~ep id~ i~t~~(ies user ~~ - .(- or i Ct i v . t~ ~ ~~~~ e>~~e’-d
:i~r :  ~ rnr - ‘- ~ liir defined by thu a na l y s t

~. .  ‘ P U  rI~~ r r .  -~ea.~ure . C~~ . A cL~~~c~ L~~inr~~~.~ L ] a y ( .
~ 

( ifl

U~~EP Al locator / ‘1ern~ r a t  sr ~e~x t  f or each ~ct . ‘i t y.

F st a b i is h~~no I so l a t i o n  T h r r - h c l d .  f l~~j~ 1 ~;iJ ~~~ r~
~~i )  se’nnds] as a lower I r-’~ . A~ John mpe .~r -

~ r~ : ‘~ ;E; 11 )o ’at r/Terrnina ’~~cr P-~ p -~rt -  
~

- -  

~h a c’i-U t - i~~~- of
;le ~~~€ r  thar [ ~Qr seconds~ ,L,[-j he ex an ,i r -d .

u .  ~~~~~~~ 2: at k Jobs

o~ the isoLat ~ 
,~r teo ’r n ~ ;.~ u , the jobs or

i t  us :~h r j u l d  be f.irther ex~er~ rue in order to eeturl J ne
i f  t 

~-y are candicaites for mappini .  ~unr Iy  rank the [ t r r ,
t .-n I jobs or activitie s (i.e., tho~ e with the largest thU
A c t i ie T ime ) ar; candidates for ma~..plnq . Elimirate  the j o b s
or icti-/ities that are run infre’~uently .

F.  DE VELOP E X E C U L I C N  A C T I V I T Y  M,\ P

This procedure produces a f r c .- >ency d ist r ibution of  cod’-
uxec j t ion of each se lected job or ac t i v i t y  to determine what
code in the program ises the most C~ U time . E x a m i n a t i o n  by

pr gramrner may res u lt n coding changes that reduce the
use of the CPU. This procedure addresses the development of
t he program map; i n te rpre tat ion  of the map w i l l  identify t h e
areas of code that should be examined for changes to reduce
CPU usage .
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This procedure uses a hardware monitor to gather in-
struction execution data. Data is to be collected under a
controlled experiment with the program forced into t fixed
1-1—6000 memory irea during its execution (i.e., neither
swapped nor moved)

l. Monitor Setup

Detailed instructions for setting up the hardware monitor
should be obtained from CCTC - ~L7O2 Pentagon)

2. Special Considerations

The program must not move from its p1~ ce in memory.
Usually, the site will conduct the test while the system is
idle. To guarantee that the program will not move whether
the system is idle or not , patch the program’ s .STATE word
using the PEEK , PATCH , and WRITE console verbs. Set bit 26
of this word to a 1 after the activity being investigated
has begun. Verify using the STATS console verb tha t the
proqrarn does not move during the test.

Usually probes will be attached to one processor only.
1~ny program execution done by other processors will go
unreported. Therefore the site must insure that only the
processor with the probes attached executes the program .
The last four bits of the •STATE word in the program ’s SSA
afford one way to accomplish this. If the probes are on
processor 0, setting bits 32 , 33 , and 34 will restrict
program execution to this processor. If the probes are on
processor 1, set bits 32 , 33 , and 35.  Three of the bits are
set and the remaining one determines which processor executes
the program.

Both these considerations involve changing the •STATE
word dur ing execution . Since there is a possibility the
system will crash , this test should not be attempted while
critical work is going on.

To obtain the proper resolution, the hardware monitor
must usually be set up to map only d certain segment of
address space (i.e., memory) . For this reason , the part of
;aemory to be allocated to the job must usually be known
before the experiment starts. One way to accomplish this is
to run the job twice in ~n empty system—-once to see where
the Core Allocator will put it and once to actually collect
the data.



- - ‘~~~~~~~~~~~~~t Set ip

illS se .up f ot  each program b-~i i  ~ £Ti~.?ped .

~~eui~ t Arua ot_Memory . Ascerta in illtc. what ~~~~ of
~emory the program wilFbo l.oadcd . st~- -’he piog:azn
to ~~complish this , if necess-I~ -/.

1 . Monitor SetuJ~. Set the harawate monitor software or
plugboard logic to map the smallest a’~ea that compietel~
~ncludes the program.

c. Start Program. Start the program and wait until it
re~ cFie-s the activity to be mapped .

d . Start Monitor. Start collecting data ~~ ce the
urogram is loaded in the proper activity .

Set I~its. Set bit 26 and the proper three k-tts of
bits i2-35 in the .STATE word . (I ind the program ’s
Lower Address l imit [LAL I and use the console PATCH and
~1RITE verbs.) i’~ote that a PEE1-’ must ‘,e ~~,‘ i e  first so
hat Lh- ~-~~~j~~~r ; .‘ 4h r ~ ocher P.t.. ~r. ‘:hc .~~T~ TE - i d  - - r - .
not changed .

f. Monitor Execution. Continue to collect data until
the activity terminates. Then stop the monitor immediately
Check (using the STATS console verb) throughout the
experiment to make sure the program remains in memory in
the samc place .

g. Instruction Activity Map . PrL-it a map cf the program ’s
instruction acti-;it~ by using the hardware monitor ’s
data reduction software .

h. Instruction Acti”it .~~ Examine the instruction
activity map foF areas in the program that exhibit
[>10%] of program activity . Direct a programmer to
examine these areas of code for potential optimization .
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LX . t’~ ~ “~~ICIENT DIVICUS .‘2~~T

~his jcct o-~ ~sc’- iLe - h~ rest f~~u ~~ ‘ i- - i r  -i rr ,
timc elongation c tusee b y confi guration r f T  t - , (~ç~~~ t - . -n - -

iot enough disk space. The procedures of th~.s t~ st u se 1~~~
Memory ]tilizariori ~io~~i t L  (MUM)~ and the ‘pe - ‘o ru i t ~~- f c t -  c1~ t~i

A. ANALLSIS SU~1MARY

The Insufficient Devices Test involves di’~fer’-int analy-ii~techniques for the two device types investigated . flapes
analyzed by first examining Memory Wait Time to determine
that Core Allocation is not the bottleneck and $

~he~ aly~’Ln
measured tape delays. Disk space is analy~~d by measuriri :
the number of links refused a job each time a request ~smade for space .

Procedure steps (see Figure IX-l) executed under thin
test include : (1) Determine If Memory W~ it Time Is High ,
(2) Determi~ie If Tape—Caused flelay Is High , vd (3) ~e te r’ ”
If Disk Space—Caused Delay Is High. Each ~roc :d i~ e is
described in this section . This procedure uses t~ie I’su ”-
~icient Devices Test Form (see Figure IX—2~ to ~isni~ t ~ndata collection . No other Turnaround Time An-~~Lysis  Tes-
are referenced by this test.

MUM report used in this test inc luue : (1) Fatal Liapse d h i t  i~~i 
-

Ac tiv ity Was in Memory , (2) I~ psed Wait Ti’~i fc~ M -uicr ~ -~eqi i’ ’  ts -

(3) Tape Delay Report from the tape non tar - A fourtn e; ’) t t~~~~’~ Il l

Di% k Space Refusal Report., does r~ot curreotI y t~nst , but i hyootf l .~ • / (-

in order to complete the test ‘ - :~ cri ption.

The first step (see Figure IX-l) in thin test is
decision step. If disk space is to be investigated , the
first procedure to execute i~ in Section IX-D . If ~c~; ire
to he inver;~- irja ted . ntart with the procedure irl ~ ect~~or ~~

~~~~. DETEPNI:~E IF MEM C RY WAIT TIME IS HI~ I i

This procedur’~ dcte rrr ines if the system ’ s Memory W-1J~
Time is high. Thu sett~ ri’; of i s o f t wa re ii’p~~~~ ~~~~(i.e. , t h e  PALC-CAi C Dampe r Switch) between the CCOS Per~~J •
Ailocator (where thpe~ are ~~siqried) -~no the Core A~~~~iO t d t ’ t

(ciesLr t i the Activity Execution Proces-i ) coidi ~~e -~~

/.5

-- ---a - - -
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‘~h. t p’~~ 
- 

~ 1- ’~ incorrectly atti. ~~~~ I~~~~ ’ -
~~t ~ ~~~~~~~ - I-

I - r -~~~ -~ . T ’- - i oroced~ir 
-
~~ 

. r .  ~~ ‘-~~~~- ~~ - ,  , hi- - -
- _ -~~~~ l . , - 1  ~/ . k ~~~o L J  ?~~~ qI~~eS~~~~~~.

~~~~ ~i-,c~ .Jure uses the Insufficiertt De’r~ces Test For

- 
. ~ - L ~~~~~~~~~ hO. .: Total Elapsed i ime An Activity Wus In M .i~~

,.

S JGlue is used in Step Nwnber ~ ~i l~ ulate t~ e/~~te~(r~ Memory Wait Ratio .

a R~~~~ t Value. Choose the Representative Value STrom
- .ne t-IUM Total Elapsed Time An Activity Wa~ In ~-1emorvReport. Section II.G.2 gives instructions for choosiny
Representative Values.

L. F’c:in ~nt~y. Enter the Representative Value in the
Total Elapsed Time Column.

step No. 2: Average Elapsed Wait Time

Thi!-
~ value is I!3ed in Step Number ? to calculate thc

;jnteri’s Me~nory Wait Ratio.

~~port Value. Choose t.i~j~ Representotive Va]IIe froi;
i:he MUM E l apsed Wa it- Time For Mr~mory Requ ests Report.
Section II.G.2 ‘-‘i’ie s instructiori r for choosing Represen~
~u tiv~ Values .

b . Form Entry. Enter the Pepresentative Value in the
J-~\’erage Elapsed Wait Time Column .

~~ . Step ~Io. 3: Calculation

This step computes the systeiu ’s !~emory Wait Ratio ior
~1t~ ~~~~ :~.jor1 n Step Uurnber 4.

a. Cilculation . Divide tne value for Average ~~~~ .;.: .~

~~~~~~ i’ ‘lime by the value tow- Tota 1 Fiapsed Time An Acti ’~ity
~as to Memory.

I - . Fr rm Entry . Enter the quotient in the Memory ‘.~‘-i t
1~~tio Co1w~n. 



4 .  Ste2 No . 4: Dccisicn

Consider the i ALC-C~ L~L i~wnper ~tch eI~~nyation hypothesis
confirmed if the Memory Wait Ratio 

~~~~ ~1 . •rhis means that
tL1L Peripheral Allocatio ! . --Jelay r~iay ~~~~~

- ~~~sed by a memorycon~ t;i;;t. nv es t i ga ce  Lhi.~ hypo the~~L -_od ru~ o’.~ its
cduse before continuir~ the tape—caus~ d J~ lay analysis.
Execute the Memory Constraint Test (see Section V) to analyze
!TkNIory demand s and then continue with Section IX.C.

Consider the PALC-CALC Damper Switch elongation hypothesis
not confirmed if the Memory Wait Ratio [ .3].

In either case, repeat the above procedure several times
to insure that the decision consistently turns out the same
way . If not, consider changing the decision value and/or
obtaining professional help.

C. DETERMINE IF TAPE-CAUSED DELAY IS HIGH

This procedure determines if jobs are delayed due to
wait for tape allocation.

1. Step No. 1: Seven-Track Drive Allocation Time

This value is used in Step Number 3 to compute the
Seven-Track Tape Wait Ratio.~

a. Report Value. The Time of Allocation for Seven-Track
Drives , listed (in seconds) on the last page of the MUM
Tape Delay Report , represents the total allocation time
for seven—track tape drives.

b. Form Entry. Enter the value in the Allocation Time
Column of the Seven-Track Drives Section .

2. Step No. 2: Seven-Track Drive Wait Time

This value is used in Step Number 3 to compute the
Seven-Track Tape Wait Ratio .

~i. R~port Vulue. The T’itul Seven-Track Wait Time , listed
(in seconds) on the last page of the MUM Tape Delay
Report , represents program elongation time caused by
seven—track tape allocation.

b. Form Ent~~~. Enter the ‘ia1~~ ~n th..: W a it  ‘!~~me Column
o~ the Severi —~ rack Dri’ie~ ~eCt1Oti .

_ _ _ _  -~~~~~~~~~~~~ - - - -~~~~~~~ -~~~~~~~~~~ - -



3. Step No. 3: Calculate Seven—Track Tape Wait Ratio

This ratio is used in Step Number 7 to determine it )ais
are elongated because of seven-track tape allocation .

a. Calculation. Divide the Seven-Track Drive Wait I bi;e
by tE~ Seven-Track Drive Allocation Time.

b. Form Entry. Enter the quotient in the Wait Ratic
Column of the Seven-Track Drives Section.

4.  Step No. 4: Nine—Track Drive Allocation Time

This value is used in Step Number 6 to compute the Nir~-
Track Tape Wait Ratio.

a. Report Value. The Time of Allocation for Nine-Tr~ c--~
Drives , listed (in seconds) on the last page of the MrM
Tape Delay Report, represents the total allocation tine
for  nine-track tape drives.

b. Form Entry. Enter the value in the Allocation Ti- .
Column of the Nine-Track Drives Section .

5. Step No. 5: Nine—Track Drive Wait Time

This value is used in Step Number 6 to compute the ira--
Track Tape Wait Ratio.

a. Report Value. The Total Nine-Track Wait T-uJTIe, listed
(in seconds) on the last page of the MUM Tape Delay
Report , represents program elongation time ca sed by
nine-track tape allocation.

b. Form Entry. Enter the value in the W~~.it Time Cal~ i
of the Nine-Track Drives Section .

6. Step No. 6: Calculate Nine—Track Tape Wait Ratio

This ratio is used in Step Number 7 to determine if j co -~are elongated because of nine-track tape allocation.

a. Calculation. Divide the Nine-Track Drive Wait ime
by the Nine-Track Drive Allocation Time.

b. Form Entry . Enter the quotient in the Wait RdtiO
Column of the Nine-Track Drives Section .
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7.  Step No. 7: Decision

Consider the hypothesis of tape-caused delay confirmed
if either the Seven-Track Tape Wait Ratio or the Nine-Track
Tape Wait Ratio is [ - - . 2 ] .  x~epeat the above procedure several
times to insure that the hypothesis is consistently confirmed/
denied . Check (v)  the entry and implement the tuning steps
described under Section IX.E for tape-caused elongation .

Consider the hypothesis of tape-caused delay not confirmed
if either tape wait ratio is [< .2]. In this case, return
to the section that called for this test.

D. DETERMINE IF DISK SPACE-CAUSED DELAY IS HIGH

This procedure determines if jobs are being elongated
because of the need to wait for disk space allocation . This
delay occur s both before the jobs enter execution (i.e., at
the processes listed in Table IX-l) and during the Execution
Process. The execution delay can occur when SYSOUT space is
exhausted by the jobs. Control of SYSOUT space is main-
tam ed by SYSOUT and not by the Peripheral Allocator.

The data used in this procedure are collected by GCOS
Trace as entry number (Mass Store Link Refusal). A
report (Disk Space Refusal Report) lists each occurrence of
a Mass Store Link Refusal from these trace entries. The
report contains the following column headings: ( 1)  Time of
Occurrence , (2) Program Number , (3) Number of Llinks Requested ,
(4) Number of Llinks Remaining , and (5) Type (SYSOUT or
other) . The Insufficient Device Form is not used in this
procedure .

1. Step No. 1: Scan Disk Space Refusal Report

Scan the Disk Space Refusal Report for entries listed
during the period being investigated . Insufficient disk space
can be so serious that even one refusal may be significant.
Determine the source of the refusal (i.e., whether for
SYSOUT space or for any other type)

2. Step No. 2: Decision

Consider the hypothesis confirmed if [any] entries
appear on the report. Initiate the tuning solutions described
below in Section IX.E.
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If [no] entries appear on the report , he h-/~otL~~si:; . -.~

~ut confirmed and the test can be exited (return tLe~~~~- .~thdt called for this tes -.) Several days shnii l cj :~~~h-~bi ’.1
monitored to insure that entries never uppear.

~~. TUNING STEPS

This paragraph discusses tuning step.~ to ~~~~ i.ht n d - ~~~”
L S  confirmed by the Insufficient Devices rest.

Insufficient Tapes Tuning Solutions

Apply the tuning steps proposed b~ i~ w when tape--e~ used
delay is confirmed .

a. Parameter Solution. Scan the GCOS Console Log to
determine if the total number of available tape units
was reduced by operator action (i.e., RLSE Command).
Ver ify that the release was required .

b. Scheduling Solutions. These steps involve changes
in the workload schedule.

(1) Propose scheduling fewer tape jobs during the
period measured in order to balance the use of
tapes.

( 2 )  Execute the Urgency Codes Test (see Section Xli)
to examine the urgency codes of the jobs executing
during the measurement per iod. Look for jobs with
high urgency codes that request a large number of
tapes. If possible, schedule these jobs so that
they do not conflict or reduce their urgency.

c. Prograinmin~ Solutions. These solutions change jebs ,
programs, or files.

(1) Propose investigation of programs to determine
if tape files that do not contain -a large number of
records can be transferred to tel;p r iry Or ~ -~~:

disk.

( 2 )  Verify that the delayed programs require all .~~~~

the requested tapes. If not , propose examin tL cr . -a
reduce the number of drives allocated either ~a .ii
runs of the job or to selected runs (l-ecause c-f i

month—end file , for example) when all tape s .~re  not
needed .
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d. SIZIIL9. Propc~.e an increase in the number ~f tapeciandlers conf~ r3ured on the system .

2. Insufficient Dis:~ [
~pace Tuning SoLutions

Apply the tunin~ steps proposed below when dia~: space-caused delay ha~ been confirmed . These steps are crouped
into two area~-. t1~a t represent the source ot ~isk—cau~.eudelays: (1) request.s fQr S~ SOUT space and C2~ re~~;~ sts f r:r
c~ther disk space.

a. SYSCUT Space Solutions. SYSO~JT manages its own
space allocation. Apply these steps to correct a lac.~of SYSOUT space.

(1) Parameter Solution. - Increase the amount of di.-~
space allocated to the SYSOUT files. This may
impact e eiier of the site ’ s disk spøce tequiremen
SYSOUT file space allocation is made in the GCOS
Startup !)eck on the $FILDEF Card . All existing
$FILDEF Card parameters for SYSOUT files must have
the same size value specified .

(2j Scheduling Solution. If possi Jie , ie-~ ui e j - h~so that a known conflict in SYSOUT space requir~ - ie :~~does not develop. Verify (by consulting the GESEP
Allocator/Termination Report’s SYSOUT Record Ccur.t
fielus) that the concurrent scheduling of jobs wit :~high SYSOUT requirements is not causing thi’ corf ‘ r~~~

(3 Sizing Solution. This solution should be
proposed only after the “Other Space Solutions ”
below are tried . If possible , propose an increase
in the amount of disk space (i.e., available spind.e.:;
in the installation.

b. Other Space Solutions. Apply these steps to sncrt
of other disk space. ~9i~ Scheduling , Programming , and,~~r
the cold hoot Paramater Solution s will probabi-, h~ ~~that is needed to solve the problem of occasionaL ~~~~~~~~to very large requests.

(1) Scheduling Solutions. If possible , schedule
jobs so that a known conflict in disk space requir --
ments does not develop . Verify (by consuitinrj the.
GESEP Allocator/Termin.~tion Report’s SYSOUT Re”ord
Count fields) that the concurrent scheduiing of j-~ -s
with l..rg~- dish files is not c au s i nc  ; h i 3  c nf’i c :

1 . 7  

- —---- - —~ - -  ~~- - .  - . - --- — - --.-



r

( 2 )  Programming Solutions. These steps apply to
jobs, programs , or files.

(a) Propose examination of all permanent disk
files cataloged to determine if they can be
purged , copied to backup media , or put on re-
movable packs.

(b) Propose e.xaznining programs to determine if
they actually required ttie full amoun.t of disk
space requested . Suggest copying files to tape ,
if appropriate .

(3) Parameter Solutions.

(d) A cold boot of the system will consolidate
disk space and may help alleviate disk space re-
fusals , especially if it has been a month or more
since the last cold boot.

(b) A reduction in the number of disk spindles
configured as removable will add disk space. If
the disk pa~ks on one or more removable disk
spindles are rarely changed , consider changing
the spindles to permanent (fixed) . The files on
removable packs that are nearly always mounted
could he changed to be permanently online . Then
fewer removable spindles would be needed and the
empty space on those packs would be available for
system and user files.

(4) Sizin~ Solution. If possible , propose an
increase in the amount of disk space (i.e., available
disk spindles) in the configuration .
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X . ‘FEW A:’l LV1TIE~ L~ :;YST EM ’ -
~ l;~~-~

This : e ctj o n  -~~~r~ bes 
t h l -  ~~~~~~~~~ :e~~re e r i r ~~~~ ,- :~~L r - ~ r. - -

~er-~ . inc; per io :-- - ~, ien t here - . ir :W acti’/ .i t 1 t~~~~ i -~~ t I i t~

syi~ i~in . Th.ist~ 1 .x’,~ eJ ur~-s u~ ie ( !i-~ :~~I (Jry L L~~~ u t uil -~L~f l i t  C

(MUM) t~~ -

A. ANA L(aj~~ ~uMMARY

‘l~~lf ~ ‘ } :W  A (t ivi~~ies In System ” test ana Lyz’ - -~: r- -:~rnr~r-, ‘..~~. - Lt
time to determine whether additiona L ~:tivities of ~cTh~
could have been scheduled in t l ~y~~t~~ in dot i ny t h.~ per judL~ i xlq iiivestijated . Figure X—l clLdrt:~ the kJ r :~~u~~J ure ~~~ & - ~~ -

&~x~~ utCd under ~~~~ test. The “F*.-w A C L i v it i~~~ fr~ ~~~~~~~
F U L ~~~ ( ~~~e Fi pn - - < — 2 . is provi led with th is pro :edur’.~ ~ .( )

~~~~~~~ in dat~ ~. ~ ~.- .~ction . ~ other turnar .- -~r i. t i: e uILuJ
t. : . :~ -i re refe- L L-i .;ed by this test .

The fot1.;~~~,~ MUM reports are u-~ -d in ‘~~ie -~~~i - i /~~~~~i~~~~~~: V .
~‘ tal J i i r ~~ ..~~ ime An Act iv i ty  Was In Mem )r’/ ~nd ‘2) 1 i - q - -

Wait i ~~~~~ ~ :~ -mory Requests.

l U  i t~-~;t is en tered from t h t -  Turnaround Time Mod. - I ~~~ .

P r000 I r- when the Act iv i ty Exeo it ion P roo - iS hi S

~~~~~:e~~~~O I A  f o r  ~ur~ rI~~r invos t i q it ion  - n d  the U H W  ? t L V 1~~~ 
-
~~;

~-
) -Joitern ~yVJt~It is is fLU be t

B . LJl - :~~U l~ 1 r ; d  IF MEM GRY WALT T I M L  rU H i Gh

T h i s  1~ro :.-d’ire tiurmine~; f Memory W ait  Time- : ,

order to ~l e t e r r n I n c ~ the tyj~ ? of :~e 1 ut i cn  t. L~ pr~~r i o o - ~
1 . U cc-p ho . L; 1 Elap~~-d Time An Act iv~~~ -;~~~r~~~~-n- .r;

T h is  i - J . ~~- is u-;’:d (is the ~~v i s - r in - - L C ’ I t it ! i ~~~:40u (- ) r y  4-J t~~~’ l i  i n  St .ei i  Number 3 .

-i . i1.oj~’~r
4 ‘/-i L~~~~ . het . :rrnine t h e  U - -p i  o ;~~ nl (lU ,‘ -  /i L U .

1 or ti; .~ ~~~i -~-~~‘i~-bF y dis t r ibut ion in the MUM To t~ 1
lI m e Ao 2i: j’ ,tty Ii:. ~ i n  Memury POU (IrL.
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2: Avera~ e El~ psed W ait T ime

S ~~~~~~~ is osed ~s the dividend whe-. ‘:alculctting the
~~

- - tm~~~-i ~‘i t Ratio j o St _ c~i- N i.mber i

~~~. k~~ert Value. Determine tne Pepresentative Value
~r ~heTdistribution in the MUM Elapsed Wait Time for

~ ~~o-~est 
-
~~ 

Ri :tort. r~ui~~ for d ~terminin~ Represen—
‘. -~1 o~ ~~~ r ~:e::ente’-i in Se ti~~ - IT.G.2 .

~~~ . ~-~~~r E i ~t y v .  Enter the Representative Value in the
i~ ~era~, L1u~ ~~~~

- i.iit T ime Column .

U~ - : Calo’ilate ~emor~~~Iuit Time Ratio

Lao r Y  o i s  C; t~~~~Oo j  ated from t~~~ o’~tries made in the
. ~tCç~ T .

~~- .  -~~~~~ t-~ t morL .  h I . V (  ? the w~1u f~~r Elapsed Wait Time
r~ b e  ~~~ t .L.i 1.~p s r - ’. ~‘ir e or’ Activ ity Was In

-~ ~ IU’ )L  j

- 1.  ~~~~~~~~~~~~~~ h n t ~~~ U~~u quot ieo~. -;u..ue in the Memory
~~~~~ U~~ :io (2 o !  m r - i . The rnsult ~g value represents the

‘ L U  o l  the e~~. :.sed t ime that an icti’/ity waited for
~e the eLapsed t:~~o i t o~ eJ the memory .

-

~~ 
o : l - L .  4: Decision

C 1n~~~ -e~ the hypothesi. confirmed if the Memory Wait
t~~ j - ~~~. ~] . R~~p~~~t ~~. above p-rocedire several times to

.~~ th -~ - the hypothesis Ia consistcat~ y confirr- ec] . Follow
t i :~~~- 

~ 
steps r~~-~~ osed in ~iection X.C.

~iia ido~ the hy~ oth~~sis not “oro~ir”leo and the addition
~o J O . ) S to the t-/ :--tam not t.he solation if the Memory

- J t  ‘~otio is [> .3J . I~e to r n  to the sect ion that called for
~~1.j5 test.

UJU1NG UTEPS

r - 1r-othesis ~on~ Lrrn :~l by the proc ’dnre in ~eot ion X .B
-4- s ~~~~ more jobs (i.e., one or more) ~ -aid have been

~~~~~~~~ .~aied in the syst~ m ~i uring the pe r i od  undergoing analysis.
o t i -  

~nq step’; assume th-s t ther- r~ - ;- t ’ ;  i ~),Lcklog of jobs
aLL t i’ L :  ‘-o nter exe~~- iti. ’n -~ori nc t h~’ ~er’ ‘ d . Otherwise ,
- ~rr -o -~r~ inc woi~ 1 p roh-1 i~d y not  hdve been d problem . If

1:- re -~-3ck1oom~ , br~ ori~~ir ~rd~ ~~~~‘ ‘-~~ ‘‘‘j~~ied — ite
‘no r’5 ~

j - r -m- r~ ~
-
~~~- .‘ h’-~ U r r - . i I  s~ ic .
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1. Parameter Solution

- t .  Sy stem Scheduler Parameters. Examine the parameters
for the System Scheduler on the $SSFILE Cards (see the
GCOS Startup Listing) including : (1) Maximum !‘)umber Of
Programs To Be Scheduled Concurrently, (2) Maximum
Number Of Programs To Be Scheduled Concurrently Before
Invoking Class Restriction , and (3) Maximum Number Of
Programs To Be Scheduled Concurrently From Each Class.
Adjust the entry value upwards if any entry appears low
or constraining to jobs entering execution .

b. Sieve Parameters. Scan the GCOS Console Log for
occurrences of the Sieve Message output during the
period . This message indicates that the job demands of
the listed SNUMI3 exceed the process time , core , or limit
Sieve specified at the time of entry. The message is
repeated every five minutes. If these messages occur
frequently, consider raising the Sieve Parameters so
tha t these jobs are not delayed .

2 .  Schedu1in~j Su1uU ion

Try to schedule more jobs into the system during the
period . The selection of jobs with a particular mix of
resource requirements is beyond the scope of this Guide.

3. M~ mor ’~~ U i ze P e du c t  ion

‘ or isider redoc i n~ th e s ize of memory if the Memory W -n t
l ime  Rit~~, is  sma l l  t’nouqh. For example , memory modu le
(l2ii Y word s) could b~- re leased from the system without
redu~-inq t h ’ - riumL .~r of jobs in memory if more than 128Y is
not ‘i ~~e i  or i f  the CPU or I/O ohannels are bottlenecke.l
w i t hou t  the l - ~ n t  12d v  of memory. Note that processor sp ceJ
r r I L -/ he . it f ec tod  by the degree of interleaving possible w i th
the new memory size. It may be increased (more interlea ;iae
ç-~~s~ iU1e) or decro~L5ed l es s  inter 1e~iv inq possible) . Run
t h .~ system w it h  to e new memory s ize dnd interleav inc swi tch
ier tin ’j s for -i period to determine whether turnaround time
is seriously impacted .

1 d~



- . -

~oU ~ F~~1\I  ,

ih i:; section describe s the proced~irea ir ariulye: uI-j
- l ~iUion hypotheses Ju~ to (iCU~-L L~pu~~/c~ - p i L Supervisor

- - :~~ ri.l d  ays .  These p:ocr?dur2s use the Turoaro’ ind Tim~I jsi~~ System for data cofl ~et1e ’I.

4I -~L Y S I  SU MML~~/

rhjs test  uses direct measurement of lOS delay t i m e  vj - i
-~ Tracc- ei ry data rLat ~~e coil •uted ~iDd reduced by ther -:iround Tim’- Anal ysis System . This test will probably be
‘ncted infrequently ~~ WWMCCS s4tes because lOS delay

should remair f ixed [or each pro’j ram ’ s use of  ~ p~ r t ic - i lj r
- ;o / i ce  code module. The so l itions proposed for th is

-~~tion emphasize reducing the number of lOS requests made
~.- ‘rt icu1ar programs .

iqur” X [ — l charts tne procedure s~ c’ps executed under
- test, in c l n d ’ nq : ( 1) Determine rf  Tape 1/’) Service

~es Delay, (2 )  Detefmir’ e If Disk I/O service C- ius~’s
‘y ,  and ( 3 )  Determin” if ‘m i t  Pecor l /O ~erv ice Cause’ ;

-~~j. The lOS Delays Test Forrr ~see F i gu re X l - 2 )  i - ~ prov Id~~’J
~ this procedure to act as -~n assl3t in data collection .
other turnaround t ime ana lys is  tests are referenced by
~~

i~~- Activity Execution Model Report produced by the

~~-~irnund Time Ana1y~~th Syst~ r~ i_ s the only report t ised in
:i’ test .

I. ETERMINE IF TA?E 1 0 _~~E~~V T C E  CAUSES_ DELA Y

~hi’; procedure determines if ta~’e I/o ~ervice contributec~h.-u tch turnaround time elongation .

; m ~ the top section of the lOS nelay- i Form for thiq
- - i-A r e . Note from Figure XI-2 that entries can be

• red on the form by time period .

1: I/O Process T i r n~ --T~~~~~~um

This value is used in Step Number 3 to calculate -
~ ra t i o

Tape I/O Service Time to Tape I/c P~ - ‘ces’; Time .
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Repor t Val ui -:- t~ :,‘o Proe.v - ss — lape :
l isted on the A c t i v i t — - ’  1-~xec u t i on Model Peror t , j r ( - l 1 Jd ( -~
tape I/O opera tion’3 occurring both in side arid O;i t~~~~-li!
of the processor.

L. Form Entry . Enter the value in the Sum Col~ i- n of
the Tape I/O Service aection.

Step No. 2: I/O Process T ime--Tap~~~Se~ vi~-

This value is used in Step Number 3 to calculate a rat 0
of Tape I/O Service Time to Tape I/O Process Time .

a.  Report Va lue- . The Tape Service r-’lapsed Tin , d m 1  ~a- •-
on the A c t i v i ty E~’ecu tiori Mode l Report , :nclud~~ all

n—processor tape operat ions , but excludes dev~ - • - quc- i~
residence time .

b. Form Entry . Enter the value in the ~;ervi -~ toIu~ n
of the Tape I/O Se ’ ’ .’ice Section .

Step No. 3: Calr~ul if - c’ Ta pe I/O S~~r r ~~~Pat io

Th is step calcu~~ites a ‘tipe I/o :u - r vi - u -  Pa t i o .  The
r- ’ i’io is used in the di±c inc r i in S t ’ - ~ ~J;inh 4 .

a .  Calculation. L-Lvide the v - il -~e :ur i - t ~~e I/~ ,•.-rv ~~’~
Time by the value toi ’ :‘:ipe 1/0 I rocess me ~~~~~

b. Form Entry. Enter the quotient in the : -e rv i c e  ‘ i t i c
Column of the Tape I/o Service section .

4.  Step No. 4: Decision

Cons ider this hypothes is confirmed ~f t h -  Tape I/ O

~ervice Ratio is [~~.O 5 ] .  Consider it not confirrneu if the
rat io  F -  .05 1 . Repeat the above procedure severa l  time s to
insure that the hypothesis is consistent ly confirmed/denied .

I f  the hypothesis is confirmed and if the Disk I/O
Ratio is low ( re lat ive to the Tape lid Ser’/~ce

Pa t i o ) ,  investigate the possible t ransfer of selected tape
t i l e s  to d isk. Examine other approaches to reduc in ;  the
nhlmi,er of passes through the Input/Output Supervisor by
-i~ p licat ion programs , including : (1) increased blocking
factors , (2) reduction and/or elimination of f~~1e~ or Of
record types , (3) changes to file forma t , m d  (4) change o~

14 3  



- ~l~car ion design. If these sol t’~o~ s -1c ‘- :- t hc~Ija, d~ sc-;~ -:
~

• ~~~~~~~~~~~~~~~~ wltt “CTC tr atterrr t i :‘~Jut ion through
gotiat~c~. w~~th ch€. WWMCCS C—:n t ‘~acto’- .

~LT~ RMINE :r C’lSK I/O 3J~E~ViC11 CAU:;ES cELAY

This proc.~dure determines it d i sk I/d service contrib ,tr~s
batch turr idi -~~- x t  iriin~ e iort g~-1rior~.

Use the center section of the lOS Delays Form for this
~ macedure . Note from Figi’re XI — 2 that entries can be ordered

the form by time period .

1. Step Nc. 1: I/O Process Time--Disk Sum

This value is used in Step Numbe r I t calculate a ratio
)t Disk I/O Service Time to Disk I/o Process Time .

a. Report Value. The 1/0 Process Time—-lAS Sum , dis-
played on the Activity Execution Model Report , is the
Disk I/O Process Time Sum . The value includes disk I/O
operations -~ccurring both inside aad outside of theprocessor.

b. Form ~~~~~~ Enter the value in the Sum Column of
- the--Disk I/C Service Section.

~~. St~~~~N2~~~2: I/O Process Time -~-Disk Service

This value is used in Step Number 3 to calculate a ratio
;f Disk I/O Service Time to Disk [/0 Process Time .

a. P~ port
__

Va lue .  T~~ 1~~~ 1J.3 •~~‘r e  [lapsed Time , 1ist~ d
on the Activity Execution Mode l Report , is the Disk I/O
Service Time. The value include s all in—processor disk
operations , but excludes device gueue residence time .

b. Form Entry. Enter the value in the Service Column
of the Disk I/O Service Section .

Step No. 1: C~~ ’-ui~~ e D~ -’k I1~ flc cviee Ratio

This step calculates th u—’ oisk I/O 5cr’ ice Ratio. The
-:-~tio is used in the decision i.n Step Number 4.

a. Caicu 1at ion . Di-1 id~~ the  ~~~~ ~ ~~~ t e r  D isk 1/0 erv ice
Time by the value far Disk 1/’) ~‘r .

__ J 4
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b. Form Entry. Er,~ er the quotient in t~~~: :~e.’~\ iCC
~a$io Col umn of the ~isk I/O S~- r v r c e  ~‘~ -ct i c~~.

4.  step No. 4: Decision

Consider the hypothesis confirmed if the !)ir3z I/O ~~~
•
~~~~

- -“  -t
P~- ’’ o is ~~~~~ Consider i.~ not confirmed f t - c  ~utio I- .
[~~.2]. Repeat the abcve proceu~ire several tii~es to ir.sur~
t r -~ the hypothesis is consistently cenfirmeci/denied .

If the hypothesis is confirmed , examine programs that
were executing during the test n o d  to determine if ~‘r~’
of the following solutions might. be applied to reduce the
number of passes through lOS: (1) increased blocking fact -~ :,
(2) reduction and/or elimination of files cr record types
(3) changes of file format, (4) conversion of disk records
to tape format if appropriate , or (5) change of application
design. If these solutions do not help, discuss the cond .- L~~O
with CCTC to attempt a solution through negotiation with the
WWMCCS Contractor.

D. DETERMINE IF UNIT RECORD I/O SERVICE CAUSES DELA Y

This prccedure determines if unit recor-i I ‘C service
-contributes to hatch turnar-sund time elonga ’-io~- .

Use the bottom section of the 105 Delays Test Form fo’-
this procedure. Note from Figure XI-2 that cntries can b-
ordered on the form by time period.

1. Step No. 1: I/O Process Time- --Unit Record Su’r

This value is used in Step ~1umb€ r 3 to calculate a ra
of Unit Record I/O Service Time to Unit Record I,’C Proc.~s~T ~.rne .

a. Report Value. The I/O Process Time--Unit Re~ordSum, listed on the Activity Execution Mode t Report ,
includeii all unit record I,~ ope~ ations ~a~ JJring e-O t~~
inside ~nd outside of c.he processor.

b. Form Entry. Enter the value in the ~ u~n C~~lumn ofthe Unit Record (U/R) I/O Service ~ec~~io’-..

‘2. Step Nc. 2: I/O Process Time——Unit Pe~~cr- ~ Se-°iice

This value is used is Step Number 3 to caL~~ulite a ra -; a
-.~i ‘n it Record I/O S~~rvice Time to Unit flecor:: I/C ~ r~- -~o~

~~~~~
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d.LU(~. TL. - ~~..  ‘ Recoru Service 1~ I ipsed Tn~t~ ,
l~~- -~t~~i on the Ac-tivit~’ ~~t~cution Model Report , incIui~ s
~1l i:—’)rocessor unit record operations , but excludes
ur~~’ r.20ri queue r (-sidence time .

~ Form Fntr.~~ Exi t~~r the value in the Service Colcn r-~
‘~~ the Unit Re~~~rd (U/R) 1/0 Service Section .

3 . ~~~~~~~~ 
j: .~lculate Unit Record i/O Service Ratio

TI-1i~ step s~ r’ulates the Unit Record I/O Service Ratio .
- ~~ t 1o is ~;se1 in the decision in Step Number 4.

~~. C~~~~
j
~ - i ti ’n . Divided the value for Unit Pecord I/O

~~ ‘;FI.- ‘~‘ime by the value for Unit Record I/O Process
L~ 1C ~~‘1’1.

- F L~~t r ~~. Enter the quotient in the Service Rat~~’
~~~~J uinn - ,f the m i t  Record (U/R) I/O Service Section.

• ~:~ i±~~~~ 
4: ~ .cision

~~ r s1u - -
~

- t he hypothesis confirmed if the Unit. Rec~~~d 1/~
~~~~~~~~~~~ P . t i- )  is 1- ~

- .O S I . Consider it not conf irmed i~ t;IL

i s  [‘ .O~~J . ~epeat the above procedure sev~~r i1 t~ m :,
zv~u r -  t ha t  the hypothesis is consistently cr .~ ~rmed,’ 

(~~~.

If t he  ny~iothesis is confirmed , examine 1icdt i~~r- r ’ iJri;is running at the time of exper~ment to det .rm ine ii
Jie r ’ ~uirement for reports can be reduced . f t~~~s soli~~ion

~~
- . e S  not he1 1~, discuss the condition with CCTC to ittempt -~~

sol~ Lion through negotiation with the WWMCCS Contr~ictor.
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XII. URGENCY CODES TEST -

Th is section describes procedures for analyzing batch
turnaround time elongation attributed to job urgency code
mix . These procedures use the GSEP Accounting Data Reduction
System and the GCOS Console Log for data collection .

A. ANALYSIS SUMMARY

The Urgency Codes Test incorporates identif ication of
jobs with particular urgency codes. The Urgency Codes Test
procedures (see Fi;ure XII-l) include : (1) Determine First
and Last Urgency Codes and (2 )  Determine Evidence of Operator
Intervention . This test references the Memory Constraint
Test. Reports used ~n this test include the GSEP Allocator !
Termination R ep o r t  ~nd the GCOS Console Log .

B. DETERMINE FIRST AND LAST URGENCY CODES

This procedure determines if potential job delays can be
inferred from urgency cod~e values.

1. Step ‘10. 1: Scan For Potential Problem

The analyst can determine potentia~L delays caused byurgency code vilue assignments by examining the initial and
final urgency codes of jobs.

a. Urgency Code Values. GCOS (as of release WW6.3)
servii iobs ’ core requests according to the following
urgency code priorities:

(1) Urgency Code = 0 ,1. Activities with these
urgency codes are swapped whenever their memory is
needed by another job with an urgency code of 5 or
gredter.

(2) Urgency Code = 2-4. Activities with these
urgency code values are lower in the core allocation
service priority than normal jobs. Though not
subject to swap for a job with urgency code ~32 ,
they will be swapped whenever their memory is
needed by a job with urgency code >3 2 .
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(3) Urgency Code = 5—6. Activities with these
urgency code values are the “normal” ~ictivities.
These activities will have higher core service
priority than those with urgency codes in the 2-4
range , but they will be swapped before any activities
with urgency code ‘7.

( 4 )  Urgenc y Code = 7-31. Activities in this range
will have higher priority for memory allocation than
those in lower ranges. They will not cause the swap
of any ac t iv i ty  with urgency code ‘2; they cannot be
swapped until all activities with urgency codes <6
have been swapped .

(5) Urgency Code = 32-63. Perturbation of core
access by the batch worklodd is caused by activities
with urgency codes in this range. Continuously
running activities such dS  the Transaction Process-
ing Executive will frequently assume high urgency
codes to force the system to provide memory space
arid frequent access to the processor (using the
Urgency Throughput dispatcher option) . flote that
‘1COS will cause the swap of jobs with lower urgency
code values in order to find memory for jobs in this
range.

h. Potential Urgency Code Isolation_Conditions. Thi -~ste~~~~~~i~~Eigates the foI1~winq i1onqationThy~~ theses:

(1) Low Initial Cede Value. This is the case when
jebs that -ire experiencing bad turnaround time are
run with urgency code ‘ialues [<4] . These are below
the “normal” range described above . These jobs are
~i ff ec ted by ~x ll other jobs in the system and will
hdve to wait for access to both memory and other
system resources.

( 2 )  High Initial Code Value. In t h i s  case , some
• jobs ~re be ing run  with initial urgency code values

[-7] . These jeb~ affect ether jobs running with
lower urgency codes.

(3 Change In ‘/.~lue. Turnaround time for any job
c-in be -iffected by the chances made to it s  u rgency
•:ode as the job executes. These changes , if made
from a high initial value to a low one , will only
delay the job in question . The change may delay
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the other jobs in the mix if made from a low value
to a higher one. The exact effect will depend upon
the values of the other jobs.

(4) Other Conditions. The analyst may tailor the
scan criteria to local installation urgency code
thresholds other than those described above.

c. Report Value. The “IURG ” and “CURG ” values , listed
on the GSEP Allocator/Termination Report , represent the
urgency code assigned to the job when it entered the
system (i.e., IURG ) and when it exited the system (i.e.,
CURG) .

d. Report Scan. This step is used to identif y jobs
with other than “normal” urgency code values.

(1) Look For Jobs With Low Initial Urgency Code
Values. Scan the GSEP Allocator/Termination Report
for jobs with low 1<4] initial urgency code values.
Identify them by (vT on the report.

(2) Look For Jobs With High Initial Urgency
Code Values. Scan the GSEP Allocator/Termination
Report for jobs with high [>7] initial urgency code
values. Identif y them by a (/) on the report.

(3) Look For Jobs With Significant Changes In
Urgency Code. Scan the GSEP Allocator/Termination
Report for jobs with initial and final urgency code
values [‘20) numbers apart. Identif y them by a
(/) on the report.

(4) Look For Other Conditions. Scan the GSEP
Allocator /Termination Report for jobs that exhibit
other , locally—defined installation criteria that
couid elongate either selected jobs or impact other
jobs in the mix.

2. mt ep fr. 2: Decision

This step dctr~rmines if potential urgency code problems
ire indicated.

a.  Scan For Low Urgency Code Va lues. If the scan
conducted under Step Number 1 results in identificati on
of one or more jobs with low urgency code values , the
next step is to confirm elongation of these j obs .
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If these jobs experience long turnaround times , an
urgency code problem has been confirmed. Continue the
analysis at Section XII .C.

b. Scan For High/Normal Urgency Code Values. If the
scan conducted under Step Number 1 results in the iden-
tification of one or more jobs with high urgency code
values , the next step is to confirm elongation of the
other jobs in the system at the time.

It may be impossible to determine if any of the
turnaround time for other jobs is due to the jobs with
high urgency codes. Consider an urgency code problem
confirmed if jobs with high urgency codes are executing
while other jobs are experiencing long turnaround times.
Continue the analysis with the procedure in Section XII .C.

c. Scan For Significant Changes In Urgency Code. If
the scan conducted under Step Number 1 results in
identification of jobs with initial and final urgency
code values [‘20] numbers apart , the next step is to
confirm turnaround time elongation : (1) of these jobs
if the final value is smaller and (2) of other jobs
running at the same time if the final value is larger.
If the final value is smaller and these jobs experience
lOng turnaround times, or if the final value is larger
and other jobs running at the same time experience long
turnaround times , consider the urgency code problem
confirmed and proceed at Section XII.C.

d. Scan For Other Conditions. If the scan conducted
under Step Number 1. results in identification of jobs
that meet locally—defined elongation criteria , the next
step is to confirm elongation of these jobs or the other
jobs in the mix . Because this set of conditions is
dependent upon locally—defined criteria , it cannot be
further treated in this procedure.

e. Exit Procedure. Exit the procedure if none of the
scans confirmed an urgency code problem . Return to the
section that called for this test.

C. DETERMINE EVIDENCE OF OPERATOR INTERVENTION

This procedure determines if operator changes to urgency
codes are the source of the urgency code problem(s) confirmed
above. This procedure determines whether the analyst should
direct the solution to operations and/or the user.
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1. Step No. 1: Scan For Operator Adjustment

This step determines if the operator changed the urgency
codes of the selected jobs as they executed .

a. Log Message Format. The URGC Message, listed on. the
GCOS Console Log, can be input by the operator to change
the urgency code of a job. The message has the following
format:

URGC sssss uu

where,

sssss = SNUMB of Job

uu = Urgency Value (01 through 60)

With the URGC Message, the operator sets the urgency
code of job sssss to the decimal value , uu. If uu is
not specified , the existing urgency code of the job is
displayed , but not changed . For GCOS Version WW6 .3 , if
uu = 00 is entered , the job ’s urgency code will be set
to 01; if uu ‘60, the urgency code will be reset to 60.

b. Scan Start And Stop. When conducting the GCOS
Console Log scan, begin at a point on the log that
occurs immediately after the selected job(s) started
processing and end at the point where they finished .

c. Scan Step . Scan the GCOS Console Log for operator
changes to the urgency codes of jobs identified above in
Section XII.B.2 as experiencing or causing long turnaround
times.

(1) Low Urgency Code Values. Scan to verify whether
the operator set the urgency code value to a low
number after the job entered .

• (2) High Urgency Code Values. Scan to verify if the
operator set the urgency code value to a high value .

(3) Significant Urgency Code Changes. Scan to
verify that the operator setting caused the significant

• change of urgency code value.

2. Step No. 2: Decision

Direct the solutions proposed in Section XII.D to operations
if it is confirmed that operator changes to urgency codes
are the source of job delay.
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0. TUNING STEPS

This section discusses steps to be taken on the basis of
(J r }enc y Codes Test çont i rmat ions.

1. General Operator-Directed Solutions

Propose these steps to reduce operator changes to
urgency code values while jobs are running . If possible ,
direct the installation to require operators to just i f y in
writing any change to job urgency codes. Alternatively,
direct the installation to formulate specific rules which
determine when urgency codes should be changed from the
console.

2. tiser—Directed Solutions

These solutions •i irect the user to chdnge job urgency
2OdC values. Note  that the implementation of these changes
w i l l  re~11lr (~ management approva l.

a. Low Iflitidi Ur~jency Code Solution. If it is confirmed
tjiit . i low m i t  ial urgency codes problem cxi sts , di rect
f-h ~ user to employ a higher m i t  i a I urgency code value .

b. ~~~~~~~~~~~~~~~~~~~~~~~~ Solutions. Direct operation :~
and/or the user to reduce the urgency code va l u e  i t it

couf  irmed that a high initi il urgency codes problem
~x i st s .  In many inst :al lat ion~~, the initial ur•Tenc ies of
j o bs Ire governed by pol icies , wr it ten or u n w r  1 t t~ ci
l~edoet ion of in it ia I urgencies of these jobs may regu 1
rethinking the po l ic ies  to exclude some types of jobs t rom
the pr iv i1eg~ of high initi al urgency. If this approach
cannot be attempted , thi add ition of memory might a l1~~—
viate the r~roblem o f othe r jobs in the system . Lxucute
the M~-tiio ry Constraint Test described in Section V to
confirm the solution as appropr iate .

c .  Si~~~ificant Ur~~±ncy Code Chari~~~s. Usua lly, these
cnin Jus w i l l  be due to operator changes or CALC MI JI it I Ofl
( l n c re m e n t L r •J  the urgency code of the f i r s t  a c t i v i t y  in
t l ~. Core A l l o c a tion ~ueue whenever it is passed over to
g iv e  cure to a lowe r urgency code activity). If operator
changes - ire the cause of s igrtLf icant urgency code c haniies ,
at tempt : t h e  eneral per ito r— Di rec ted  Solutions above .
No solu tion exis ts  for CALC Migration; it may not he
(I. tr~ menta l and the solution would involve a chauqe t o
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Si gri if icant urgency code changes may occasionally
have two other :;ourr:es. Afl activity may change its own
U rg’~ricy code i t t~. is a 1 lowed to r .x e r :u t .e in Master Mod’~Syste m p rojr im s (‘INS , PALC , Gr:rN , e t c . )  do thi s f r ’ guc ’nt ly .
Jobs w i t h  Ma~:t r  Mode (i.e., Pr i v i  ty )  p rmis~;1on should
riot he ill 0wr~d t - o do th i:; un ess i t is necessi r y -
Dtscw ; s th e impact of this change w i th  the user

The second source is GCOS system programs . GEJN and
I’ALC both change Urgency Coder; for various reasons.
~Jsu(I 11 y thi:-, change i to lower the urgency cod’’;
howeve r , PALC will raise the urgency code to 38 if the
ict i v i ty is allocated tin It record devices such as card
r ‘ ade r , p incher; , or pr I nters . No sol ut 1 on s proposed
I or hose chini ’;’~s becaw;’’ i ~ would invol 7’’ mod i t i ci t j ore;
t~~ 
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