
I ~~ 
A&A059 935 ROCI.€STtR LMIV NY D€fl oc STAT I STXC S r’s ianI - ASY~~TOT1C BENAVIOR OF TIC Z—TEST FOR NORMALITY. (U)

197$ C ~..I$. • $ NISHO4.KAR AFOSR—77—3340UNCLASSIFIED AFOU—TR—7$—13M it

END
DA T E

FI LM ED

4



1.0 ~
~II ?2

I. I 1111 20

I 25 ~ffl~.4 
~~

•1



UNCLA SSIFIED
SE C U R I T Y  C L A S S I F I C A T I O N  OF T H I S  P A G E  (WI,.,, 1J.ta ~ flIered)

,j’2~
’) ~~~ ORT DOCUMENTATION PAGE

1. R -
, 2 GOVT ACCE S SION NO ~ P E C l P l E p ~~~ ’. C A T A L O G  NJ M H E b

AF~ SR - 7 ~ 1 ~ _________________—

~~

4. ~~P .~bI.II.) S ~PE OF ~~ P O R T  6 P E R IO D  CC. -~~~.1G

~~ ASYMPTOT~~ BEHAV IOR OF THE Z-TES T FOR flOR~~L IT Y ~~ ~~~
nte njm 

~~~~~~
—— — 

6 ~~ nrsru.n~ 
-. - . “

1 ALJTH OR( .)  II CC. I I TRACT OR G f l A r, ’ N.JUIII

~~ 
( 
~~~~~~~~~~~~~~~~ snd Gov i nd s./ri~~~~ Ti 

~~~~~~~

. ~~~~~~ 7 3 3 ~~~~~~ [

9 PERFORMING O R G A N I Z A T I O N  NAME AND A O r J R F S S  10 PR’~~~RA M EL~~ME.~~ P R 0 , F:  ‘AS,.
A~~F*  6 W ’ uNI N J M B E R S

DePa rtment 
61 F~~~~ 

r ~
•1

Rochester , New York 11+626 102 23~¼/~~ •_
~~

. —a
II . C O N T R O L L I N G  O F F I C E  N A M E  AND A D D R E S S  

~~ 
‘%~ iliPuH T~~~A~~F

1/ ‘ Vj78 
_ _ _ _ _ _ _ _ _ _ _ _ _Air Force Office of Sc i entific Research/NM ( ~~~~~Boil i ng AFB , Washington , DC 20332

14 MO N I T O R I N G  A G E N C Y  N
•
M-;:

--
~ AL~~~~ 6.S&sipøeu~~t .n-. • flt ~~II’ r ~il .~ II. . ..~~ . .

~ C~ U NC L A S S I F I E D
1 f •

~
- - S.~~~ ,F

.
,...~~ ~~

.

..J . 4 - - L _ _ _ _  —— — ________________
16 D IS T R I B U T I O N  S T A T E M E N T  ..~I q.,, I.eI. .,‘ ,

• A pproved for publi c release; distribution unl imited . 

D D C
17 ~~~~~~~~~~~~~~ 3T~ rM~~NT (oI lb. .hat ract .n?.r.d In t I l o’k  20, ii dIf!e,enl from R.por,) ~~~. - - 

- 
.

~~ 
~~ OtT 4 1~Th

IL.- -
1 6. S U P P L E M E N T A R Y  N O T E S  U LI _ t ..

19 K Ey  WORD S (Conhjnu, or, ,.r.,ae aid. ii n.~ .ea.ry and •d.nliIy by bin.  l~ f l WI thC , )  
. - --

20 A B S T R A C T  (ConlIn.. ~~~ ,.r.,.. a, d. i f  n.~ a...,y •,,d Id.m,Iy by hlo, k nrn.b.,)

Motivated by the independence of the mean and the varian ce of a sanple
from a norma l population , Mudho l kar and u n  (1+) proposed a statistic Z for
test ing the compos i te hypothesis of normality. This test is based on the
Fisher transform of the product moment correlation coeff icient r between
X . ~nd Y 1 , wher e X ., ~~l , 2,...,n is the r a t n s ~cnp]~~A~~ V1 

is the Wil son-

~~~ HI Ifer ty transform of the sample variance with the 1 th observa t ion delec ted

OD I~~~~
’
~I 1473 ‘/-‘J..— O j  t/ ~~~UNC LASSI FIED

-



UNC LASSIFIED ‘
.

S E C U R IT Y  C L A S S I F I C A T I O N  OF THIS PAOE (W I ,.n 0.1. EnI.r.d~

20. Abstract continued

from the sample. In this note we show tha t r and Z both are

asymptotically normally distributed . It is then demonstrated tha t the

• 
..~

-• Z-test of normality is consistent again st any asymmetric alternative .

The large sample null distribution of Z is used to reconstruct the

expression for the f i n ite samp le es t imate of the var ia nce of Z wh i ch

agrees with its asymptotic value. Fortran and APL routines for

computing the statistic and its P-value are given .

IJ~J

jIJ~~.~ I

ft. --•

UNCLASSIFIED 

•



~~~~~~~~~~~~~r7~i- 7~~ !

ASYMPTOTIC BEHAVIOR OF THE Z-TEST FOR NORMALITY *

by

Ching-Chuong Lin** and Govind S. Mudholkar

University of Maryland Baltimore County and University of Rochester

ABSTRACT
\

Motivated by the independence of the mean and the variance of a sample

from a normal population, Mudholkar and Lin [4] proposed a statistic Z for

testing the composite hypothesis of normality. This test is based on the

Fisher transform of the product moment correlation coefficient r between

X. and Y~, where X., , i=l , 2,... ,n is the random sample and Y~ is the Wilson-

Hilferty transform of the sample variance with the 1th observation deleted

from the sample. In this note we show that r and Z both are asymptotic-

ally normally distributed . It is then demonstrated that the Z-test of

normality is consistent against any asymmetric alternative. The large sample

null distribution of Z is used to reconstruct the expression for the finite

sample estimate of the variance of Z which agrees with its asymptotic value .

Fortran and APL routines for computing the statistic and its P-value are

given.

*Research sponsored in part by the Air Force Office of Scientific Research ,
Air Force Systems Command , USAF under Grant No. AFOSR-77-3360.

0 0
**Research aupported in part by University of Maryland Baltimore County

Faculty Summer ~~~~~ Fellowship. 
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ASYMPTOTIC BEHAVIOR OF TIlE 2-TEST FOR NORMALITY

1. INTRODUCTION

Let X.,X7,. . . ,X~ be n independent identically distributed random

variables with distribution function F(.), and consider the composite hypothesis

H :  F(x) = 
~

( 
~~

—
~~

- ) , 
-

~~~ 
< LI ‘C , 0 > 0 , (1.1)

where ~
(.) is the standard normal distribution . Mudholkar and Lin [4],

motivated by the independence of the mean and the variance of a sample from a

normal population , proposed using the Fisher transform of the product moment

correlation coefficient

~ (X~-~)(Y.-V)

r = 
________  ________  

(1.2)

~~(X.-~ )
2 

~~(Y V) 2 

I
between X. and Y~, where Y1 = { [  ~ - ( ~ X.)

2
/(n-l)J/n}

3
1 j~i 3 j~i J

is the Wilson-Hi lferty transform [6] of the sample variance with the ~th

observation deleted from the sample , as a statistic for testing normality.

They show that even in small samples the null distribution of Z is near

normal with mean zero. A Monte Carlo experiment was conducted to obtain

the variance and the excess of Kurtosis of Z for various values of the sample

size n. From these using weighted regression , it was proposed that we may

take

a = &~(Z) = (.591730 + .143559 n- .002235 n2+.0000l6 n3Y
1 

, (1.3)

T2,n = i2~~(Z) = -11.697157/n + 55.059097/n2 (1.4)
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as the finite sample estimates of the standard deviation and the excess of

Kurtosis of Z, respectively. Even though (1.3) gives a good estimate for

a (Z) over the range of the simulation , it suggests that asymptotically it

is 0(1/n
3). In this note , we show that r and Z both are asymptotically

normally distributed . It is then demonstrated that the Z-test of normality is

consistent against any asymmetric alternative. The large sample null distri-

bution of Z is used to reconstruct the expression for a which agrees with

its asymptotic value . Fortran and APL routines for computing the statistic and

its P-value are given in Appendix.

2. THE LARGE SAMPLE THEORY FOR THE Z-TEST

Consider the problem of testing the composite hypothesis that a sample

X1,X21... ,X of size n is from a normal population. It is well known, (e.g.,

Cramer (1946), and Kagan, Linnik and Rao (1973)), that the hypothesis is true

if and only if the sample mean 3~ and the sample variance S2 are indepen-

dently distributed. Thus a test for the independence of X and S2 is

also .i goodness-of-fit test for the normality. The apparent limitation that

we have only one (~ ,S
2
) for testing the independence of the pair can be

circumvented in many ways. The most convenient of these is to consider the n

means and the corresponding variances computed from the n samples obtained by

deleting one observation at a time. Even though the n pairs so obtained are

not independent, they can be used to estimate the extent of the dependence

between the mean and the variance of samples from the population. Because of

its simplicity, we wish to use the product moment correlation coefficient as

a measure of the dependence.

- •~~
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Now the test based upon a product moment correlation coefficient is

appropriate for testing independence in a bivariate normal distribution.

However, one of the marginal distributions in the present case, the distribu-

tion of variance , is nonnormal even if the parent population is normal . This

can be remedied to a considerable extent by applying the famous Wilson and

Hilferty (1931) cube root transformation to the n variances in order ap-

proximately to normalize them. Because of its invariance with respect to

changes in scale and origin, the correlation coefficient between the n sample

means and the cube roots of the corresponding sample variances mentioned above ,

equals the correlation coefficient r corr(X1, Y~). 
where

- {
~ 

[ ~~ X
2 

- C ~ X.)
2 / (n- 1) 1}~~

3 i l ,2,...,n . (2.1)
n 

~~~~ ~~~~~~

Abnormally large values of r2 would cast doubt on the normality of the X’s.

Asymptotic Distribution of r. Without any loss of generality, suppose

that X1, X21..., X~ are independent identically distributed random variables

with EX1 0, £4 1 and denote Uk E4 , k - 3,4,5,6. In order to under-

stand the large sample distribution of the coefficient

n

~ 
(X~ - ~)(Y. -

r — 
____________ ____________ 

, (2.2)

In 
~~ - (y~ - V)2

‘I i—i i— l

We note that as n -
~~ ~~ ~~ (X1 - ~)

2 + 1 in probability and examine the large
i—i

—4
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sample behavior of the other two terms .

Lemma 2.1. As n -
~~

2/3 
(X~ - ~)2

(a) Y. - = s ~ f — ~-(l- ~2 
+ op(—2)] (2.3)

for i = 1.2 ,... ,n and

(b) n ~ (Y. - V~
2 = s413 ~2 

2 [4 
- 1 ]  + 0 } , (2.4)

i=l 1 9(n-l) S P

where S2 = I ~~(X. - 1~
2 and m4 = ~ 

i~ l 
CX. -

(a) Proof. The variable Y. defined in (2.1) can be expressed as

Y. = [ 1(~~~(X . - 1)2 - 

1
2 

-

s2”3 ri 1 (X~ — ~ ~ 1/3
- 

(n- i)

= ~2/3 [1 - 

3( 1) 
~~~1)

2 

+ O (L~) 1 (2.5)

Hence V = ~ Y./n = S213[l - (3(p-l)) ’ + 0 (1/n4)] and
i=l 1 p

= S2/3 [ (3(n_ 1) )~~~(l - (X.-1)2 / S2 ) + 0 (1/n~ )]

(b) F rom (a) we have
— 2n n (X. -X) 2 1n ~ (Y. - V) 2 = ~ s4’~ ~~~~ 2 ~ (1 - ‘2 ~ 

+ ~~ 
(—.

~~
-) }

i=I  1 9(n-1) i= l S fl

i= n S ” { .,[n -2n + 4 1 + O ( 2)}9(n_1)L S n

2 m
n 

2 1 4
h 1 + 0 ( .

~~~~
}.

9(n-l) S 

— - •- -— .  - •— — •- -
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Lemma 2 .2 .  As n -
~~

~~ (X~ - X ) ( Y .  -
~~~~~~~~ 

= 
~~~

-(
“

l) s~
413 

• m~ ÷ O (
’

) , (2 .6)

where = ~~
- 
~~(X. -

Proof. From Lemma 2.1 (a) we have

- 1~(Y. - V~ = s2h/3
~~ cx. - 1~~~(

3
~~~~~~~~~~~~

) 

- 

(X i x) 
+

n (X. -X)
= 52/3 ( 3(n-1) ~~ (X . - 1)( 1 - _______ + 0 (1)

n
~ (X. -1)

= 3Cm-i) 5
2/3
( - 

1=1’ 
+ 0 (h-)

~ S~~
’’m + 0  (1)3(n-1) 3 p n

Theorem 2 .3 .  If Uk = EX k 
< , for 1 < k < 6, then as n + ‘ the

correlation coefficient r in (2 .2)  is asymptotically normally distributed

w ith mean
11
3 

B
E( r) = - _____ = - 

1 
(2.7)

‘I U4-l 1~fB2 1

and variance

U - 6114 - p2 + 9 B~ 
___Var(r) = 6 3 

~~ 
- 

B 1 + 
1 

- 6 ) / n , (2.8)
(114 - i) n 2

where B3 = 
~6’~~4 

- 1), 
~~ 

and 82 are respectively the coeff icients  of

skewness and kurtosis.

Proof. Let T = (-3 S4”3((n-1)/~))  ~ (X.-1)(Y.-V). Then from Lemma 2.2,
i=1
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we see tha t T~ = + O~(lIn). it is wel l  kno~in (see, for example , Cram~r

(1946) p. 365) that the thin c~ntra 1 moment rn
3 

is asymptot i ca l ly  normal

with mean 113 
and variance 

~ 6 
- 6114 - + 9)/n . Hence T is asymptotica ’ 1 .~

normal wi th the sane mean and variance as rn 3
. Now

r = T [-3 S4”3( 
n-l  

~~~~~~~~~~~~~~~~~~~~~~~~ 
. (2.9)

Hency by Slutsky ’s theorem and Lemma 2.1 (b), ~ is asymptotically normal with

mean -11
3 / 1 i = -B i /~/c~i and va r iance 

~~6 - 6114 - + 9)/(n(114-1) =

(B 3 - 8~ / (82-1) + 3 B 2~
l) - 6)/n

Corollary 2.4. If X1, X2, ... , are independent and identical normal

random variables then r is asymptotically normally distributed with mean 0

and variance 3/n.

Theorem 2.5 .  (Consistency) . The test based on the correlation coef-

ficient r is consistent against all asymmetric alternatives with first four

moments finite.

Proof. In view of Lemma 2.1 and Lemma 2 .2 ,~~~~~~~ (Y~ _V) 2 and

converge in probabili ty / 3 and -ii3/3,respectively,

as n — . Consequently the correlation coefficient r converges in

probability to ~U3 ~~~~ . Because the critical constant of the test

converges to 0 as n -‘ — the test based upon r is consistent fo~

alternatives with 113 ~ 0

Remark 2.6. From the asymptotic distr ibution of r given in Theorem

2.3, it can be seen that the test is asymptotically unbiased against symmetric
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alternatives provided 83 
- / (82-1) 3/(8~ -1) -6 > 3. It also follows

that the test is not consistent against symmetric alternatives .

Asymptotic Distribution of Z. It is well known that in samples of

moderate size from a bivariate normal population the product moment correla-

tion coefficient is very nonnormal, but the distribution of its Fisher trans-

form Z is practically normal for remarkably small values of the sample

size. In view of the robust nature of this phenomenon , and marg inally near

normal dis tribut ions of X 1 and Y1, the observation may be expected to remain

valid in case of the statistic r defined in (1.2) especially when the null

hypothesis I-fe is true . Hence , we propose using

1 l+rZ = ~- log -p---, (2.10)

as the test statistic and rejecting the normality of the X’s if ~ZI > constant .

Theorem 3. Under the conditions of Theorem 1 , as n + — the statistic

Z is asymptotically normal with mean

1 f 8 2-I -E(Z) = ~~
- log ‘ _________ (2 .1 1 )

+ B.
L i j

and variance
2

Var(Z) 
=(::i:~~l)2(8

3 
- 

:2.1 + 
82

_ l  - 

6) 
/ (2.12)

Proof. The result follows from Theorem 2.3  and the well known convergence

theo rem due to Mann -Wa ld (see , Rao (197 3) p. 385) , which states that  g (T) is

asymptotically N(g(e); (g’(e) a (T))2) if T is asymp totically N(O,

In the present case T = r, g(T) = Z, and g ’ (O) = 1/(l_$2), where

0 = C (r) =

— — - - - -- .
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Corollary 2. If X 1,X2,.. .,X are independen t and identical normal

rnadom variables , r -~n Z is asymptotically normally distributed with

mean 0 and variance 3/n .

3. AN ADJUSTMENT OF VARIANCE OF THE NULL DISTRIBUTION IN

SMALL SAMPLES AND A MONTE CARLO POWER STUDY

Mudho lkar and Lin [4], using an extensive Monte Carlo study for

the null distribution of Z in small samples, have demonstrated that the

statistic Z can be regarded as practically normally distributed with mean

zero and standard deviation a expressed as in (1.3). This expression of

is inappropriate when the sample size n is large because it is

0(1/n3) asymptotically. The large sample theory of the Z-test developed

in Section 2 is now used to adjust the expression for a~ so that it agrees

with its asymptotic value . Toward this end a polynomial regression of

obtained in [3] by simulation for various values of n , is performed

by taking the asymptotic variance 3/n as the leading term. The analysis

yields

= a2(Z) = 
3 

- 
7. 324 

+ 
53.005 (3 . 1)

fl n n 2 3n n

A Monte Carlo experiment is conducted with a view to comparing the

power of the Z-test with the powers of the other well known tests for norm-

ality. In this experiment , 1000 samples each of size n = 20 are obtained

by simulation from a broad class of alternative distributions which includes

both symmetric and asymmetric , light- and heavy-tailed distributions . The

Z-test using the new formula for an in (3.1) at 5% level of significance is

performed on each of the samples inorder to estimate its power at these

alternatives. The power values of the Z-test , along with the corresponding
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values for competing tests , are presented in Table 1. Some of t ’ie values of

the power functions are taken from Filliben [2], and the remaining are

estimated by us on the basis 1000 samp les.

From the table it may be concluded that the Z-test is superior to or

comparable with other tests against asymmetric distributions and is fair

against heavy-tailed symmetric al ternat ives and poor in detecting light-

tailed symmetric distributions.

Table 1

Power Functions of Some Tests for Normality

n = 20, a = 5%

Skewness Kurtosis
Popula t ion  B i 82 KS CM K3 W W’ R b

1 
Z

Uniform 0 1.8 .09 .14 .42 .15 .04 .04 .01 .04

Tukey (.25) 0 2.539 .05 .05 .06 .01 .01 .01 .02 .03

Log istic 0 4 .2  .10 .13 .05 .07 .12 .12 .13 .12

Laplace 0 6.0 .23 .29 .10 .26 .33 .33 .24 .23

Cauch y 0 - --  .84 .88 .74 .89 .91 .92 .79 .70

Weibu l l  (10) - .638 3.57 .12 .14 .10 .14 .15 .16 .18 .15

Exponential 2.0 9.0 .59 .73 .85 .86 .82 .82 .71 .83

Gamma (2) 1.414 6.0 .32 .41 .44 .50 .48 .50 .45 ~S4

Gamma (3) 1.155 5.0 .24 .32 .28 .33 .32 •
3 3  

~37 •43

Beta (2,1) - .566 2.40 .15 .21 .43 .35 .18 .20 .10 .22

KS: Ko lmogorov-Smirnov W : Shapiro-Wilk b1 : Sample
CM: Cram~r-von Mises W’: Shapiro-Francia Skewness
K3: Vasicek R : Filliben Z : New test
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At’P E N D I X :  F OR TRAil R O U T IN E  F OR COI4P U T IN G
THE P - VALUE OF h - S T A T IS TI C

SL/~ ROL ’TI1/E ,.T E S T (X , N , U , V,~~.P )
C
C ***a ******* * * * * * * * * * * * * * * * * * ** a* * * * * * * * * * * * * * * * * * * *a  * * ** * * * ** * * * ** * * * * *

p C THIS S~Th d O d T I W E  COs~IP UTES THE P- VALUE OF Z - T ES T FOR N OR1IALIT %
C USAGE CALL ZTEST (X ,N .Z .P)
C I li/PUT VECTOR OP LENGTH ti CONTAINING THE SAMPLE
C U ’RVATIUNS
C II /IUM~ ER UP S AMP L E  OBSER VATIONS
C U WORK AREA OF LENGTH N
C V WORK AREA OP LENGTH N
C SAJIP LE VALUE OF Z-STA TZS TIC
C P P - VALUE Uk’ Z-S T ATISTI C
C RE Q UIRED R O U T IN E S  c F UNCTIO NS
C 5 U 1 4 (X , N )  F U N C T I O N  SUBPRO GRAM TO GI VE THE SUM OF I
C S U M S Q ( X , Af )  FUNCTIO N SUBPR OGRAM TO GI VE THE SUN SQUAR E OF I
C cROSPR (XSLN ) FUNCTION SUBPROGRAM TO GI VE THE SUM OF PRODUCT
C OP Z AND I
C WQRI4AL (X ,%,P) SUBROUTINE TO GIVE THE ORDINATE Y AND THE
C PHOB.4BIi~ITr P 01 THE S T A N D A R D  NORMAL DISTRIBUTION
C AT 1 AdD MAX BE SUBSTITU TED B! cOMPARABLE ROUTINE

C
I) I V E N S I O N  t( 1 I ) 5 d (N)~~V (N)
S=&/N( X, i/)
SSQ~SUs4S

Q( 1,1/)
DO 10 I=l ,N
U ( I ) = S - X (  I )
V ( I ) = ( S S Q — X ( I ) * X ( I ) — U ( I ) * I J ( I ) / ( N — j ) ) * . ( 1 . / 3 . )
CORR= (CROSPR (1/, V N) - S U/ d ( U ,N) *S L / ,tI ( V, N)/N)/

2** .5
~.zO.5*.4LOG(

( 1sCORR)/ ( 1-CORR))
SIG?fA — ( 3 . 0/ f l— 7 .3 2 1 4/ N* * 2 +5 3  . 005 /N **3 ) **o.5
CAIIMA2=—li. .697/N+5~5.059/N **2
ZW=ABS ( ~ / S I ( ,’~V A )
C.4.LIL i lURMAL(~~1J ,! .P)
P z2 . .2. * (p — GA ~~~A . 2 * ( Zj / * Zj / * Z ( j — 3 * Z 1 / ) *y / 2 L e . )
RET URIJ
END

C
C

L”UNCTIUN SUM ( 1,11)
LI I N E I I S I O N  1 ( N )
S U l 4 z U,
DO 10 .tzl ,W

10 S UN a S U M + t (Z)
RETURN

C
FUNCTIO N SUMSQ ( X,N )
DIMENSION 1(11)
SUMS Q~ 0.DO 10 1*1, 11

10 SUM.’5Q.SUI4SQ+X (I)*x (r)
RETURN
END

C 
______ ____
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k’Ut/CTIQ N CROSPR(Z.!,N)
QI?IE!lSIO il Z ( N) , !( N )
CR OSP Rz O .
DO 10 1*1, 11
CR ) S P H z C R O S P R + X ( Z) * % ( I )
RETORt!
E l/I)

C
SUBR O UTINE i/ORI4AL ( 1,1. F)
Gz 1.1283792* EXP( — (1*1/2.))
!~ G/2 .8281427 12
1AzAi 5~(1)
IF(ZA.kT.2.5-) GO TO 2

IF (X .GE.o ) GO TO 1
PzJ*%
GO IV 14

1. P~~1. -U *%
GO TO I’

2 E2’11.14.11421~ 6/(1.141142j36.pQ,32759j.j*XA)U2 G *( ( (  (0.9140614607*ET—1.2~ 7822145)*ET.P1.25g5513)*ET—Q.252128668)*
1ET+0.22583b8L1b)*ET
IP(Z.Gi’.o.) GO TO 3
P z d/ 2 .
GO TO 14

3 Pz 2..— (J12.
‘4 RETURN

EIJI )

APE FUNCTION FOR COMPUTING TRE P-VALUE OP z-srA TrsTrcs

I: INPUT VECTOR OF SA ’!PLA’ OBSER VA TIONS
SAMPLE ’ VALUE OF Z-STA TISTIC

~7 P.~7.TEST X
Ci] Va- ((( +/% *2)— (X*2))— (U*2)f ?. 7—i) * (143)s U4~( f / % ) — X o  P7.4.p %

12] R.a(j+/Ux V)— (+/ U)x (+/V)+P)4 (( (i./U*2)~~((+ /rJ) *2) 4? 7)x (+/V *2)— ((+/V) *2) +~~)*0 .5
[3] SI(’tfA4 (( 3, 0 G ? ~)f ( 7 • 3 2 1 4 4 1 7 X t 1 ) + 5 3 . , 0 O 5 + P1 X P TX M )* ’ ). 5
[u] 7A~’9t’A 24.(11.6974/’1)+55.059*11*2
£51 Z’0.5x•(1sR)+1—R
£ 6 ]  zr7~~I Z + S r G MA
£ 7 1  ô’)LOA D PUBLIC ,STAT :iTORFf’
18] ?1 P ROB~~(flOP1f Z ? 7 )_ ( 1+ 2 1 4 ) x~ A ? f ? 4 A 2 x ( ( Z t * 3 ) _ 3 x Z 7 ) X ( 2 . 7 1 82 8 1 R2 8 * ( (

~~”* 2 ) 4 2 ) ) 4 ( 0 ? ) * .
[9 ] P~-~2- 2xP7PROB
7



-15-

REFERENCES

[1J Cramer , H. (1946), Mathematical Methods of Statistics, Princeton ,

New Jersey: Princeton University Press .

[21 Filliben , .i.J. (1975), “The Probability Plot Correlation Coefficient

Test for Normality”, Technometrics, 17 , 111-117 .

[3j Kagan , A.M ., Linnik , Yu. V. and Rao C.R. (1973), Characterization

Problems in Mathematical Statistics, New York : John Wiley F~

Sons.

[4] Mudholkar, G .S. and Lin , C.C.  (1977) , “A Simp le Test for Normality”,

Manuscript submitted for publication .

[5] Rao , C.R. (1973), Linear Statistical Inference and its Applications ,

2nd Edition , New York: John Wiley ~ Sons.

[6] Wi lson, E.B. and Hilferty, M.M. (1931), “The Distribution of Chi-

Square” , Natio nal Academy of Sciences , Proceedi ngs , 17 , 684 -688.


