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I. Introduction

This report suninarizes the major results of our research program

into the optima l control , estimation , and systems theory at Louisiana

State University . As the papers resulting from this work are available

in the scientific literature, detailed descriptions would be redundant. 

_ _ _  _ _  _ _ _
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1~ Abstract

• This report is the final report covering a four year investigation

into identi fication and control of real-time systems. The major re-

sults are suninarized, the publications and presentations listed , and

the present status of the participating students is included .

I
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I I .  Synopsis of Major Accomplishments

2.1. The Effect of a Generalized “Numerator”
Polynomial on Multivariab le Control System Response

A time domain characterization of the numerator polynomials was

given , a method for cancellin g undesired zeros was presented, and it

was determined how knowledge of the zeros of a system can aid in pre-

dicting and altering system response. One of the results appears to

offer a strong tool in the area of multivariable feedback control . When

the potential of this result was recognized, the subject of system zeros

was set aside in favor of using the new result to develop methods for

improving system response that has given very favorable results.

Consider the closed loop system

~(t) = (A + BF ) x ( t) + BGv( t)

which results from applying linear state variable feedback

u ( t) = Fx( t) + Gv( t)

to the open l oop system

= Ax( t) + Bu( t)

where x(t) is an n component state vector and u(t), v( t) are m componen t

input vectors.

It has been known for some time that the closed loop system can be

assigned any self conjugate set of n elgenvalues as long as (A,B) i s
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controllable ((B AB . . A’~~B] has independent rows). Equally well

known is the fact that F is not uni que for multivariabl e systems.

The theoretical result produced by research under this grant shows

that the additional freedom reflected by the nonuniqueness of F can be

used to choose among allowable closed loop eigenvectors for the case

where the closed loop eigenvalues are distinct.

In a set-point control system the input is a vector of set-point

values which remain constant except for isolated points in time (where

set-point changes are made). The control system causes the output

vector to take on the same value as the set-point vector after a tran-

sient period of time.

Ideally one would like for a set-point control system to be de-

coupled so that a change in only one component of the set-point vector

causes a change i n onl y one ou tput componen t. Unfortuna tely, most sys-

tems are coupled : a change in one component of the set-point vector

causes a transient disturbance in several (possibly all) of the com-

ponents of the output vector. Moreover, most systems are such that

this situation cannot be corrected by linear state variable feedback

along .

Since decoupling by state feedback is generally not possible , the

process of improving the response of a set-point control system has, in

the past, consisted of the fol lowing steps :

1 . Choose a set of des i rable eigenvalues .

2. Compute F so that the closed loop system has the desired set

of elgenvalues .

3. Compute G so that the closed loop systems maintains set-point

control .

-i

_ _  -
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The method for computing F is generally based on an algorithm for single

input systems which does not exploit in anyway the nonuniquenss of F.

Research conducted under this grant shows that it is possible to

shape the transient response of a set-point control system by altering

the closed loop eigenvectors without changing the closed loop eigenvalues.

An algorithm has been developed which allows the designer to specify a

set of weights (one for each component of the output vector) which re-

flects the relative importance of decreasing the presence of a given

mode in each of the outputs. The algorithm fi nds a “good” allowable

eigenvector for these weights, and then computes the feedback matrix

which gives this closed loop eigenvector (without changing any closed

loop eigenvalues). A Fortran program implementing the algori thm has

been run successfully on several test cases. Using this program , the

presence of a mode in the components of the output vector can be shaped

by varying the weights . 

- - - - -
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2.2. Design of Sub-Optimal Controllers for Systems
Excited by Unmeasured External Disturbances

The design of suboptimal feedback controllers for the regulator

problem with no dynamics on the disturbance input place the most strin-

gent demands on the control system. Representing the plant by a second

order lag plus dead time transfer function , two design methods were con-

sidered :

• 1. An extension of discrete synthesis methods to continuous

systems.

2. The results of the optimal output regulator problem which in-

volves transformation of the transfer function into state

variable form and solution of the mnatrix-Riccati equation.

For the second method , the control u in the quadratic performance index

was replaced by CA in order to force integral action i nto the controller.

Because it is not possible for a continuous control ler to compen-

sate for the dead-time , two methods were investigated for the approxima-

tion of the dead-time term:

1. F irst-order Taylor series expansion

2. First-order Padé approximation .

The second of these approximations introduces an extra derivative term

when the output-regulator problem is considered .

It was found that the second derivative term introduced by the

Pad~ approximation contributes very little to the controller performance.

In general , control l ers designed by the optima l regulator method did not

perform as wel l as those designed by the synthesis method .

In respect to the question of when to use the first derivative term

in the control l er, this research produced results that indicated that the
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mode would be beneficial only if the smaller time constant (in a second
order lag plus dead time model) is larger than the dead time.

- 
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2.3. Model Reference Adaptive Contro l of Nonlinea r Sampled Da ta
Sys tems

The scheme under investigation in this project can be represented

by the following diagram:

It 
_ _  

_ _

[AdaPter I •_—qp f 
Model _j z~ .

~f
.esre ssion 1ø

L +omtrohlei 
U
t Plant I ~

The model chosen is a second-order discrete model of the form:

Z~ = 

~iYt-i + 
~2~t-2 

+ 
~3~t~l 

+ •4Ut 2  ( 1)

or , in vector form:

Z~ 
= ~ ~~~ (2)

where x is the observation vector with components ~~~~ ~~~~~
-

~~~~
‘ 
U~~1

and U~~2. The reason for choosing a second-order model is that the

controller is seldom designed to compensate for more than the two domin-

an t modes , i.e., the two longest time constants. In addition , the accur-

acy of the measurement is seldom high enough to determine more than two

modes. The model is discrete because the regression equations must be 

-______ -
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solved by a digita l computer that must sample the measurements.

The regression method if the instrumental variable method in

which the regression matrix is obtained by multi plying the output or

measurement vector times an instrumental variabl e vector. It is highl y

desirable that the instrumental variable be highl y correlated with the

output, 
~
“
~~
‘ and uncorrelated with the disturbance , w~. In this work ,

the output of the model was used as the IV , resulting in recursive

regression equations.

Multicolinearity effects and their sensitivity to the relationships

between sample-time and plant time constants was studied . The effect

of the initial estimate of P
~ 

on the speed of convergence was evaluated .

The technique was shown to be superior to straight least-squares be-

cause it eliminates the bias caused by correlation between the output

and the observation vector, X~. The method was successfully tested in

the tracking of the parameters of a time-variant plant , and in the

sel f-tuning feedback control of a nonlinear plant. In such on-line

applications this straight forward, yet effective method is able to

function reliably on a minimum of statistical information. 

- - --__~~• - - - -rn—-~~~~~~~-•— ~~~~~~~~~ —~~~~~~~~~~~~ - -~~ J
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