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- ‘rh ia thes~~s e x a m i n e s  t h e  use ot  sicrocom ~~u t q r
t .~c h n o l o y y  ~a t a ct ica l .  av i o n i c s  ~ y st e~ s a n d  i t s  i m p a c t

• on ~he p cocur~~~ent  process  of a sso c i a te d  h a r d w ,~:e a n d
• ~~ t t w ar ~~ r h e  r a p i d  e x p an s t~~n of p L ~~ie n t a~~~on of

1ar.~e sca1~ i n t eg r a t e d  ci :cuL ts  i.. n av i on i c s  s y st € t n s
• aaoa rd  ~ac t~.ca i ~i1.it iry a~ rc :a~ t an d  .niss~~le sy~~t~~m s

hia resulted in aooi~ serious potent.~a.i prcblems in ~n e
areas  of developme nr , ~n a i n t~~nance and  ac~~i isi t i on  of

- 
~~~ ro~~~ocessor -oased  sy s t e n s  m d  s o f t w ar e .  T~~~se

~~~~~~~~ ident 2 . :~.ed an~ dis~ u~~.ieu and  ~‘rovo ~ ed
re oom Endat~ ons ‘ire ~iade to 1.essen t h e i r  un d e s ir a~~1~
L o n q — r a n g e  e t f ~~ct s. 
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A.  P UR POSE

rae drama tic advancements ~n semicondac tor and

n i c r oc i r cu ~ t t e c h n o l o g y  h a v e  nad .~ ~.t d i r f~ cul: , i f  n o t
impossib~ e, for managers of .najo: avion~ o: systems

procurement ~:og rams to remain technically abreast of their
contr actor counterparts. ~itnout a firm unde rstard ing of

what is transp iring in the av~.onics in dustry
• t e c n n o l o gi c a l iy ,  g o v e r n n e n t  r e p r e s e n t a t i ve s  as ie l~ as

i nd u s t ri a l  leaders  wi . . l be u n p r e p a r e d t o  dea l w i t h  zn e
g:owtn of the electronIcs capabil.izi~ s. This :a~ i~i

expansion of tech:iology, present s a serious ~:onlem to t.:e

lon g—ra nge planni ng of future avionics sy~~tews because of

t h e  den ~ n g  gap ~ n ~n c w l e d g E  b E t w e e n  b u y e r  and p r c d u cer
r e s u lt i n g  f r o m  t h e  r ap i d  g r o w t h  of t h e  t e c h n o l o g i c a l  base
it sal:

~he gcals of this thes is are to:

1. Inc rea se  t he  awarenes s  ci t he  reader  in the  a r e a  of
current and future trends in avionics design.

2 .  Analyze tne effects of microcircuit technology on tne

acgu isitioa of tactical avionics system s and associated

s o f t w a r e .

3. e r ase n t  a l t e rn a t i v e s  to the present concepts . f
avionics systems development , desi~~n an d 3rocurem~-nt

process es.

8
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E . O R G A N I A TIO N OF THE TH I SI S

This thesis assumes that the reader is nct familia r with

microprocessor  t e r m in c l o g y ,  or av ion i c s  a p p l i c at i o n s  of
Larg e  scale integrated circuitry . First , we dill pr esent

background material on the evolution of t h e  mic roproce ssor ,
its  n iace  a m c n g  c o m p u t e r s , a n d  its use as a s u b s t i t u t e  fo r
ded ica t ed  e l ec t ron i c  c i r c u i t ry .  second , we w i l l  d iscuss
tren ds in thi design of tactical aircraft avionics systems

mad the relationship of present an~ future designs to the

microprocesscr. The foregoing topics w~~ll serve  as a p : inar
for the remainder of the thes is, an d may be skipped or

si i m - re ad  3y the  r e a d e r  ~~~ is f a m i l i a r  ~ith microprocessor
ap plication s in avionics systems. Tni:d , ~e will discuss

the effects waich the “LSI (Large Scale Integration)

Revo iuticn ” aas had , an d is expec ted tc have on :ie

procurement of mod ern avionics systems. With in this topic ,
we 4j11 attempt to identify potential pitfalls of curren t

ccncep ts in avio ..ics s y s t em  design . F i n a lly ,  we wi ll
discuss alternatives for dealing with the problem s which

arise necause of the radical cha nges in technology.

Ever y e f f o r t  has been m ade  to m a i n t a i n  b r e v i t y ,  ye t
accurately convey t h e  intended message in an u n d e r s t a n d a bl e
form avoiding, where possible , the newly created acronyms.

9

_ _ _ _ __ _ _ _ _ _ _



— — ~~~~~~~~‘ 
~w ’~ ~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~ 

—

I I .  ~~~~~ci~~~c c c 2 ~ c~~

T his sect ion  ~ s i n t e n d e d  f o r  tne reader w~ o is not

fam iliar witn the world of microprocessors , integra ted

c i r cu i t  t e c h n o l o g y ,  or c omp u t e r  l an g u a g e  s t r u c t u r e s .  Its
• p arposa  ~s to introduc e th-e microprocessor , some of

associated t ermin ology, a n d  p r oj e c t  t r e n d s  in c o m p u t a t i o n a l
hardware and programmi ng lan~ ua~ e ieve~~opment. Rea ders

aic~ ady ~noiiedgai ie ~n t~ es€ area s ~aj p:~~fer to p rocee d to

the next section ~hicn deals w it h tactical airborne computer

systems. rhis  sect io i~ serves only as a ~::e f i n t r o d u c t i on ,
nowever , ~e f .  1 p r ov ides  an excellent in—de;th descriptio n

of microel ectronics pzinci ples ~nd ~pplicaz icns.

A .  t~ TE G R A T E D  C I R C U I T S

In tegrated ct:cuits (IC) ‘nave been ~r common usage
throughout tne electronics industry since the early

n i n e t e e n— s ix t i e s . In i ts  s t m pl a s t  f o r m  t~~e IC is nothing

more tha n a collection of one or more trans~~~tors , re sistors

and  capac i tors  f o r m e d  on a p l ane  of s e mic on d u c t o r  m a t e r i al .
It is g e n e r a l l y  designed to perfo rm a specific function
us ing  e i t h e r  d ig i t al  or ana log  p r i n c ip l e s .  T y p i c a l l y ,
i n t e g r a t e d  c i rcu it s are in t h e ms e l v e s  v e r y  smal l , a b o u t  on e
square  mi l l ime t er  or less in area , a n d  ar e  g e n e r a l l y
packaged  in wn a t  is term ed a D u a l  In l i n e  Pac~cage or DI? .

~ost military applications utili ze wha t is known as a f l a t
pack  w h i c h  is u s u a l l y  square with pins for circuit board

m o u n t i n g  p r o t r u d i n g  f r o m  t h e  f o u r  sides of t h e  p a c k a g e .
flat packs  h a v e  a muc h l o w e r  p r o f i l e t n a n  t h e  ‘I P  and

10
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therefore result in greater circuit board chip density.
Figure 1 is a phot o g r a p h  of an actual  LSI r a d o m  access
mem ory a:ray magnified several hundred times . Figure 2
snows a ty p ical D P  an d a n  e~ uiva ient flat pack. This

pac~ a g i n g  ser v e s  to  ~:otect  t~~e enciosed nicrrc~ r cu i t fr o m
dus t, humi dity, physical damage from imp ac t, while it

a m e a n s  of c o n n e ct in g  the lev~.ce to outside circuit

element s. The encasement also provides a medium for

dissipating the heat generated by tae internal circuit

during norma l operation. 
- •

T h e r e  ~r e  t h r e e  g en e r a l l y :~ co~~n i z e d  levels of

in t e g r a t i on  in  ~i cr oci rcuit  c on s t ru ct i o n :

1. Small Scale integration (S5 ) ihese circuits u s u a l l y
p e r f o r m s im p le logical  t ask s , such  as i n d e p en d e n t
boolean operations . SSI c~ ::ui: packag es typically

consist of from 1 tc óu tzansistcr ar.i resistor

c o m p o n e n t s .

2. ~edium Scale Integration (~SI) —— These circuits

per form complex dig ital log ic operations such as
counting, mu ltiplexing, encoding or decoding. ~SI
pac kages usually contain from o5 tc 102 ~ c i r cu i t
elements.

3. Large Scale Integration (LSI) —— rnese circuits ccnta~ n

up to 250,000 comp onents and perform extremely complex

operations or simply allcw for large amounts of data

storage in flip—flops . ~1icro processors fall into this

category of microelectronic c:rcuits, as do larg e
memory arrays . In physical size, ~o w ever , LSI circuits
are typically less t han 20 square millimeters in area

an d are usually packaged in DIPs having 16 to 40 pins.

The g r o w t h  of  c ircuit  c o m p l e x i t y  nas b een e xp o n e n tial
since rae discover y of the integrated circuit. Figure 3

11
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illustra tes this growt h since the prod uction of tne first IC
in 1959. the number of components in microelectronic
circuits aas doubl ed every year over the last 19 years and

the trend can be expected to continue . As integrated

circuit technolog y improves construction tachaigues, tie

density of circuit elements on a single chip continues to

improve. Also , as manufac turing methods continue to

improve , the yield , or percentage of good circuits per

pro duction run , increases. For severa l years now , circuit
design has oee~: compu ter assisted, wafer manufac turing has

been computer controlled and production has become less

difficult. ~ost m a n u f a c ture r s  ~ava experienced a 20 to 30
percent cost reduction for every doublin’g of production

output due tc corporat e learning. Figure ~4 depicts the

microelectroniacs industry “learning curve ,” w h ich again
exhibits an exponential behavior.

Bits of memory per integrated circuit package have

become accepted as a measure of IC com p l e x i t y  or size.
Thus , pric e per bit is useful in evaluating the cost

effectiveness of a microcircuit where memory is considered.

Figure 5 shows the current trend in ISI mem ory circuit

costs.

12
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8 .  P R O G R A ~~~~ 1~~~~D LOGIC

Before the advent of the microprocessor, the ma lor
expense incurred in the developme nt of a certain functional

circuit was in the design of the logic required to perform

the task. The building blocks of digital circuits were

formed from iiscrete small—scale integrated circuits and
some m edium scale integrated pacKag es. In many cases, an
enormous amount of circuitry was re.~uire d to perform a

relatively simple logical task. Circuit size is generally

measured in square inches of circuit board (real estate) ,

number of IC packages required , or the pin ~~~~ on a single
printed circuit board.

4

One of the most significant contributions of
microprocessor techno logy has been the introducticn of

programmed logic as an alternative to complex circuit design

using descrete small scale integrat ed circuits. By
designing with microprocessors , great flexibility may be

designed intc a functional circuit . As modifications to tne

design become necessary for correctiona l reasons or simply

to enhance performance of a circuit, a change to the program

will usually suffice. In the descrete design , however , a

minor modification of circuit function generally required
extensive redesign of the circuit and complete refabrication

of the printed circui t board. This was an extremely
expensive factor once the circui t had reached production j
level.

The use of mic roprocessors and tac concept of prog rammed
logic ha v 3 contributed to the advancement of electronics on
a scala comparable to that resulting from the development of
the basic transistor. One basic circuit design employing a

18
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microprocessor now serves in a seemingly endless variet y of S

functions, ~itfering onl y in tie progra m , and tae

input/output inter face circuitry . Figure ó illustrates this

conce pt.

19
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C .  CO ~~~PUTATI0t lA L POWE B

~odern computing machines fall into three major

categories depending on several dist .nguishing

characteristics. These are: computers (full scale),

m i n i c o m p u ters , and the newest form , microcompu ters.

Classificaticn of a computing machine is generally based on
the lengtn of the word and instruction cycle tine. It ~~S

typical. to consider such performance parameters as

instruction variety, mem ory size, arithm etic architecture ,
• instruction execution speed , or even physical size and

system complexity when categorizing a ccmputing machine.

lie standard method of cat egorizin g ny word length , however ,

is illustrated in the following wid ely recognized

c lass i fica t ions :

1 .  Comp uter — 32 or more bits per word

2 .  minicompu ter — 16 to 32 bits per word

3. ~icrccoJputer - ~ to 16 bits per word

In general , a minicompu ter is approximately ~ to 10

t im es  as fast as a micr ocomputer in performing an identical

computational task , while the computer is 5 to 10 times as

Last as th e  min icompute r .  W h e n  cons ide r ing  c o m p u t a t i o n a l
e f f i c i e n c y ,  it is common tc ccmpare  r e l a t i ve  speed fo r
accomplishing a given task as just illustrated . t t  is

imp o r t a n t to no te , ho wever , t h a t  f o r  some a p o l i c a t i o ns ,
bigger and faster are not always better. Dedicated machine
control  is a good e x a m p l e  of w h e r e  th i s  m i g h t  be t r u e .
O f t e n , a mechan ica l s y s t em  under  con t ro l  of a co~ ptit er
cannot pcssibly respond to instructions as quickly as the

compu ter is capabl e of issuing them. The computer therefore 
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spends muc i  of its t i m e  in idle  loop s w a i t i n g  f o r  t~ e

machine. A slow low—ccst processor is netter suited tc this

type of application. Figure 1 grapnicaiiy illustrates tae

reiat~.ve performance , cost , and functional applica tion of

tae v a r i o u s  c ia s s i fi cat ~ on s of o o m p u t i r i ~ m a c h i n e s .
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i a : : a m e  co m p u er s , m i n i o o i ~~u t e r s , a~~d

~ n a v e o~ r :a:~ •~n c~~~~ a ~ c~ mmon .~:t ” ~~~
other . Taese components a:e snown as ~loc~ s ~.n ?~~~ ; .  i~~.

1 . 
~~~~~~~~~~~~ ;A. !  ~~~~~~1~~~~~1

o t ~~on o: aen’:y al a~ ed to tne ~~~~~~~ o:

instruct~.oas to ~e executed ‘v the A :~~t.~met~~c Lo~:~~c 1n~ t ~s

called p r o g r a m  m e m o r y .  r~~1s mem ory tr ea mi y Dc vol~~~~le

rando m access ~em o:v ~~A~~) , or ~t m ay ~ of
aor.— v o i a t ~~~e ? :o~~:a m m a ~~~ :e~ — o n l ~ m e m o r y  ~~~~ . I: ~s
ev e n po ss~~~le or : ~~~~~~~~ m e m o r y  to co:~s~.st o: ~ot~
an d ~~~~ , ~r. ua ~ ch case, some of tne pro~ ra3 moaule s w i t I
be t r a n si e n t ~~~~~ ~t~ ers i~~~l be permanentl y resident.

.. ~~~~~~ ~~ ai~~i

h~~ t~ m~ a~ and oontrc~ lo~~ c ma intains control over

the pro~ :aa counter ~nich points to tne location ~n ~.‘r~~ r a m
m e m o r y  w h e r e  t he  n e x t  p r o g r a m  i n s t r u c t i o n  is to be :oun d .
Aft er complet ion of an instruction or instruct~ on ~ro u p , ~ne

p r o qr a a  c o u n t e r  gi l l  n o r m a l l y  ~e ~n c r e m e n t e d  ~o t h e  n e x t

• succeedin g memo ry address. tn t h e  event of a ~um~’ or

i ns tr u c :~~on , h o w e v e r , t h e  p ro~~:am c o un t er  ij i l  ~‘e forced to

the destination of tie lun?.
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3. 
~~~~~~~~ ~~~~~~~~~ .~~a

the ALU fetches an instruction from the orogram

memory such as an add , subtract , j u m p  or a n y  one of many
• possi~ le simple instructions. It -aen perform s t h e  functio n

as specified by the instruction and pr oceeds to fetch and

perform tne next instruction. The AL t J  con tains mos t cf the
complex c i r c u i t r y  f o u n d  in a n y  c om p u t e r , and  t r a d i t i c r.a lly
has been a h igh—co st c omp o n e n t  of a computer.

L4~ Dat a 2o:~

Cata m emory , comm onl y called r an d om access m em ory
• (RAn) , is used on an as needed  basis oy  t ae  AL U as t e m p o r a r y

wQrk space to store in t e r n e d i a te  resu l t s  w h i l e  p e r f o r m i n g  a
pr og ra m se~juence. It usually exhibits very fast access

• time , on the order of 20 to 500 nanoseconds.

5. Ia~~~~~ Ou~~~ut  .ILL(Th 1~~
j
~~

Tie input/output interface provides connection

between the computer and the variou s peripheral devices

which make it useful . Such dEvices as l ine p r i n t e r s , tape
• drives, disk drives , scienoid  controls , analog converters ,

j 
switches , plotters, cathode ray tube (CRT) displays , or any
conceivatle electromechanical device must be made

electr ical ly compa tible to the com pu ter th r o u g h  the
interface circuitry.

26
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E. SIN~ LE—C~IP CO~1PJJTERS

Currently, several microelectronics man uf act urin3 firms

are producing so—called single-chip microprocessors - whic h

con tain all cf the aforementioned functionul e1ement~ in  one
LSI package. One such device is the Intel 8748 shown in

Fig. 9. This device is tyoicaily priced in the ~~0 to 50

d o l l a r  r a n g e , w i t h  der i v a t i v e s  o~ t h e  same processor  p r i ced
as low as 3 dollars in larie guantitie s . ~iven t ac

appropriat e program , the tnicrocc •mputer can pe r form all tne

func tions of a mainframe computer a: a much rediced sp~~~i,

o f course , but at a tremendously reduced cost. Curr ent

trends are to pack more power into the s~~ngl€— chip

microprocessor by in creasing the internal m em ory size ,

£mpr oving speed and increasinJ t/O flexib:l~ ty. As ~he

single— chip ~icrocomputers increase in internal prograi a:~d

data memory size , they become sufficiently power ful to

perform any of th~ av ionics functions. r h u s , a co l lec t ion
of such devices could form a computation al system e~ uiva1ea t

to the present minicomputer. Judging from the recent rate

• 
• of growth cf single—chip computer c a p a b i l i t i e s, it ~s

anticipated that this prospect will bec ome practica ble

within just a few years.

_________________ - 
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SINGLE COMPONENT 8-BIT MICROCOMPUTER
‘8048 Mask Programm able ROM
‘8748 User ProgrammabfeiEra sable EPROM
‘8035 External ROM or EPROM

• U 8-Bit CPU. ROM , RAM . I/O In U 1K x 8 ROM/EPROM
Singl e Package 64 x 8 RAM
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• U Sing le 5V Supp ly • Easily Expandable Memory and I 0
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• Over 90 Instructions: 70% Sing~. Byte
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F .  P i l O G B A~t N I N G  L~U 1G U A G E S

1 L

a. Machine Code

The compu ting machine mus t ~e prov ided wit h a

ser ies of instructions which the aritnoetic logic unit is

to perform . The representation of tri e progr am as it exists

in executable form within the program mem ory is called

machine code. If a computing mac n .ne has a large

iistruct icn repetoira , program m ing ii ~acaine code is a vat v

cum bersome p:oc~ ss. This is be caus-e t h e  i nst r u c t ion s  ex is t
as numbe rs and memorization ~f t h e  izsz:uction set is

difficult. ~ost microprocessors have instruction sets
exceed ing ii) operation codes. Of significance here , is the

fact that different computers , m i n i c o m p u ters , and

microprocessors each have distinctly different instruction

sets. Machine langua ge programming is rarely utilized

except during init ial development of a system design . This

is the most rudimentary form of programm.1.ng cn any computer ,

and although infrequen tly used , it is usua l ly  well
understood by parsons engaged in low—level language

p r o g r a m m i n g .

• b . Assembly  L a n g u a g e s

the second mo st bas ic level of comput er

programming employs assem bly languages. As in machine

languag e prcgraaa ing, the language itself is usually

29
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processor depen dent . The assembly language is essentially

s imilar  to machine code, h o w e v e r , instead of using actual

machine interpretable numbers for in pu t, the programmer uses

mnemonics. Mnemonics arø abreviated alphanumeric words

whica serve as mem ory aid~ for p: canning or. the sir.;le

instruc’ticn level. Once the program is writt .~n , it is

processed by another prog ram called an assembler , w h i c h
ocoverts the mnemonic instructions into machine ccde.

Assem bly language , alt hough still considered a low-level

pro gramm ing language , is in very common ~sage. ~hen a n e w
processor is in troduced , most progra mm ing will be

• accompl~.shed in assembly languaje until hig her level

lan guages are adapted to the processor. This is primarily

‘
N due to t h e  relative ease ~ f d ev e l o p in g  the assembler program

compared tc construction of a nigh er—leve l lar .guage
compiler .

-~~• ~~~~~~~~~~~~~~~ ~~~~~~
4

The medium—level languages , suca as PL/ M and PL/ ,

offer the programmer additional pr ogramming development

faciLities. Generall y they are capaDle of translating
• E n g l i s h— l i i e s t a t e m e n t s  and mathematical equations into

-: machine cod e program segments. Th is capability is usually
limited to integer arithmetic operations such as add ,

• •~ subtract , multiply, and div ide .  Floating—p cint operations
are not included within the languag e and all. opera tions are

byte or dou ble byte structure5,~ rather tnan word or field

orien ted. Medium— level languages are useful in

• •icroprocesscr applications which require a more extensive

program in which documentation quality is important.

30
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This group of computer progr amming langua;es

includes most of the well—known languages such as FORTRA N ,
CO8OL , PASCAL , BASIC and CM S— 2 , the Navy s standard tactical
computer language . Languages within this category are

capable  of t r a n s l a t i n g  complex  a l g e b r a i c  equa t i ons  into
e x e c u t a b l e  m a c h i n e  code. This a l lows large  p r o g r a m m i n g
tasks to be accomplished with lass effort. Beyond this

obv ious  a d v a n t a g e , t he  use of h i g h — l e v e l  l an g u a g e s  en a b le s
-

‘ 
program transferability betw een different comp ut~:s,
assuming that a compiler program exists for each computer nf

dist inct  a r c h i t e c t u r e .  U s u a l l y ,  t he  t r a n sf e r  of p r c g r am s
can be accomplished with little or no modification of the

origina l program . Although the programming process becomes

much more efficient using a high—level language , the

execu t ion  e f f i c i e ncy of the compiler produced code is

reduced over that of the low or medium—level languages.
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A . TYPICAL CZPLOYED AI RCRAF T SYSTEMS

The t-echnclo gical capability of miniatu:izing a co~ pu er
to a size ~nd weight compatible with tactical jet aircraft

caused immediate application in Nava l and kit Force avionics

d esigns . I r  the N a v y ’ s A —7E , for  ex a n ~~le , a r e l a t i v e l y
small (approximately two cubic feet) ger.eral purpose central
computer ccntrols m any of the cockpit visual displais ,

performs navigational computa tions , pe:fcrms bal1i~t~c
calculations and ef f e c t s  a u to m a t i c  weapcn :el-~ase for
several different types of guided and ungu ided weapons. The

A—oE on— board computer is very s.~milar in funct~ on to that

of the A— 7E in tha t it consists of one central computer
surrounde d by many analog or digital peripheral d e v i c es .
Figure 14 shcws the A-7E avionics system in block diagram
torn .

• The A— 6E and A-7E systems effec ted m ajor advances in

tactical aircraft weapon delivery accuracy and overall
a i r c ra f t  mission pe r fo rmance . ‘T hese a ir c r a f t  d em o n s t r a t e d
that any future tactical aircraft must be eguipped with some

form of a digital computing system.

Subsequent Naval aircraft , and the number of computers
incorporated in their avionics systems include: E — 2  ( 3 ) ,  3—3
(5) , and the F— 14 (6) . The number oi computers on board
each aircraft show n in parentheses does not includ e embedded
micr opr ocesscr s , t h a t  is , microprocessor  devices used in
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per iphera l  e qu ipment  and d i s t r i b u t e d  t h r o u g h o u t  the
aircraft . The F — 1 ’ 4 , for example , h a s  a separa t e  computer
dedicated to each of the following functicns: navigation ,

- combat  syst em , engine m on i to r ing  and con t ro l  sys t em,
dis plays control , win. sweep con~ roi, an d weapon delivery

• con trol .

‘
I
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• E. NAVY STANDARDtZ AT ION OF TACT ICAL COMPUTEB S

~~ta the rap~ diy growing proliferation of computing

devices , i t  bec am e apparen t tha t controls mu st be place~ on
th.  v a r i e t y  of compu ti ng m a c h i n e s  ut il ized  in N a v a l  a i r c r a f t
and other avionics systems . In order to minimize logistical
and maintenance pro blems, the Navy pianned for standard

computers to be used in all of its tactical systems. This
stan dardi:at ion plan provided for shipboard and shore—based

large scal e co~ puters , the A N/dY~ —7 , ninicoinpu :ers , t;~e

AN /UYK- 20 ; as well as the standard AN /A YK—14 for ai:rorne
s y s t em s .

In addition to standardi :at~ on of the comput i flg

mach ines , t n e  N a v y  also st a n d ar d ir a d  its programmi ng

l a n gu a g e  n a m e d  C~1S— 2 . This high—level language family in
its var ious forms , was intended to serve as a ccmwori

language link between the AN/ UYK— 7 , AN /LJ YK— 20 and tac
AN /A!K—14 . Due to hardware differ ences, among the three
computer types , complete progra m transferability was never
achieved . The C~S—2 compilers and cross—compiLers ccnver-t
C~ 3—2 language programs into the machine languag e required
by t he  i n ten d e d  c o m p u t e r .

C. A N / A Y K — 1 4  A IRBCRNE TACTICAL COMPUT ER

The A N / A Y K —  14 is t h e  N a v y ’s des igna ted  a i r b o r n e  general
purpose computer . It is i~ plenen ted using bit-slice

(~ escrib€ d below) large scale integrated circui t technology,

and was des igned to be f u n c t i o n a l l y  e qu iv a l e n t  to t h e
p h y s i c al l y  l a rge r  A N / U Y K — 2 0  m i n i c o m p u t e r .  Becau .se th e
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aN/LYK— 14 uses the same operation codes as the AN,UYK— 23 ,
program transfer betve€n the two compu te r t y p e s  is u s u a l l y
possiole . This  f e a t u r e  -w as one of t~~e ma~ c: goals cf tne
staadaruizaticn program .

The bit—sli ce architecture is p r i m a r i l y  r e s p o n s i b l e  for
th is ~e s i g n e d — i n  ca pab i l i t y  in the case of the A N / A Y K — 1 4 .
Using Advanced Micro Devices 2900  series b i t — s l i c e
microprocessor enabl ed designers to construct a customized

compute : witn user defined operation codes and performance.

In short , bit—slice techniques allow the user to define t.ne

a:onitecture of t h e  ~rocessc: t h r o u g h  v a r i a t i o r ~s of
com ponent interconn ection and micro—prog :amzing code.

Figure 13 snows a typical bit—slice processcr consisting of
several ccmpat ~nle single—chip components. Expansion of tne
bit—slice system is acconplishe i by annexing addi~ iona i
central processing eLenents (CPE), one for every two or four

bits. Each C?E is capable of exec -utin~ only a iew cas:c

inst:ucz~ ons including t~o ’s con p ienen : ar~~thn etic , b cc lean
cperat~.ons , shifting left or right , and bit and zero

checking. The mic:oprcgram con trol unit ieed~ t he  cen t ra l
processing elements with the desired seguence of
mictoinstructions derived from the m icroprogra m mem ory. In
thns way, the actual internal functioning of the

“c us tomized ” microprocessor is det ermined by t h e  d e s i g n e r .
Thus , the microprocessor can be designed to respond tc most

predetermin ed sets of instructions.

An other of the major advantages of the bit—slice machine
is its expendability in terms of word length without

significant loss of speed . Each cent ral prccessing element
executes  the same instruction sequence but only operates on

a two or four bit slice of the computer word. The variable
word length can effect ively ir.crease throughput rate and
thereby improve the ov erall computational power cf the
computing machine being designed.
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The major disadvanta ge of such a system lies in tue
additional level of design which must  be performed in order
to obtain a workable computer. The consequence of this is
that eac h developer ~!‘ust invest a great deal in software

development tools just to bring the pr ocessor to the usable
level of oparaticri . Large effort ai~st be expended in
developing operation codes , assem~ly language mneincnics,
assemblers, cross—assemblers, compilers and debugging
programs befcre any real applica tion of the system can ne

-
- realized. The AN /AYK— 14 developmen t has surpassed this

level and indeed , much has been invested in t h e  sys t em
development program.

1. 
~~~~~~~~~~ ~~!~~~0f li~~~2 SLsteaz

4

In the pre vious section we examined the histcrical

development .of computerized tacz~ cal av icn ics sy stems .
Recent developments in microprocessor architecture , n am e ly
distributed processing and ccncurrent processing techniques ,
have suggested alternatives to the conventional central
computer concept presently employed in tactical aircraft
systems. This section describes one generali zed alternative

design whic h can be easily expanded or diminished to suit

the requirements of the particular airframe or tactical
mission. This design concept will be used as a comparison
model i.n subsequent analyses and discussion.
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a. Single—Board Computer (SEC)

- 

- f r o m  the  s i n g l e— c .~ip m~.C : O p r C Ce SS O :, se v er a l
manufact urers, led ~y In tel Corpozaticn and Texas

Instrurnents , have produced single—board computers. These
are typically constructed on a single printed circui t card

g e n e r a l l y  less t h a n  ~O square inches in area and composed of
several  ~1SI and 1.51 components. Each single—board computer

contains a central processin~ un it , random access memory,
program me ecry, para.Llel input/ output ports, ser ia l

L input/output port s, and a multiple xed bus interface for
common m emory access and inter—b oard communication. The

current trend in single— board computer design is to reduce

the number cf discrete components while increasing the

amount of on—board memory an d  peripheral communication

capa bii~~ty . Figure l~ s h o ws  a :ypical sm ile—boar d computer

an d its associated block diagram .

Very recently, seve ral LSI manuf acturers have
marketed s~ ngle—chip “compu ters” , whic h implemen t all of the

58C features in a single integrated circuit package.

L 
In tel’s 8Qs~ series is such a fam ily of devices. The Intel

80 2 2 for  ex a m p l e , conta ins  ~~~4 b y tes of R A~i , 2O ’~8 bytes of
PROS , three parallel ports , and eve n an analog to di gital

conversion section. The trend in the ind ustry is to
continue packing more memory and speed into the single—chip

devices.  It is ant i c ipa t ed  t h a t  c on c u r r e n t  process ing  wi ll
soon be possible on a single printed circui t board by
arranging severa l single—chi p computers on a card.
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SBC 80/20 SINGLE BOARD COMPUTER

8080A CPU Full Mult i-Mau.r Bus contro l logic which allows
up to 16 masters to share system bus

2K bytes stat ic read/write memory
Eig ht -leve l programmable Interrupt contro l

Sockets for 4K bytsa of erasable rsprogrammab le
or masked Read-Only-Memory Two programmable 16-bit BCO and binary timers

48 programmable parallel I/O lines with sockets for Auxil iary power bus , memory protect , and Power-
interchangeable line dr rve rs and line terminators Fail Interrupt control log ic provided for battery

back-up RA M requ irements
Programmable synchronous/asynchronous RS232C
com patib le serial inter’ace with fully software- Compatible with optional memory and I/O expan-

-: selectable baud rate generation sion boards

The SBC 30/20 is membe r iS Intel s comp lete line ol OEM computer ciste rns which t5ke l u ll Jujeantaqe 01 - rici LSI tech-
rsology to ~rovict e ,conomical . self contained comou ter based ~~lutiøn ~ ji OEM Jppiica t iOns Th, SBC 80;20 - s j  complete
compu ter sys t em on single 6 7 5 ’ 12- i nch prin t ed c i rcuit card Tb, CPU . system c i ) C C . read w iu te memory noflvOljtul~
reed-on ly-memory . I/O port s ~nd drivers , s erial communic ati o n, if l t erSa C~ d r i O TI t V  - r l t C r r u O t  logic two drogrammabl e tim ers .
mul ti-master bus contro l logic. jnd bus expansion drivers al l reside on hi’ board.
Intel s powerful 8-but ri-channe l MOS 8080A CPU, fabric ated on a unijli~ LSI chuo s ‘he ‘i-ntr,i 0r0ce550 r i ), tie S8C
SQiiO. The 8080i~ conta ins six i-bi t ~efl e r al-p ur po s e reg is t ers and lii ac cumul ato r  1- ii v 500CiJI LilirnOsI - q i r t m c  ma-, be

4 address ed individua l ly or n oaur s . prov id ing both single and double Or Ceis io n 0t)er ~5 tO r s  \ linim uni s i r u c t r r lr ex ecut io n t urnC
-c I ,S6 sisec.
The 8080A has a 16-but program coun ter whucn allows d i r e c t  addressing or ~ ii to l~5 536 iv tes ji -‘- iemorv Air rt x tC rf l~ l s t a c k
loc ated within any oortion di e~d. wi i te  memory. nay b~ used ~is a act - i i  •~ i c t  )ut r td lJ( J t l  ,rii,I ~ou :iru’ contents it  ir e
orogre m counter , flags . accumulator , and all of the SIS gener al-purpose registers A ¶ 6 -but  stac k Do inser controls the uddress
ing of mis external stack. T l’uus stac k ~rovu d .s subroutine nesting that is bou nded onl y iv memory iLl i’

_________________ ,~~~~ i~ A 1tAAi i,u,ra I ~_ i - — —.~——A_,_~~~~~~~_— 1 -

_________ 
-

—

Figure 114 — INTEL SBC8O/20 SINGLE— BOARD C0~ PUTER (Reprinted
by permission of Intel Corporation copyright 1977)
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b. Concurrent processing

concurrent pr-o cessir.~ is s i . np ly  t n e  t~ chni~ u e of

~uttiag more tAan on e processor or CPU to work at perfcrwing

a job n o r m a l l y  done ~y oae ~ on p u t e r .  ~h-~r e  a r e  3.~v e r a l  wa - p .s

in which t~ is stay be accomplisaad d~ p~ n~L.nc on t~~i~~~

in tercon n ection struct ure of the processors used. Figure b

de picts thre-~ joss ible ar:angement~s of sav er a l  p:cc~ ssors
configured for ooncurrent p:ocessi~ij.

The processing power of such a system l e p e n i s  on
redundancy cf ce ntra l processing units. Each processing
u n i t  p e r f o r m s  a f u n c t ,~~on in d e p e n d e n t  of the others but

communi .c at ~ s w i t n  others , either directly cr through means

of a common m em ory bi~~ k. 3y  sua :~~ng t ;~e conputin ~ Lo a d ,

t h e  th r o u~~n~~ut  o r  t~~e o ver a l l  speed of t h e  sy st -~ai , d ep e n d s
on the numue: o: ~:ocessing elements ~zi t h e  u y s t e n i , t -ne
informa tion transfer rate on the system bu s and tee actual

tus usage factor.

~n all imp o r t a n t  aspect  of a c o n c u r r e nt
processing sys te m is t h e  degree  of h o m c g o n i e t y  a c h i e v e d  by

using comm on b u i l d i n g  blocks in its implem entation. ~~~
ho~aogeniety of com ponents can effect su~ s~ antia l reductions

in the life—cycle cost of a compu ’~ing system. The cost
reduction factors are discussed in furthe r detail in the
forthcoming sections of this thesis.

As a model for further discussion , we will refer
to the generalized avionics processing syst-~m shown in ?i~ .

1~~. The structure shown provides for several afrin i~ y

gr o u p s  of c o n c u r r en t  processors , p oss ib ly  d i s t r i b u t e d
p h y s i c a l l y  t h r o u g n o u t  t he  a i r c r a f t , each c c t a m u n i c a t i n g  to
t~ e otne r via high—speed fiber optic cable. ~it h i r  each

43

I _ _ _ _ _ _ _  
_ _ _ _ _ _ _ _ _ _



- —— ~‘~~~~‘ —~ -~~~~~~‘- .-~~~~~~~~~ , 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ - 

- - 
-

a f f i n i t y  gr c u p ,  there  are several s ingle—boa rd c o m p u t e r s
each performing a specialized function. For example , SBC

number 1 may perform the navigation computations by taking

data iro m the in er ti al nav iga t ion  gyros and accelerometers
and passing inforn~ tion to be displayed cn the pilct ’s -

head—up—display (MUD) unit to the comm on memory “mail  box ul .

SBC number 14 , which controls the cockpit displays picks up 
-

the data deposited by S5C number 2 and sends the appropriate -

control  signals to the  video d isplays  in the cockpit .  
-

Likewise , the  weapons  de l ivery  computer  can access t h e  same
data deposited by number  2 and p e r f o r m  bal l is t ic
calculat ions and automatically control bomb delivery. -

- 

1 -
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A.  PR OB LEM STAT E MENT

One of the major gcals of the ~1avy ’s tactical coTputer
standardization program discussed in the previous section ,
was to reduce costs through elimi natica of distinct

compu ters in tactical computer applicaticns and to allow

common support software procurement for these machines.
Indeed , tae basic concept is sound , however , a major flaw
exists in the implementation of the plan. That is, the plan
does not provi de adequately for technological growth on a

scale experienced during the “LSI re volution. ”

~4~ w LSI devices are being developed at an alarming rate ,
each with more capabilities than their predecessors.

Circuits are literally obsolete within one or two years of
initial production. Similarly, advances in programming
techniques are -taAiag place but at a much slower rate.

Progra m ma in tenance  and deve lopmen t  is cer ta in  to b ecome
more important as tim e progresses. A third related area of
progress has been in the architecture cf the overall
computing machine. Advan ces in data bus structures , fiber
optic communications , distributed processing, concurrent

• processing, and array processing have opened new horizcns in
the data processing field. The development of these and
other devices or techniques have changed circumstances so
dramatically, that the  A N/ATK— 14 st anda rd i za t i on  p l an  may
mot be long—lived. It is the author ’s cpinion that the
ne w ly  ach ievable  a rch i teT -tures  will be incorporated-  in the
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next generation of tactical military aircraft.

It is the purpose of the rema inder of this t hesis,
therefore , to examine the various alternatives made

available by LSI technological advances , a~d relate the
cost, performance and growth benefits of  each with thcse of
the present Navy standardization plan.

• The concur ren t  processing computer design ccncept
presented in the previous section as an alternative tc the

centralized computer , must be considered as a prime

can didate fcr incorporation in the next generaticn of

tactical military aircraft. In this section , we will
explore some .~f the ma jor cost/performance tradeoffs between

tne concurrent process ing and the centralized computer
• design concepts. Before beg inning this discussion , hohever ,

4 it must again be emphasized that the field of
microelectronics is still growing at an accelerating rate.

Any lon g—range plann ing effort mu st take this tact into

account. It is quite probable tha t within the next -d ecade,

an altogether new alternative to either the centralized or
concurrent processing techniques will emerge. Another

im portant factor is the ever increasing impact of

programming . Prog ramming costs are continuing to oeccme a

larger proportion of the overall system cost.

~e will begin by identifying some ci the cost and
performance factors associated wi ti  t he  two alternative
models. It is hoped that the following discussion will aid
in the decision making for those involved in the long-range

• plannin g effort for future avionics systems acquisition
programs .
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Recent studies by Genovese C~~
], and Kodres, Butti.nger ,

~1anniag and Jones [2] nave -concluded through cost and

performance analyses, that a homogEneous
micr oproc e sscr— ba sed  concur ren t  processing system could be
up to twice as cost—effective as a central minico mputer.

Ihe methodology used nerein will be to present a narrative
rationale which contributes to the support of the

- - alter native concurrent processing avionics systen . We will
look at the broad categories of acquisition and maintenance

cost considerations of both hardware and scftwa:e. In tne
final chapter , we will draw appropriat e conclusions and
present possii~le courses of action to be considered as
viable ~n the procur ement processes of iu t~~:e a v i o n i c s —

computer systems.

We will work under the assumption that the single—board
computer modules used in our alternative model would achieve

Navy—wide standar dization status with hcpes of DCD or
possibly even ind ustrial standardization. In any case , the
components used in the single—board computer nodules would
be commerc i a l l y  ava i lab le , high— produc t ion , lo t — cost
componen ts. It is impcrtant to note , tha t since each ~odule
would be capable of functioning as an independent device , it

could find an even wider application than that of avionics
systems. Some systems may require ten or m ore  identical

modules while othe rs may only requir e one or two , depending
on the complex ity of the function. rhis would result in a

much higher production base tha n the pursuit of the
specialized central comput er alternative. This pre .~ict ed
higher production base will be the over—riding ar~n1mert in
favor of the concurrent processing- alternativ e in tac
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forthcoming discussion.

C. HAR C~ A~E COST ?AcTCRS

1. 
~~~~~~~

The research and deve lopment ~aase of the
acquisiticn process of an airborne computer system will be
significant ly af fected by choice of computer a:chitec~ures .
In the case of the ~N,AYK—14 , this phase is mostly history,
wuereas fcr the concurrent processing model , we can \cnly
estimate the effects of its i~plementaticn on procutement
costs.

The Navy ’s AN /AYK— 1~4 standard , although
• incorporating the latest and fastest in bit—slice

microprocessors , is unique  in that  the design was forced to
accomodate the  A N / AY K — 20 instruct ion set and sof tware .  It
therefore became a “Na vy ” computer with production astinated

at most to be approximately 6500 units (3]. This estimation
assumes that the AN/A !K—114 will definitely be installed in
the F—18 , ..A~PS, ~1KIII , IEW5 , and numerous other airborne
applications. A mor e conservative estimate , allowing for
program discontinuances and project fu nd ing cutbacks would
place the figure at about 3000 units. A comm ittment has
been made to the AN /AYK— 14 program and tim e will reveal the
actual cost per computer. Present estimates place the
acquisition costs alone at over $50,000 per copy. [2]. The
production base for the present Navy program will be solely
determined by the proc urement action of the Departme nt of

~efense.

It stands to reason , however , when dealing with
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devices which are ccmmonly used throughout industry, the
8080 microprocessor for example , tne unknowns in a system ’s

development are significantly reduc ed . The risk of failing

to meet design objectives are substantially lessened. By

working with i sma ller , less complex  n o dule , the develcpmen:
- - of the sinql€—board computer itself would be a comparativel7

minor tas~ . ~ost of the expense in developing a wcrkin;
single—board compute r is in the design and development of

the LSI componen ts themselves. These costs, however , are
shared ny industrial users and again become insignificant

for large production items. The hardware research and
development costs to be considered , th en , are in the design

and development of the various systems formed frcm the
single—board computer modules. This includes interface to
-the many peripheral system s attached to the computer. Tae
engineering task of developing a working conc urrent

processing syst em is c u rr en t y be ing p e r f o r m e d  by  th e
private in dustrial sector out of commercial interest in the

• technique. -The sing le—board computer module capable of
performing concurr ent processing has neen on the market for
over one year as of this writing . Intel Corporation ’s

S~C—80/20 computer can operate in a system ccntaining up to
16 individual master computers sharing the same bus
structure and a common memory.

~i.Litarizing the hardwar e clea;ly becomes an
impor tant cost issue. Militarized versions of many LSI

components are now becoming available from the larger

manufacturers such as Intel and Texas Instruments. The
manufacturers are correctly anticipating greater usage of

microprocess ors, LSI memories and periphera l interface
componen ts in mi litary applications. Industrial users,

• namely the automobile industry, have need for miltary
hardened components in harsh environment applications.

Conformance to Nil standard 833 is becoming common place
among 1.51 suppliers. Of course, a premium price is placed
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on militarized , JAN approved devices , but , as usage
increases, methods of improving yield will surely reduce the
added costs.

The point  ~ h~~uid be c lear  n y  n o w .  £: toe N a v y  w~ ze
to implement a comput er system which utilized the industrial

standard components , rh.? researon and develop me nt costs
would be for the most part borne by the entire industrial
complex. The cost savings to th~ government wou ld be
substantial as expressed in Refs. 2 and 4.

The same reasoning holds true ton other cost rectors

associated with acquis ition. These include : fanrication ,
test equipment , development and ptoduction plannin;,

technical manuals , training materials, in i t i a l  t r a i n in g
courses , and others.

2. ~~~~~~

~aintaining a deployed avionics system is a complex
a;tivity and entails the upkeep and support of nearly ever y
electronic device in an aircraft. We cculd consider the
support of instrumentation , various sensors, zadar ,
communications , and inertial naviga tion subsystems in

addition to numerous other subsystems in treating the

maintenance costs of the total avionics system. Fcr the

purposes of this thesis, however , we vii]. put aside the
question of tota]. support and concentrate only on those
aspects affected by the cho ice of ccmputer system

• architecture.

• As in the acquisit ion cost factor discussion , the
cost of maintaining the hardware of a composite 

- 

-

-

aicroprocesscr—based computer system is greatly influenced
by the use of indus try supported components. Since acdules
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are relatively simple in construction , varying only in
program content , trouble shooting is simplified on an

• organizational level by usin g r-~placement technigues.

Int ermediate maintena nce facilities would maintain mcdule

test equipment which cculd accomodate all war~ations 0: tne

basic nodule by running diag nostic programs to verify

correct operation of components on the boa:d. Should simple

automated testing of a module fail rc identif y t~ e

malfunctioning component , or if damage were extensive , t~e
relatively small cost of each module would justify discard

and replacnent f r o m  spa re  p a r t s .  Tiiis concept avoids

high—level training requirement -s for both organizational and

inte rmed ia t e  level  ma in tenance  a c t i v i t y  perscnnei .
Similarly, the tes t  e q u i pm e nt  r egu ir ed  at ci toer  l eve l  is
m i n im iz e d .

Another important aspect of maintainablility is t he

mode of f a i l u r e  w h i c h  m ay be expected f r c m  us~ of  the
modular system . Since the system with mcdules removed is
extremely simple in construction , consisting mostly of

mountin g hardware and power supply com ponents , nea r ly  all
failures can be expected to cccur within a module. Failure

of a single module would not have a great effect cm the

overall perfcrmance of the missicn c o mp u t e r .  Thus , g r a c e f ul
degradation is clearly acccmplished without special design

effort. Shculd a particular module be responsible for a
critical f~inction , it alone could be dupl ica ted wi th in  the
system. This selective redundancy is easily more desirable

than duplicatin g the entire mission computer as -required
with the central computer concept. A case in point is the

F—18 which makes use of two A N /AY K—1 14 computers to retain

mission reliability at an acceptable level.

Beliability testing of the Intel SBC—80/ 10
single—board computer has resulted in a mean time between

failure of 91 ,739 hours with a 90% confidence factor . The

1~53 1.1
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tests were conducted u nder accelerated life conditions on a

commercial (non— militarized) version of the toard.

Beference 2 derate d this fi-jure to 25 ,000 hours  MT~ F to

allow for a 55°C operating temperatu:e. Ibis results in a
1J ‘ear l i f e  e~ p e ct a a c y  w h e n  t~~e e~~ui~~~~ nt  is t i n u ou ~~~
cperated at 25°C.

0. SOFTWA t~E COST FACTCRS

-rhe software of a system follows -i procurement process
which in many ways is similar to that for the hardware.
that is, ther e are both acquisition and a a i n t en a n ce costs to
be considered. As with the hardwa re costs , software costs
are closely relate d to the  pr oduc t io n oase of the hard wa re.

r~e costs of cftware procurem ent and -ma inten ince are also a
function ~f t~ e br eadt h of use ~f the software d.~v€lcpm ~nt
tools .  In this section we discuss some of the more

important aspects of software acquisition and maintenance as

related to tne choice of computer hardwar e architectures.

1. 
~~~~~~~~ &•~ 1~~~g.t~~Q~~

The e f f o r t  and  e x p e n s e  i n v e s t e d  in t h e  s o f t wa r e
acquisition p hase of a computer system are in many respects
similar to the acquisition of hardware. The importance of

proper software planning has been typically underestimated

oy hardware oriented systems planners. rh~ s is in part due
to the relative newnes s of pr ogrammed logic concepts. As
discussed in Chapter II. the inteliige~ica of a “smart ”
circuit eXists within the program m emory. The ratio of
s o ft w a r e  ‘c h a r d w a r e  cost is g r o w i n ~i c o n s t a n t l y  as
microcircuit devices becom e more common. While hardw are
costs drop due to ever—improving production techniques , toe
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cost ot producing software ccntinues to be a huma n intensive

activity. Thus , equivalent cost reductions have not been

attaina ble in this area. ~uch of the expense of sottware

develo pment is compr ised ot build—up costs of the program

developm ent toOi~ ~ucA as a~~~e~ oiers , com p il~~ s,
cross—com pilers , emulators , an d docum entation of such tools.

A n o t h e r  m a j o r  cost fa c t o r  is i~~i the edu cati .n of

- - progr ammers , operators and maintenance perscnnel in the use
of various l~ nguages and other development tcols.

By a d ap ting to i n d u s t r ia l  st a n - l a r d s  of s o f t w a r e
developm ent , a savings similar to that of utilizing iniustr y

stan dard hariware could be realized. A-c present , the Navy

is tryin g t~~~ enforce the use of C~ s—2 is a standard

n i g h — l e v e l  p r o g r a m m i n g  l a n g u a ge .  Consequ ently, the Navy is
the only agency using the language. ~iucation ,
document ation , and d€ve lopwer .t costs must all be L’orae Dy

the Navy at great expense. ~any mic rc~ rocessor—based
computers have experienced broa d usage tc an ~xtent that
many comm on hi gh—leve l languag’~s have been independently

adapted by the private sector f o r  t h e i r  use .  Industry has

recognized the need for high—level programability of ~ne

microcomputez dev ices in increasing the productivity of ~~e

human element in software development. Due to the large

number of users , the cost of development of the progra mm ing
tools is uidely distributed. As a consequence , a very

capable FORTRAN IV , CO BO L, PASCAL , PL/~ , APL or ~ASI~
compiler can be typically purchased for loss that $2,000.

th i s  makes the inves tmen t of sev e r a l  mil l ion dol la rs  in
d e v e l o p m e n t  of t h e  C MS — 2 l a n g u a g e  s t a n d a r d  seem r at h e r
wasteful.

Developmen t tools are not the only zactor affecting

a cgu i s i t i on  costs m o w e v e r , t h e  i m p o r t a n c e  o f  s h i f t i n g  t o  an
i n d u s t r y  st a n d a r d l anguage  bec ome s  mor e  p r o n o u n c e d  w h e n  we
consider tne impact of _ apidly changing hardware.
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£ major motive behin d enforcing a high—leve l.

language is to promote software transferability from machine

to machine. The idea is that as hardware changes , we should
be able to retain some of the prog ramm ing effort already

invested. It must be recognized , nowe ver , that only a
portion ot any program can be practically transferred to a

computer of radically different architecture. This assumes ,
of course, that programs themselve s are modularized such

tha t some routines are hardware independent. An example
would be hig h— level mathematical . functions such as

floating—point routines or various transcendental functions

such as sine, cosine or logarithms. Entire operational

functions such as ballistic calculation routines could
possibly be transferred from one generation ot machine to

ano ther , assumin g input parameters did not vary during the

transition. Other routines become tiardiare dependent and

would not be usable in most cases unless a high deg :€e of

standardization existed in communication ~rctocol . This is

an unli kely happenstance.

Of course , these concepts are equally appl icafle to

tbe centralized computer alternative, but , it is the

aut hor ’s opinion that the use of industrial standard
software development languages would prove more beneficial

if industia l standard hardware were also adopted .

2. ~~~~~

It is somewhat difficult to divorce the maint enance

• aspects of scftware from the acquisition process. Much of
the argument presented in favor of the modular computer

alternat ive in the previous section holds true for
maintenance. Very little software maintenance is typically

conducted at the depot , intermediate or organizational

Level. Program upkeep would be , as in the case of the A—7E

Sb
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and other tact ical aircraf t , effected at one of t he  Naval
laboratories, such as Naval Weapons Center , China Lake,

California. ?rogram modificatio ns are distributed , after

extensive evaluation , to the tactical squadrons on a

fleet—wide basis. Organizational a~aint~nance personnel
incorporate the changes under supervision of a revision team

from the cognizan t support facility. This is accomplished ,
in the case of ccre memory systems by “reading in ” the new

program from magnetic or paper tape. In the case of

single—board computer systems, this functicn would involve

“burning ” new program memory PROMs and installing them in
place of the outdated PROMS which could then be recycled.

- 

- 
- One effect of the modular concept is that prcgram

-
, modifications can be implemented in one module without

a ff e c t i n g  t h e  integrity of the other modules in the system.

Certain program alterations may require the field

replacement of onl y one or two ?ROMs on a single—board
computer. Management of field changes to the software wcul~
be more difficult in this case since extra care must ~e
exercised to prevent mixing old PROM versions with the new

ones.

I

I
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The foregoing discussion present s an  a r g u m e n t in f a v o r
of moving away from high—cost centralized airborne tactical
computers toward inccrporating a moderate cost modularized
concurrent processing architecture using low—cost industrial
standard compone nt s or modules. References 2 and 14 indicate
that such a ‘ove is economically sound. In the problem

statement of Chapt er IV , we implied that the present
avionics procurement program , in pursuing the centralized

computer alternative , does not adequately provide for a
technological growth of the magnitude currently being

experienced ia the semiconductor industry. The consensus of
opinion iithin the wavy places a Large impcrtance on the
sun k cosz~ inves ted in the CMS— 2 language and tactical

computer standardizaticn program . Reference 2 recommends a
departure from the presen t acquisition plan. It is the
author ’s opinion that an opportunity exists for the
government to benefit from current industrial activities in
this area , rather than the traditional situation in which

industry benefits from government sponsored research and

development programs. It is believed that military tactical
avionics programs can remain state—of—the—ar t while

capitalizing on the natural industrial collective tendency

to minimize inte rnal costs while advancing the technological
tasi through competiticn for the consumer market. As new

• devices become available, the industry wil l inevitably
devise the appropriat e software development tools,
documentation and tra~.ning programs , usually on a timely
basis. There seem to be few economical arguments against
the government becoming simply another consumer where

computing equipment is concerned . It has already been
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pointed out  tha t  an inexpensive microcomputer can perform

the same function as its expensive min icomputer counterpart.

The idea that military avionics should be allowed to lag

~ehind m e  indus try may, at first, saem in cons is ta~ t with

current concepts. Considering the ra-t e of change in the

microelec t ronics  t e c h n o l o g y ,  and the f ac t  tha t g o v e r n m e n t
sponsored research and development projects are usually no

longer state—of—the—art by the time of full—scale
production, this nay not be such an unreascnable proposal.
It is believed that t h e  g o v e r n m e n t  r e p r e s e n t s  a la rge  enough
portion of tne consumer market to effectively influence the

direction which LSI manufact urers will pursue in developing

• new and , h o p e f u l l y ,  compa tible devices .

In summary, th en , the following recommendations are

• p r e s e n t e d  a~ methods of taking advantage of current and
pro jected trends ~n microelectronic d e ve l op m en t s :

1. The Nav y or joint services should form a project office
— to further ev aluate the consequences and possible

benefits of in corporating a concurtent processing

compu ter system utilizing industry standard cowpcner .ts

in the next generation of tactical aircraft .

2. The Navy should strongly consider phasing out the C~S-2
language in favor of languages more widely supported by
the computer manufacturers: PA3~ AL , BASI C, FORTRAN.

3. As the computer and mic roelectronic circuit

manufac turers develop new techniques and devices , Navy
avionics program managers should evaluate the
advancements for possible incorporation into tactical
aircraft under design. Avionics acquisition programs
should main tain a consumer posture when consi dering
computer sy stems.

4• Programming should be in high—Level languages , when
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possible, to per mit carry over of programs to the next
generation of computers.

5. Programs should be modularized into hardware
indepanfen t and hardware dependent partitions where

- - - possible to facilitate software transferability.

o. Standardized co mmunications protocols should be
developed for both serial and parallel bus structures
so that succeeding genera-€ions of ccmpute r modules

-~ 
- would tend to evolve along set guidelines . This would

have a stabilizing effect on both hardware and software
compatability, thus , increasing system life and
reducing transiticn costs.

t .
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