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ABSTRACT

o A T R A

This thesis examines the use Of aicrocomputer
tachnology ian tactical avionics systeas and its impact
cn  the procurament process of associated hardware and S
softvar2. The rapid =2xpansion of 1aplesentation of ]
large scale 1integrated circuits 1n avionics systeans

aboard tactical military aircrartt and missile systams
has resulted in some sericus potential prcblems in the
areas of Jdevelopment, aaintanance aad acguisition of
@icroprocessor-oased systems and sottware. These
probiems are identified and discussed and proposed
recommendations are made to lessen their undesiratle
long-range effacts.
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I. INIRODUCIION

A. PURPOSE

The dramatic advancaments in semiconductor aad
microcircuit technology have nade 1t dJdifficule, 4if aot
impossibie, tor managars of na jor avionics syst=ms
procureament grograms tc remain technically abreast of <their

contractor couatarcparts. Without a fira understanding of
what is transpiring in the avionics iadustry
tecnnologically, jovsrnment reprasentatives as  well as

tadustrial leaders will bs unpreparad to d=al with cae
growta of the 2@lectronics capabilities. This rapid
expansion Of techaology, presents a serious cgroblaa tc  the
long-range clanning Oof future avionics systems because of
the widening gap in kncwledge between buyer and precducser
tasulting from the rapid growth Of the technological base
itself.

The gcals of this thesis are to:

re

1. IncCrease the awareness c¢rf the reader in the area o
current and future trends in avionics design.

2. Analyze the 2=2ffects of microcircuit technology on tae
acquisition of tactical avionics systems and associated
software.

3. Present alternatives to tha present concepts Of
avionics systems dJevelopment, design and procuremeat
processes.




E. ORGANIZATION OF THE THZESIS

This thesis assumes that the reader is nct familiar wita
aicroprocesscr terainclogy, or avionics applications of
large scale integrated circuitry. First, #we will present
background wmaterial on the evolution of the microprocessor,
1ts place amcng computers, and its use as a substitute for
jadicated electromnic «circuitry. Second, we will discuss
trends in the design of tactical aircratft avionics systeas
and the relationship of present and future desigans to the
aicroprocasser. The foregoing topics will serve as a grimer
for the rewmainder of the thesis, and may be skipped or
skim-read oy the reader who is familiar #ith nicroprocessor
applicatioas in avioaics systems. Third, we will Jdiscuss
the efrfects which ¢the "LSI (Large Scale Integration)
fevoluticn" has had, and is expect=d tc have on tae
procureament ¢f modern avionics systeams. Withia this topic,
we will attampt to identify rotential pitfalls of current
ccncepts 1n  aviouics system design. Pipally, ve will
discuss alternatives <for Jdealing with the problems which
arise pecause of the radical changes ia technology.

Every effort has been wmade o maintain brevity, yet
accurately convey the intended amessage in an uaderstandable
form avoiding, where possible, the newly created acronyms.
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II. MICROEZLECIRONIC CIRCUIT BACKGROUND

This section is intended <rfor th2 reader who 1is not
familiar wvith the world of amicroprocessors, integratad
circuit technology, or computer language structures. LtS
purpose 1is to aintroduce the wmicroprocessor, some cf tae
associated tsrainology, and project trends 1n computational
hardvare and programming laaguagje dJdavelcpment. Readers
alresady Knowiedgapble 1n these areas wmay precer to preceed to
the next section wvhich deals with tactical airborne coaguter
systems. Thls section serves only as a brief 1introductioa,
howaver, gJef. 1 provides an excellent i1a-depth description

Of amicroelectronics principles and applicacticns.

A. INTEGRATED CIRCUITS

Integrated circuits (IC) have Dbeen 1r common usage
throughout the elactronics industry since the 2arly
nineteen-sixtias. In its siaplest form ths IC is ncthing
aore than a collection of one or more transistors, resistors
and capacitcrs formad on a plane of semiconductor material.
It is generally designed to perform a specific function
using =2ither digital or analeg principles. Typically,
integrated circuits are in themselves very small, about one
sgquare oaillimeter Or less in area, and are generally
packaged in what is termed a Dual Ialine Package or DIP.
Most amilitary applications utilize what is known as a flat
pack wvhich is usually square with pins for <circuit board
aounting protruding <from the four sides of the package.
Plat packs have a auch lower procfile than the DIF and




therefore result 1in greater circuit board chip density.
Figure 1 1s a photograph of aa actual LSI radom access
memOry array magnified several hundred times. TFigure 2
shows a t}pical DIP and an egquivaleant flact pack. This
packaging serves +o protect the enclosed microcircuit froa
dust, humidity, physical dJamage from impact, while it
provides a msans of connecting the device to ocutside circuit
@leaents. The encasement alsc provides a @m2dium for
dissipating the heat generated Dby tne internal circuit
during ncraal operation.

There are three generally r2cognized levels of
integratica 1n microcircuit construction:

1. Small Scale Intagration (SSI) -- Thase circuits usually
pertorm simple logical tasks, such as indspendent
boolzan operations. SIS clrcui: packages typically
consist of from 1 to B4 transisteor and cresistor
comgonents.

2. Medium Scale Integration (MSI) -- These circuits
pertora complex digital 1logic operations such as
counting, waultiplexing, encoding or decoding. MSI
packages usually contain from o5 tc 1024 <ciccuit
elements.

3. Large Scale Integration (LSI) -~ Tnese circuits ccntain
up to 250,000 components and perforam 2xtremely ccaoplex
operations or simply allcw for large amounts of data
storage in flip-flops. Microprocessors fall into this
category of amicroelectronic c¢ircuits, as do large
aemory arrays. In physical size, aowevsr, LSI circuits
ar2 typically 1less than 20 sguare millimetars in area
and are usually packaged in DIPs having 16 to 40 rins.

The gJrowWwth of circuit complexity has been 2xponential
since tane discovery of the integrated <circuit. Figure 3

1M




illustrates this growth since the production of the first IC
in 1959. The number of components in @microelectronic
circuits hnas doubled every year over the last 19 years and
the trend can be expected to continue. As integratad
circuit techmnology iamproves construction technigues, the
density of circuit elements on a single chig continues to
improve. Also, as manufacturing methods continue <to
improve, the yield, or percentage of good «circuits per
producticn run, increases. For several years now, circuit
design anas opeei compu*ter assisted, wafer wmanufacturing has
been computer controlled and production has become less
difficult. Most manufacturers nave experienced a 20 to 30
gercant cost reduction for =2very doublixg of production
output due tc corporate learning. Figure 4 depicts the
aicroelectronincs industry '"l2arning «curve," which again
exhibits an exponential behavior.

Bits of wmemory ©per integratad circuit package have
become accepted as a measure of IC coamplexity or size.
Thus, ©price per bit is useful in evaluating the cost
effectivenass of a microcircuit where memory is considered.
Figure 5 shows the current trend in LSI memory circuit

costs.
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B. PROGRAMMED LOGIC

Before the advent of the microprocessor, the major
2xpense 1incurred in the developmeat Of a csrtain functicnal
circuit was in the design of the logic reguired to perform
the task. The building blocks orf digital circuits were
formed from discrete small-scale integrated circuits and

some aedium scale integrated packages. Ir many cases, an

2NOLMOUS amount Of <circuitry was reguired <:«o perferm a
ra2latively simple logical task. Circuit size 1s generally
aeasured in sguare inches of circuit board (r=2al estate),
aumber of IC packages required, or the pin ccunt on a single
printed circuit board.

One ot the most significant ccatributions of

microprocessor t2chnology has been the introductica of
programmed logic as an alternative to complex circuit design
using Jdescrete small scale integrated circuits. 3y
designing with aicroprocessors, great flexibility may bpe
designed intc a functional circuit. As modifications to the
design Dbeccme necessary for correctional reasons or simply
to enhance performance of a circuit, a change to the progran
will wusually surfice. In the dascrete design, however, a
minor modification of circuit function generally required
extansive redesign of the circuit and ccmplete rafabrication
of the printed circuit board. This was an 2xtremely
axpensive factor once the <circuit had reached production

lavel.

lhe use cf microprocessors and tae concept of prograammed
logic have contributad to the advancement of electronics on
a scale comparable to that resulting from the development of
the basic traansistor. One basic circuit design employing a

18




microprocesscr noW serves in a seeaingly 2andless variety of
functions, differing only in the prograam, and tae
inputsoutput interface circuitry. Figure o illustrates this

ccncept.
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C. COMPUTATIONAL POWER

Modern computing machipnes fall into three major
categories depending on several distinguishing
characteristics. These are: computers full scale),
minicomputers, and the newest foram, wmicrocomputers.
Classificaticn of a computing machine is ganerally based on
the length of the werd and instruction cycle time. It i
typical to comnsider such perrormance parameters as
instruction variety, aemory size, arithmetic architecture,
instruction sxecution speed, or aven physical size and
system complexity when categorizing a ccamputing machine.
The standard method of catagorizing py word length, however,
is illustrated in the following widely recognized
classificaticas:

1. Coamputer - 32 Or more bits per word
2. Minicomputer - 16 to 32 bits per word

3. Micrccoamputer - 4 to 16 bits per word

In general, a minicomputer is approximately 4 to 10
times as fast as a microcomputer in performing an identical
computational task, while the computer is 5 to 10 times as
fast as the wminicomputer. When considering computational
efficiency, it is common tc ccmpare relative speed for
accomplishing a given task as just illustrated. It is
important to note, however, that for some applications,
bigger and faster are not always better. Dedicated amachine
control is a good example of wvhere <this w®ight be true.
Often, a mechanical system under control of a computer
cannot pcssitly respond to instructions as gquickly as the
computer is capable of issuing them. The computer therefore

21
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spends much of its time in idle 1loops

machine. A slow low-ccst processor is batter suited tc this
illustrates

type of application. Ffigure 7 graphically

reiative performance, cost, and functional application of

wvaiting

the various classifications Of Computing machines.

22
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D. MICRCCOMSUTER ARCHITECTURE

Mainframe computers, minicomputers, and a
all have carctain functionral componants in cca
n

othear. Thess coapcnents are shown as blocks i

1. RE29I3a deasxy

iastructions O be e
called prcgraa aeaory.
random access aeaory (R a
aorn-volatile programamable read-only memozy (PRON). It s

o
=4

23
>
iz

even possible for the prograa memory to consist OI bott
and PROYN , in which case, some of tae prograas aodules will
be transient while Others will bYe permanently rcesijent.

2. Jiaisg aad canszel

The timing and contrel logic aaintains control cver
the prograa countsr wWaich points to the location in prograa
aamory where the next prograa imstruction is to be found.
After coapletion of an instruction or instruction group, the
program counter will aormally Dbe iacremented to the next
succeeding memory address. In the evenant of a jump or call
iastruction, Anowever, the program couater will be forcad 0

the destination of the jump.

- i i N
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3. Azizhmetic Logic Urit (ALU)

Tha ALU fetches an instruction from the progranm
memory suca as an add, subtract, jump or any one of @many
Fossibl2 siample instructions. It then perforas the furnction
as specifiad by the instruction and procseds to fetch and
perform the next instruction. Th2 ALU contains most cf the
complex circuitry found in any computer, and traditicrally

has been a high-cost component of a computsar.

Cata wmemory, commonly caliled random access memory
(RAM) , is used on an as needed basis py the ALU as temporary
work sSfpace to store intermediate results while performing a
program sejuence. It usually exhibits wvery £ast access
time, on the order of 20 to 500 nanoseconds.

The input/output interface provides connection
between the computer and the wvarious peripheral devices
which make it useful. Such devices as line printers, tape
drives, disk drives, sclenoid controls, analog converters,
switches, plotters, cathode ray tube (CRT) displays, or any
conceivatle electromechanical device must be nade
electrically compatible to the computer through the

interface citcuitry.




E. SINGLE-CHIP COMPUTERS

Currently, several microelectronics manufacturing firas
are producing so-called single-chip amicroprocessors B which
contain all cf the arforementioned rfunctional alements in One
LSI package. One such device is the 1Intel 8748 shown in
Fig. 9. This device is typically priced in the 40 to 50
dollar range, with derivatives o“ the same processor rricad
as low as 3 dollars in large gquantities. Given tae
appropriate grogram, the microcomputer can performa all tnae
functions of a mainframe computer at a auch reduced spead,
of course, but at a tremendously reduced cost. Currant
trends are to pack more power 1into the single-chip
aicroprocessor by 1lncreasing the internal wmemory size,
improving sgeed and increasing I/0 flexibility. As the
single~chip aicrocomputers incr2ase 11 iaternal prograa and
dJata memory size, they become sufficiently powerful =o
perform any of the avionics functions. Thus, a collection
of such devices could form a computational system equivaleat
to the present minicomputer. Judging from the recent rate
Of growth c¢f single-chip computer capabilities, it 1is
anticipated that this prospect will beccae practicable
within just a few years.
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8048/8748/8035
SINGLE COMPONENT 8-BIT MICROCOMPUTER

*8048 Mask Programmable ROM
‘8748 User Programmable/Erasable EPROM
*8035 External ROM or EPROM

@ 8-Bit CPU, ROM, RAM, I/0 in m 1K x 8 ROM/EPROM
Single Package 64 x 8 RAM

® Interchangeable ROM and EPROM 27 1/0 Lines
Versions & |nterval Timer/Event Counter

& Single 5V Supply @ Easily Expandable Memory and |'O

@ 2.5 ysec and 5.0 usec Cycle Versions a Compatible with MCS-80™ Peripherals
All Instructions 1 or 2 Cycles. ® Single Level Interrupt

& Over 90 Instructions: 70% Single Byte

The intel® 3048,8748 803518 a totally seif-sufficient 8-tit paraller computer tabricated on asingite siicon chip using (ntel' s
N-channel siicon gate MOS orocess

The 3048 contains A 'K x 3orogram mamory 1684 x 3 RAM datamemory 271 O ines and an 8-tittimar counter in aaaition
10 On board oscilator ana clock circuits. For systams that require extra capatiiity the 3048 can be axpanaed using
stancard memones ana MCS-80™ (8080A) perpherals The 8035 18 the equivalent of an 3048 without program memaory

To raquce deveicpmant problems to @ minimum and Orovide maximum tHaxiDility hree ntarchangeadie oin-compatibie
varsions of this single component microcomputer axist the 3748 with user-programmatie and srasatte EPRQM orogram
memory ‘or prototvope and preproduction svstems, the 3048 with ‘actory-orogrammed mask SOM orogram memaory ‘ot
OW=COSt Ngh volume production, and the 3038 without program memory for use with axternal program memories

This MICroprocassor s designed to be an etficient controi/ar as well as an anthmetic processor The 8048 has extensive oit
handhing capability as well as tacilities for both binary and BCD arithmetic. Elficient use of program memary resuits trom
an nstruction set consisting mostly of single byte Nstructions and N0 INStructions over two bytes in length

PIN CONFIGURATION LOGIC SYMBOL 8LOCK DIAGRAM
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Figure 9 - INTEL 8748 SINGLE-CHIP MICROCCOMPUTER (Regrinted

by peruaission Of Intel Corporation copyright 1977)
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F. PHOGRAMMING LANGUAGES

1. Low-level Lamguagss

a. Machine Code

The computing machine aust be providied with a
serias cor instructions «which tne aritametic logic unit 1is
to perform. The representation or the program as it exists
in executabls form within the program memory 1is called
@achine cod-=. LE a computing @a2acnine has a large
instructicn repetoire, programming in nacanine code is a vary
cumbersome frocess. This is becaus= th2 instructions =axist
as numbers and aemorization of thae 1astruction set 1is
difficulce. Most microprocessors have instruction sets
exceeding 70 operation codes. Of significance here, is the
fact that different cemputers, minicomputers, and
microprocessors each have distinctly different instruction
sets. Machine language programmiang 1s crarely wutilized
except during initial development of a system design. This
is the mcst rudimentary form of programming cn any comfputer,
and althougi infrequently used, it is usually well
understood by persons engaged in low-level 1language
programming.

b. Assembly Languages

The second most basic lavel of computer
programming eaploys assembly languages. As 1in machine

language prcgramming, the language 1itself is usually
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processor dependent. The asseambly language is s9ssentially
similar to machine code, however, instead c¢f using actual
machine interpretable numbers for ianput, the programmer uses
anemonics. Mnemonics are abreviatad alphanumeric werds
whicn serve as @memory aids for programaming on the single
instructicn level. Once the prograa {s written, it is
processed by another program callad an asssmbler, which
ccnverts the amnemonic instructions 1into wmachine ccde.
Assembly language, although still considered a low-level
programmingy language, is in very comaon usage. when a naw
procassor is introduced, most programaing will be
accomplishad in ass2mbly language until higher leval
languages arce adapted *o the processor. This is primarily
due to the relative ease of developing the assemblar program
coapared te construction Of a faigher-level language
compiler.

The medium-level languages, sucan as PL/M and PL/3Z,
cffer the fprogrammer additional programming develcpment
facilities. Generally they are <capable of translating
English-like statements and mathematical equations into
machine code program segments. This capability 1s uasually
limited to integer arithmetic operations such as add,
subtract, multiply, and divide. Floating=-pcint operations
are not included within the language and all operations are
byte or double byte structured rather than word or field
oriented. Medium~level languages are useful in
microprocesscr applications which require a aore extensive
program in which documentation gquality 1s iaportant.
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3. High-Levsl Languages

This group of compu+*ar programming languages
includes most of the well-known languages such as FORTRAN,
COBOL, PAaSCAL, BASIC and CMS-2, the Navy's standard tactical
computer language. Languages within this category ars
capable of translating complex algebraic egquations into
@xecutable machine code. This allows large programming
tasks to be accomplished with 1la3ss effort. Beyond this
obvious advantage, the use of high-levsl languages enables
grogranm transferability between different cComputers,
assuming that a compiler program exists for each computer of
distinct architecture. Usually, the transier of prcgraas
can be accomplished with littie or no wmodification of the
original prcgram. Although the programming Eroc2ss becomas
much aore efficient using a high-l2vel language, the
execution efficisncy of the <compiler produced code is

raduced over that of the low or medium=-level languages.
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III. TACIICAL AIREORNE COMRUTZR SYSTEAS

d. TYPICAL CEPLOYED AIRCRAFT SYSTEMS

The technclogical capability of ainia%turizing a corputar
to a siz2 and w2ight compartible Wwith tactical j2t aircrafe
caused immediate applica%tion in Naval and Air Force avionics
designs. Ir the Navy's A-7E, <for =2xample, a rslatively
small (approximately two cubic feet) general purpose central

computer <ccntrols aany of the cockpit visual disglays,

(9]

performs navigational computactions, perfcras ballis=i
calculations and effects automatic weapcen relsase for
saveral different types of guided and unguided weapons. Th2
A-0E on-board computer is very similar in fuaction tc that
of the A-7% in that it consists of on=2 central computar
surrounded Lty wmany analog or digitval peripheral devices.
Figure 14 shcws the A-7E avionics systa2m in block dJiagram

form.

The A-6E and A-7E systems effected @aajocr advances 12
tactical aircraft weapon delivery accuracy and overall
aircratt mission performance. These aircraft demonstrated
that any future tactical aircraft aust be eguipped with some
form of a digital computing systenm.

Subseguent Naval aircraft, and tae number of computars

incorporated in their avionics systeas include: E-2 (3), S-3 .

(S5), and the F-14 (6) . The nuaber of coaputers on board
each aircraft shown in parentheses does not include emkedded
aicroprocesscrs, that is, microprocessor Jevices used 1in
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paripneral equipment and distributed throughout the
aircraft. The F-14, for example, nas a separate computsr
dedicatad to 2ach of the following <functicns: navigation,
combat systea, engine monitoring and control systenm,
displays control, wing sweepd controi, and weapon delivery

control.
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E. NAVY STANDARDIZATION QOF TACTICAL COMPUTERS

With the vrapidly growing proliferation of coamputing
devices, it became apparent that controls aust be placed on
the variety ¢I computing machines utilized in Naval aircraft
and other avionics systems. In order to minimize logistical
and maintenance problems, the Navy planned for standard
ccmputers to be used in all of its tactical systeas. This
standardization plan provided for shipboard and shore-bas=ad
large scale coaputers, the AN/UYK-7, ainicomputers, tae
AN/UYK=-20; as well as the standard AN/AYK-14 <for airborae

systeas.
In additioa to standardization ot the comgputing
machines, the Navy also standardizad its prograaming

language namad CM¥S-2. This high-level language <family 1in
its various forms, was 1intended to serve as a ccamon
language 1link between the AN/UYK-7, AN/UYK-20 and tae
AN/AYK=-14. Due to hardware differances, among the three
computer types, complete program transferability was never
achieved. The CM4S-2 compilers and cross-ccapilers ccnvert
C¥5-2 language programs into the machine language reguired
Ey the intended computer.

C. AN/AYK-14 AIRBCRNE TACTICAL COMPUTER

The AN/AYK-14 is the Navy's designated airborne general
purpose computer. It is 1iasplemented wusing bit-slice
(descrited below) large scale integrated circuit technology,
ahd was Jdesigned to be functionally eguivalent <0 the
physically larger AN /UYK-20 ainicomputer. Because the
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AN/AYK=14 uses *he same operation codes as the AN/UYK-20,
program transter between the two computerf types 1is usually
Fossible. This fe2ature was one Of the majcr gocals c¢f tiae
standardizaticn progran.

The Etit-slice architectur2 is primarily responsible for
this designed-in capability in *he casas of the AN/AYK-14,
Using Advanced Micro Devicss 2900 series it~slice
microprocessor enabled designers to coanstruct a custcmizad
computer with user defined operation codes and parformancs.
In short, ktit-slice technigues allow th= user to define the
acrchitecture of the processor through wvariations of
comgonent 1aterconn=a:ction and aicro-programming code.
Figure 13 shows a typical bit~slice processcr consisting o:f
savaral ccmpatible single-chifp ccmponents. Expansion cf the
bit-slice systsm i1s accomplished by annexing addirional
central processing =2lsamsnts (CPE), one rfor every two or four
bits. BEach CPE 1is capable of sxecutiag cnly a few basic
instructions includiang two's coaplsmsnt arithaetic, Dbcclean
cperations, shifting left or right, and bit and zero
checking. The microprcgram control unit feed¢ the central
processing elements with the desired segusance of
aicroinstructions derived from the microprogram leaory. Ia
this way, the actual internal functioning o the
"customized" microprocessor is determined by the designer.
Thus, the microprocessor can be designed to respond tc most

predetermined sets of imstructioas.

dnother cf the major advantages of the bit-slice machine
is its -expandability in teras of word 1lengta without
significant 1loss of speed. Each central prccessing element
executes the same instruction sequence dut cnly opsrates on
a two or four bit slice of the computer wcrd. The variable
word length can eiffectively increase throughput rate and
thereby improve the overall computational power <¢f %thae
computing machine being designed.
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3001

MICROPROGRAM CONTROL UNIT

The INTEL " 3001 Microorogram Con

trol Jmt MCU) controis the sequence
SOICR MICromnstructions sre felched

from the ™Croprogram memary Its
functions n¢luge the toilowing

Maintenancs ot the microprogram
AQqaress reqister

Selection of the next microinstruction
Dased on the contents of the micro
Qrogram agaress ragister

Qecoding and testing ot data suppiiea
via several nput dusses 1o Jdetermine
the microinstruction 2xecution
sequence

Saving and testing of carry output data
from the centrai orocessor (CP) array
Control of carry shitt input data
the CP array

Cantrol of microprogram nterrupts

High Performance - 85 ns Cycle
Time
TTL and OTL Compatbie
Fully Buffered Three-State and Open
Collector Qutputs
Direct Addressing of Standard Sipolar
PROM or ROM
512 Microinstruction Addressability
Advanced Organization
9-Bit Microprogram Address Regster
and Bus
4-8it Program Latch
Two Flag Registers
Eleven Address Control Functions
Three Jump and Test Latch
Functions
16-way Jumg and Test instruction
Bus Function
Eight Flag Control Functions
Four Flag input Functions
Four Flag Output Funcnons
40 Pin DIP
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The major disadvantage of such a system 1lies in the
additional 1level of design which must be performed in order
to obtain a workable computer. The consequednce of this is
that each dsveloper must invest a gr=2at d2al in software
development tools just to bring the prccesscr to the usabls
lesvel of ogfperaticn. Large effort must e <expended in
developing operation codes, assembly language mnemcnics,
assemblers, cross-assemblers, compilers and debugging
prcgrams befcre any real application of the system can De
r=alized. The AN/AYK-14 dsvelopment has surpassed this
leval and incézed, much has been invested in <the systen
davelcpment prograam.

In the previcus saction we 2xamnined the histcrical
developament of computerized tactical avicaics systams.
Recent developments in microprocessor architectur=s, ramely
distributsd processing and ccncurrent processing technigues,
have suggested alternatives to the conventional central
computer concept presently employed 1in tactical aircrarft
systems. This section describes one generalized alternative
design which can be easily expanded or diminished to suit
the requirements of the particular airframe or tac*ical
mission. This design concept will be used as a comparison
model in subsequent analyses and discussion.
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a. Single-Board Ccmputer (SBC)

From the single-chip aicroprccessor, several
manufacturers, led Ly Intel Corporaticn and Texas
Instruments, have produced single-board ccmputers. These
are typically constructed on a single printed «circuit card
generally less :than 80 square inches in area and composed of
several MSI and LSI components. Each single-board <computer
contains a central processing unit, random accass (nemory,
prograa amemcry, parallel input/outgut gorts, serial
input/output ports, and a anultiplexed bus intarfacs for
common memory access and inter-board communication. The
current trend in single-toard coamputer design is to reduce
the number c¢f discrate components while 1increasing the
amount of on-board wmemery and peripaeral communication
capability. Figure 14 shows a cypical single-board computar

and its assocciated block diagran.

Very recently, several LSI manufacturers have
marketed single-chip "computers", which iaplement all of the
SBC features in a single integrated «circuit package.
Intel's 80438 series is such a family of devices. The Intel
8022 for example, contains 64 bytes of RAM, 2048 bytes of
FROM, three parallel ports, and even an analog to digital
conversion saction. The trend in the industry is to
continue packing more memory and speed into the single-chip
devices. It is anticipated that concurrent processing will
sgon be possible on a single printed «circuit board by
arranging several single-chip computers on a card.
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intel
SBC 80/20 SINGLE BOARD COMPUTER

8080A CPU Full Multi-Master Bus control logic which allows
up to 16 masters to share system bus

2K bytes static read/write memory
Eight-level programmable interrupt control

Sockets for 4K bytes of erasable reprogrammable

or masked Read-Only-Memory Two programmable 16-bit BCD and binary timers
48 programmable parallel 1/0O lines with sockets for Auxiliary power bus, memory protect, and Power-
interchangeable line drivers and line terminators Fail Interrupt control logic provided for battery

back-up RAM requirements
Programmable synchronous/asynchronous RS232C
compatible serial interface with fully software- Compatible with optional memory and 1/O expan-
selectable baud rate generation sion boards

The SBC 80/20 is a member of intel’s complete line of OEM computer systems which take fuil advantage of Intei’s LS| tech
nology to provide 2conomical, self-contained computer based solutions for OEM apphcations Tha SBC 80/20 is a complete
computer system on a single 6.75 X 12-inch printed circuit card The CPU, system clock, read write memory nonvolatile
read-oniy-memory, [/Q ports and drivers. serial communications intertace. driorty interrupt fOgIc, two Drogrammabie timers.
muiti-master bus control logic, and bus 2xpansion drivers all reside on the board

Intel’s powerful 8-bit n-channel MOS 8080A CPU. fabricated on a single LSl chip. s the central orocessor for the SBC
80/20. The 8080A contains six 3-bit general-purpose registers and an accumuiator. The six general-purpose registers may be
addressed ndividually or in pairs, providing both single ana double precision gperators. Minimum instruction execution time
is 1.86 usec.

The 8080A has a 16-bit program countar which allows direct addressing ot up to 65 536 by tes ot memory. An external stack
located within any oortion of read/write memory, May De used 4s a (ast i/ first out storage area 'or the contents ot the
orogram counter, flags, accumulator. and all of the six general-purpose reqisters. A 16-bit stack pointer controls the address
ing of this external stack. This stack provides subroutine nesting that is bounded only by memory size

Figure 14 - INTEL SBC80,/20 SINGLZ-BOARD COMPUTER (Reprinted

by permission of Intel Corporation copyright 1977)
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b. cConcurrent processing

concurre=nt processing 1s siamply the tachnigue or
putting mcre than one [rocessor or CPU to work at perferming
a job normally don=2 0y oae computer. T[h=2re acre sevaral ways
in which this wmay te accomplisnad d2panding on the
interconnaction structure of the processors used. Figure 15
g depicts thres possible arrangements Of saveral processors

configured for concurrent processiayg.

The prceccessing power of such a system depends on
redundancy <c¢f central processing units. Each processing
unit perrorms a rtunction independent of tha others but
comaunicatas witn Others, either directly cr through means

of a commcn aemory block. By sharing vcthe computing leoad, |

? the throughgut Oor the overall spead of the system, depends
; cn the nuaper of processing e€lsaments in th2 system, th2
? informa tion transfer rate on the systeam bLus and tane actual
s tus usage factor.

an all important aspect of a concurrent
Frocessing system is the degree of homcygeniety achieved by
using common building blocks in its implesentation. This

hoaogeniety Oof components can effect suostantial reductions
in the life-cycle cost of a computing system. The cost
reduction factors are discussed in further detail in the
forthcoming sections of this thesis.

ds 1 nodel for further discussicn, we will refer

s b A A e s P i e e Sl

to the generalized avionics processing systeam shown in Fig.
6. The structure shown providas <for several aftfinit

groups of concurrant processors, possibly disctributed
physically througaout the aircratt, each c¢camunicating to
the other via high-speed fiber optic cable. Withir each
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affinity grcup, there are several single-tocard computers
@ach performing a specialized function. For exaaple, SBC
nuaber 1 may perform the navigation computations by taking
data from the inertial navigation 3Jyros and acceleroseters
and passing information to be displayed c¢n <the pilet's
head-up-display (HUD) unit to the comamon memory "mail box".
S8C number 4, which controls the cockpit disglays picks wup
the data dapcsited by SBC number 2 and sends the approfriate
control signals to the video displays in the cockpit.
Likewise, the weapons delivery computer can access the same
data deposited by number 2 and perform ballistic
calculations and automatically control bomb delivery.

<S4

A S TT GRS




a. Pipeline Configuration -- Data are passed along
from one processor to another, each processor
pertorming a part of the overall operation.
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| b. Array Configuration -- Each processor nerforms

the same opveration depending on neighboring
processors ftor data.

1 2 Sl aces - o n
Common
Bus
am————
¢. Independent Configuration -- Each processor

performs an indermendent function under its own
program. This is the most versatile form of
concurrent processing.

Figure 15 - CONCURRENT PROCESSING TECHNTOUES
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A. PROBLEM STATEMENT

One of the major gcals of the Navy's tactical cormputer
standardization program discussed in the previous section,
Was to reduce costs through eliminaticn of distinct
computers in tactical computer applicaticns and to allow
common support software procurement for th2se wmachines.
Indeed, the basic concept is sound, however, a major flaw
exists in the iaplementation of the plan. That is, the plan
does not provid: adequately for tachnological growth on a
scale experisnced during the "LSI revolution."”

New LSI devices are being developed at an alarming rate,
each with @gsore «capabilities than their predecesscrs.
Circuits are literally obsolete within one cr two years of
initial ©production. Similarly, advances in programming
techniques are taking place but at a amuch slower rate.
Program maintenance and development is certain to tecome
@ore important as time progresses. A third related area of
progress has been in the architecture «c¢f the overall
Coamputing machinpe. Advances in data bus structures, fiber
optic coammunications, distributed processing, concurrent
Frocessing, and array processing have cpened new horizens in
the data fprocessing field. The development of these and
other devices or techniques have changed circumstances so
dramatically, that the AN/AYK-14 standardization plan may
not be long-lived. It is the author's cpinion that the
oewly achievable architectures will be incorgcrated in the
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next generation of tactical military aircraft.

It is the purpose of the remainder of this thesis,
therefore, to 2xamine the various alternatives made
available by LSI tecanological advances, and rcslate the
cost, performance and growth benefits of each with t
the present Navy standardization plan.

The concurrent processing computer design ccncept
presanted in the previcus section as an alternative tc the
cantralizsd computer, must be considered as a prime
candidate <fcr incorporation in the next generaticn of
tactical a@military aircratft. In this section, we will
explore some Of the ma jor cost/perrformance tradeoffs between
tne concurrent processing and the c2ntralized computer
design concepts. Berfore beginning this discussion, however,
3t must again be enphasized that the £ield of
microelectronics is still growing at an accelerating rate,
Any long~-range planning effort must take this fact into
account. It is quite probable that within the next decade,
an altogethser new alternative to either the centralized or
concurrant grocessing techniques «will emerge. dAnother
important factor is the ever 1increasing iampact of
programming. Programming costs are continuing to beccme a
larger propcrtion of the overall system cost.

We will begin by identifying some <¢f the cost and
performance factors associated with the two alternative
models. It is hoped that the following discussion will aid
in the decision making for those involved in the long-range
planning 2ffcrt <for future avionics systems acquisition
prograas.
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Recent studies by Genovese (4], and Kodres, Buttinger,
Hamaing and Jones (2] have .concluded through cost and
performance analyses, that a aomogeneous
microprocesscr-based concurrent processing system could be
up to twica2 as cost-effective as a central aminicomgputer.
Ihe wmethodology wused herein will be to present a narrative
rationale which «contributes to the SUggort of the
alternative coancurrent processing avionics system. We will
look at the troad catsgories of acquisition and maintenance
cost considerations of both hardware and scitware. In the
final chapter, we will draw appropriates ccanclusicons and
present possiole «courses <c¢f actiona to ke considersd as
viable 1a tha procurement processes of <future avionics

computer systams.

We will wcrk under the assumption that the single-board
computer modules used in our alternative model would achisve
Navy-wide standardization status with hcpges of DCD or
possibly even industrial standardization. In any case, the
components used in the single-board computer =modules would
be commercially available, high-production, low-cost
components. It is impertant to note, that since each wxodule
would be capable of functioning as an independant device, it
could £ind an even wider application than that of avionics
systenms. Some systems may require ten c¢r aore identical
modules while others may only require oane or two, depending
on the <complexity of the function. This would result in a
auch higher production base than the pursuit of the
specialized central «computer alternative. This predicted
bigher prcduction base will be the over-riding argumenrt in
favor of the concurrent gfprocessing alternative in tae
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forthcoming discussion.

C. HARDWARE COST FACTCRS

The research and development Fhase of the
acquisiticn process of an airbtorne coaputer system will be
significantly affacted by choice of coamputer arcchitectures.
In the case of the AN/AYK-14, this phase is mostly history,
dhereas fcr the concurrent processing model, we can -cnly
éstimata the efrfects of its igplementaticn on procurement
costs.

The Navy's AN/AYK=-14 standard, although
incorporating the latest and fastest in bit-slice
WICILOProOocCessors, is unigue in that the design was forced to
accomodate the AN/AYK-20 instruction set and software. It
therefore became a "Navy" computer with production astimated
at most to be approximately 6500 units [3]. This estimation
assumes that the AN/AYK-14 will definitely be installed in
the F-18, LAMPS, MKIII, IEWS, and numerous other airborane
applications. A @more conservative astimate, allowirg for
program discontinuances and project funding cutbacks would
place the figure at about 3000 units. A committment has
been made to the AN/AYK-14 program and time will reveal tae
actual cost per «computer. Present estimates place the
acquisition costs alone at over 350,000 per copy. [2]. The
production base for the present Navy program will be solely
determined by the procurement action of the Departmernt of
Cefense.

It stands to reason, however, when dealing with




devices which are ccmmonly wused throughout industry, the
3080 microprocessor ror examfle, tne unknowns in a system's
davelopment are significantly reduced. The risk of failing
to meet design objectives are substantially lessened. By
Wworking ewitia a smaller, less complex aoduls, the davelcpmeat
9f the singls-board coamputar itself would be a coaparatively
ainor task. Most o0f the expense in davelcping a werking
single-bocard computer is in the design and dJdevelopment of
the LSI <components themselves. These costs, however, are
shared oy industrial users and again become insignificant
for large froduction items. The hardware research and
dsvelopament costs to be considered, thaen, are in the desiga
and development of the various systems formed frcm the
single-board computer modules. This includes 1interface to
tae wmany peripheral systems attached to the computer. Tae
engineering task of developing a working concurrant
procassing system is currently being performed by tae
private industrial sector out of commercial ipterest in the
technigue. The single-board computer module capatle of
performaing concurrent processing has been on the market for
over one year as of this writing. Intel Corporation's
58C-80/20 computer can operate in a system ccntaining up to
16 individual master computers sharing +the same bus
structure and a common memory.

Militarizing the hardware clearly becomes an
important cost issue. Militarized versions of many LSI
components are now becoming available from the 1larger
manufacturers such as Intel and Texas Iastruments. The
manufacturers are correctly anticipating greater usage of
microprocesscrs, LSI memories and peripheral interface
components in military applications. Industrial  users,
namely the automobile industry, have aeed for  miltary
nardened components in harsh environmeat applications.
Conformanca tc Mil standard 833 is becoaming coamon place
among LSI suppliers. Of course, a premium price is placed
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on wmilitarized, JAN approved devices, but, as usage
increases, methods of improving yia2ld will surely reduce the
added costs.

The point saould be clear by now. If the Navy wers
to implement a computer system which utilized the industrial
standard coagponents, the research and developmant costs
would be for the most part borne by the entire industrial
complex. The cost savings to the government would be
substantial as expresssd in Refs. 2 and 4.

~

The same reasoning holds true for other cost factors
associated with acguisition. Thesea include: fabrication,
test aguipnent, development and production planning,
techknical manuals, training materials, initial training
courses, and cthers.

Maintaining a deployed avionics systea is a ccmplex
a>tivity and entails the upkeep and support c¢f nearly every
@lectronic device in an aircraft. We cculd consider thae
support ot instrumentation, various sensors, radac,
communicatioans, and inertial navigation subsystess in
addition to numerous other subsystems in treating *he
malntenance costs of the total avionics system. For tae
purposes of this thesis, however, we will put aside the
question of total support and concentrate only on those
aspects arfected by the choice of ccaputer systam
architecture.

As in the acguisition cost factor discussion, the
cost of saintaining the hardware ct a comgosite
microprocesscr-based computer system is greatly influenced
by the use of industry supported coaponsnts. Since mcdulas
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are relatively siaple in construction, varying only in
program content, trouble shooting is simglified on an
organizational 1level by wusing ryplacement technigues.
Intarmediate maintenance facilities would maintain mcdule
test equipment which cculd accomodate all variations orf tae
pasic module by running diagnostic programs to veriry
correct ope:ation of components on the poard. Should simple
automated testing of a module fail tc identify ¢

malfunctioning component, or if Jamage were <2axtensive, thae
ralatively 3small cost of esach module would justify discard
and replacm2at <from spare parts. Tais concept avoids
high-level training requirements for both organizational and
intermediace level maintenance activity perScanel.
Similarly, the tast -equipment reguired at csitasr lavel 1is

2inimized.

Another important aspect OL maintainablility is the
ncde of failure which wmay Lte =2=xpectad frcm use of tae
modular systen. Sincs the system with mcdules removed 1is
extremely siaple in construction, consisting @mostly of
mounting hardware and power supply components, nearly all
failures can be expected to cccur within a mcdule. Failure
Of a single module would not have a great effact cn the
overall perfcrmance of the missicn computer. Thus, gracefudl
degradation is <clearly acccmplished without special d=asign
effort. Shculd a particular module be resgonsible for a
critical <function, it alone could be duplicatad within the
system. This selective redundancy is easily more desirable
than duplicating the entire 1aission computer as ragquired
with the csntral computer concept. A case in point is the
F-18 which makes wuse of two AN/AYK-14 computers to retain
mission reliability at an acceptable level.

Reliability testing of the Intal SBC-80/10
single-board computer has resulted in a w@mean tiame betwean
failure of 91,739 hours with a 90% confidence factor. The
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tasts ware ccnducted under accelerated life conditions on a
commercial (non-militarized) version of the toard.
Reference 2 derated this figure to 25,000 hours MTEF to
allow for a 559C operating temperature. This r2sults in a
10 year life expectancy when the eguipuent 1s continuousiy
cperataed at 259C.

D. SOFTWARE COST FACTCRS

The sortware of a system follows a procurament process
which in many ways 1s similar to that for the hardvara.
That is, there are both acquisition and amaintenance costs to
be considared. As with the hardwar2 costs, software costs
are closely related to the production base of the hardwars.
The Costs Of scftware fprocurament and amaintapance are also a
function of the breadth of use of the software develcpaent
tools. In this section we discuss some of the mere
important ascects of software acquisition and maintenance as

related to the choice of computer hardware architectures.
1. Sosiwaze Acguisitiop

The effort and expense 1invested 1in the software
acquisition phase Of a computer system are in many Trespects
similar to the acquisition of hardware. The importance of
proper sc¢ftware planning has been typically underestimated
oy hardware oriented systems planners. This is in part due
to the relative nawness of programmed logic <concapts. AsS
discussed in Chapter II, the 1intalligeuce oOf a "smart"
circuit exists within the program aeaory. The ratio of
software te hardwvare cost is growing constantly as
microcircuit devices become more coaamon. While hardware

costs drop due to ever-improving production technigues, the
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cost Of producing software ccntinues to be a human intensive
activity. Thus, equivalent cost r2ductions have not been
attainable in this area. Much of tha eoxpense of sotftware
davelopment is comprised of build-up costs of the prograa
davelopument TOOL s such as ass2woiers, compilers,
cross-compilers, 2mulators, and dccumentation oI such tocls.
Another majcr cost factor Iis 1a th2 2ducation of
programmers, operators and maintenance perscnnel in the use
of various languages and other devalopment tcols.

By adapting to industrial standards of software
davelopment, a savings similar ¢o that of utilizing indus+*ry
standard hardware could b2 realized. At present, the Navy
is trying t¢ enforce the use of <CMS-2 as a standard
nigh-level grogramming language. <Consequently, <he Navy is
the only agency using the language. 2ducation,
documentation, and development cCcosts aust all be borne Dy
the Navy at reat expense. Many micrcgrocessor-based
computers have experienced broad usage tc an 2xtent that
many common high-level languages have been indapendently
adapted bty the private sector for their use. Industry has
racognized the need for high-lavel programability of tae
microcomputer devices in increasing the productivity cf the
human element 1n software development. Due to the large
aumber Of usaers, the cost of development cf the programaing
tools is widely distributed. As a consequence, a very
capable FORTRAN IV, COBOL, PASCAL, ©PL/M, APL or EASIC
compiler can be typically purchased for 1less that $2,000.
This makes the 1investment oOf several million dollars in
development O0f the CNS-2 language standard seem rather
vasteful.

Development tools are not the only rfactor affectiag
acquisition <costs nowever, the importance of shifting to an
industry stapdard language becomes more proncunced when we

consider the impact of .apidly changing hardware.
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A major motive behind -enforcing a high-level
language is to promote software transtferability from machine
to machine. The idea is that as hardware changes, we shculd
be able to retain some of the prograaming effort already
investad., It must be recognized, haowaver, that only a
portion o©of any program can be practically transferred to a
computer of radically different architecture. This assunmes,
of course, that programs themselwes are modularized such
that some routines are hardware independent. An example
would be high-1level mathematical functions such as
floating-point routines or various transcendental functions
such as sine, cosine or logarithms. Entire operational
functions such as Dballistic calculation routines could
possibly be transferred from on2 generaticn of machine to
another, assuming input parameters did aot vary during the
transition. Other routines beéoue hardware dependent and
would not be usable in most casas unless a high degres of
standardization existed in communication prctocol. This is
an unlikely happenstance.

Qf course, these concepts are 9qually applicatle to
the <centralized coamputer alternative, but, it is the
author's opinion that the wuse of industrial s+*andard
software development languages would prove wmore Dbeneficial
if industial standard hardware were also adogpted.

Softwvare Maiptenance

It 1is somewhat difficult to divorce the maintenance
aspects of scftware from the acquisition process. MYuch of
the argument presented in favor of the modular computer

alternative in the previous section helds true for
maiatenance. Very little software maintenance is typically
conducted at the depot, intermediate or organizational
lavel. Program upkeep would be, as in the case of the A-T7E
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and other tactical aircraft, effected at one of the Naval
laboratories, such as ©Naval Weapons Center, China Lake,

California. Program modifications are distributed, after
extensive evaluation, to the tactical =sguadrons on a
fleet-wide Lasis. Organizational waintenance persconnel
incorporats the changes under supervision of a revision teanm
from the cognizant support facility. Tais is accoaplished,
in the case of ccre memory systeams by "reading in" the naw
program from magnetic or paper tape. In the case of
single-board computer systems, this functicn would involve
"burning" new program memory FROMs aand ianstalling them in
place of the outdated PROMs which could then be recycled.
One effect of the @modular ccncept is that precgranm
modifications can bte implemented in one moduls without
affecting the integrity of the other modules in the systean.
Certain prcgram alteraticns may require the field
ra2placement of only one or two PROMS on a single-board
computer. danageament of field changas to tae softwars wculd
te more difficult in this case since extra care must »pe
exercised tc prevent mixing old PROM versions with the new
cnes.
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The foregoing discussion presents an argument in favor

Of moving away from high-cost centralized airborne tactical
computers toward inccrporating a moderate cost modularized
concurrent processing architecture using low-cost industrial
standard comgcnents or modules. R2ferences 2 and 4 indicate
that such a move is economically sound. In the problem
statement oOf Chapter IV, we implied <that the ©present
avionics procurement program, in pursuing the <c¢entralized
computer alternative, does not adequately provide for a
tachnological growth of the @magnituds currently being
experienced in tne semiconductor industry. The consensus Ot
Opinion within th2 Navy places a large iagcrtance on tae
sunx costz 1invested in the CMS-2 language and tactical
computer standardizaticn program. Rererence 2 recommends a
departure <from the present acgquisition fplan. It is the
author's opinion that an opportunity exists tar the
government to benefit from current industrial activities in
this area, rather than the traditional situation in which
industry benefits from government spcnsored research and
davelopment programs. It is ftelievaed that military tactical
avionics programs can remain state-of-the-art while
capitalizing on the natural industrial collective tendency
to minimize internal costs while advancing the technolcgical
tase through competiticn for the consumer market. As new
devices beccme available, the industry will dinevitably
devise the appropriate softwvare development tools,
documentation and training programs, usually on a timely
basis. There¢ seem to be few 2conomical arguments against
the government becowming simply another consumer where
computing egquipment is concerned. It has already teen
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pointed ocut that an inexpensive microcomputer can perfora
the same function as its expensive minicomputer countergart.

The idea that military avionics should be allowed to lag
cehind che industry may, at first, ssem inconsistant with
current concepts. Considering the rate cf change in the
microelectronics technology, and the fact that government
sponsored research and development projects are usually no
longer state-of-the-art by the time of full-scale
production, this may not be such an unreascnable progposal.
It is believed that the government represents a large encugh
gortion of tae consumer market to effectively influence the
direction which LSI manufacturers will pursue in develoring
new and, hopefully, compatible devices.

In summary, then, the following recommendations are
presented as wmethods of taking advantage of current and
projected trends in microelectronic developanents:

1. The Navy or joint services should form a proj=act cffice
to further evaluate the conseguences and possible
benefits cf incorporating a concurrent processing
computer system utilizing industry standard coampcnents
in the next generation of tactical aircraft.

2. The Navy should strongly consider phasing out the C¥S-2
language in favor of languages amore widely supported by
the computer manufacturers: PASCAL, BASIC, FORTRAN.

3. As the computer and microelectronic circuit
manufacturers develop new technigues and devices, VNavy
avionics program managers should evaluate the
advancements for possible incorporation into tactical
aircraft wunder design. Avioaics acquisition prograas
should azaintain a consumer posture when considering
computer systems.

4. Programming should be in high-level languages, when
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possible, to permit carry over of programs to the next
generation of computers.

Programs should be modularized into hardware
indepandent and hardware depandant cpartitions where
possible to facilitate softwar2 transferability.

Standardized communications protocols should be
developed for both serial and parallel bus structures
so that succeeding generations of ccmputer mcdules
would tend to evolve along set guidelines. This would
have a stabilizing effect on both hardware and software
compatability, thus, increasing system 1life and
reducing transiticn costs.
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