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ABSTRACT

The near wake of a circular cylinder in crossflow

is experimentally investigated for Reynolds number 7600.

The purpose is to develop techniques for characterizing

the formation region of the Kármán vortex street in

the presence of transition to turbulence and to use

these techniques to examine the quasi-periodic vortex

shedding phenomenon . A thermal tracer is used to tag

vortical f lu id  in one of the cy linder boundary layers

and this scalar is subsequently detected in the wake .

The instantaneous phase of the amplitude and frequency

modulated polychromatic vortex shedding phenomenon is

computed using a digital Hu bert t ransform technique .

This method is a generalization of the monochromatic

complex rotating vector to processes which are modulated.

The computed phase is used to conditionally sample the

wake temperature using a six—sensor resistance thermometer

array , and the resulting data are processed using

statistical methods. Results demonstrate that the near

wake region contains diffuse vortical fluid and this fluid

has a role in the shear layer instability . The statistics

also show the formation and shedd ing of a mean Kárm~ n

vortex , and lead to a possible explanation of the modul ation

process.

xii
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CHAPTER I

INTRODUCTION

Previous work related to the formation region in the

wake of a circular cylinder in crossflow is discussed . Open

questions related to length scales and the transition to

turbulence are considered . This leads to an examination

of relevant experimental techniques found in recent

literature . The determination of a more objective experi-

mental technique for the characterization of the near wake

is established as the objective of the present research, and

the resulting experiment is presented.

Relevant Literature

The underlying mechanism of the K~ rm~ n vortex street

has proven to be a particul arly elusive phenomenon in

fluid mechanics. In 1911 K~ rmán f 291 presented his theory

of the vortex street. Quoting Roshko 
~3) 

in 1955: “It

can hardly be said that any fundamental advance in the

problem has been made since Kármán ’s stability papers...” .

The near wake of a bluff body has shown itself to be a

region of complex interaction among flow parameters ,

including Reynolds number , geometry and free stream turbu-

lence level. A unif ied relationship between these and other

flowfield parameters remains to be found.

Based on experiments and qualitative observations, the

vortex shedding phenomenon has been classified in to several  

, . -~~~~ - - -~~~ - ---~~~~~ .- .~~ - , - ~~~~~~~~ -



2

dist inct  regimes summarized by Morkovin (20] . The regime

to be considered in the following work is termed

“subcritical” and encompasses flow around cylinders for a

Reynolds number range of 150—300 to l0~ — l.3x l0~~. This

range of Re is characterized by single vortex sheet

instability in the separated boundary layer , with the

transition to turbulence approaching the cylinder with

increasing Re . An interesting characteristic is the

relative constancy of the Strouhal number within this

range , as shown in Figure 1.

In an effort to further understand this Reynolds number

regime, Bloor [3] investigated the transition to turbulence

in the near wake. For a Re range of l.3x l0~ to 8x 10~

she found regular transition waves in the separated shear

layer. The downstream position at which these waves first

appear was measured for a variety of Re . This t ransi t ion

length , L t, decreases with increasing Re (Fig. 2). It

was her conclusion that transition to turbulence occurs as

a result of nonlinear distortion of these Bloor vortices,

as they are now known.

For Re greater than approximately 8x l0~ , these

transition waves are not evident within the shear layer , and

the shear layer becomes turbulent almost immediately af ter

separation . In a later work , Shimizu [26] suggests that the

L t versus Re curve might change more abruptly near

Re = 8000 (see Fig.2 ). A more immediate laminar-turbulent

~ 

_ _
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t r ans i t ion  seems to replace the r egu la r  t r ans i t ion  waves

in the shear layer. He further subdivides the regimes of

Morkovin [20] into second subcritical (300< Re<5x103),

3 4second critical (5x10 <Re lO ) ,  and first subcritical

(l04< Re<3.5xl05), based on the decrease in spanwise organ-

ization of the vortex shedding . However questions pertain-

ing to the transition to turbulence and the onset of three

dimensionality sti l l  remain.

— Another length scale measured by Bloor (3 1 is the

formation length , Lf .  It is an indication of the down-

stream distance at which the actual roll—up of the Kárm~n

vorticies occurs. She noted that the low frequency velocity

irregularities always observed immediately behind the

cylinder are suddenly reduced at the point where the vort-

icies form. This was the method used by Bloor to measure

Lf .

In more recent work, researchers have attempted to

measure this quantity by various methods , but its exact

definition has been rather ambiguous throughout the litera-

ture. Gerrard [13] defines Lf as the downstream distance

at which non vortical fluid first crosses the center of

the wake . In another work , Bloor and Gerrard [4] define

the formation length as the downstream position where there

is the greatest velocity fluctuation at the second harmonic

of the eddy shedding frequency . Schaefer and .Eskinazi [24]

plotted the lines of peak vorticity as a function of

downstream distance and found that the position of minum um 

---
~~~~~~~~~~~~ ~~~~~~~~~~~~-~~~~~ . - ‘
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separation between these lines correspond s to the region

where velocity fluctuations are greatest. Bearman 11) did

much the same thing for bluff bodies with splitter plates.

However the concept of formation length remains ill defined;

certainly an exact definition of the formation length and

good objective method for its measurement remain to be

found .

Still another characteristic length , the diffusion

length Ld, was proposed by Gerrard [131. It is defined

as the instantaneous shear layer thickness at the point

of strong crosswake shear layer interaction . Gerrard

hypothesized that the volume of the formation region is

established by a balance between the amount of fluid

entrained by the free shear layers and the amount of fluid

returned to the formation region in the process of shedding

a K~rmán vortex. The relative thickness of the shear layer

should indicate the amount of fluid entrained by unsteady

processes in the shear layer. As Re increases , the decreas-

ing Lt should result in greater entrainment by the separated

shear layer, resulting in a decrease of the formation

length. It is this decrease in formation length , balanced

by the increase in entrainment , (hence more dif fuse K~tm~n

vorticies) that Gerrard said results in a relatively con-

stant Strouhal number. This in fact was implied by the

pitot-tube traverses of Schiller and Linke [25 ] in 1933.

One must keep in mind that this is merely a hypothesis.

The only data on Ld is that presented by Gerrard [14 ]

j
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giving average and instantaneous layer thicknesses for

two Re (5x10 3 and 2x104). His method of inferring the

instantaneous shear layer thickness was to place a pair

of hot wires in a vertical downstream plane corresponding

to Lf and spacing them across the shear layer so as to give

the greatest difference between the signals at transition

wave frequency . The results of this method agreed with his

earlier theory .

Wille (301 presented a somewhat different theory for

the shedding phenomenon . He noted that the shear layers

surround a region of relatively dead fluid and the width of

this region is decreasing with increased downstream position.

The resulting curved streamlines create a pressure force

which is balanced by the inward spiralling of the outer

flow. It is a reaction to this curvature which results

in the influx of fingers of irrotational flow.

Another tempting approach to the problem is that of

inviscid modelling using numerical techniques. The shear

layer has been successfully modelled by finely spaced line

vorticies. Clements [8] considered the flow along a long ,

rectangular body with sharp separation lines. He showed

that the vorticity collected into an organized , periodic

structure which suggests the Kárm~n street. On the other

hand , Wille (30] finds it inconceivable that in a real fluid

inviscid induction is a primary agent across a wake of width

one to two orders of magnitude greater than the vorticity

layer thickness.

——

~

- . . -  -~~ ~~~- -—~~ - -~~~~~- - - .-
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An often mentioned result of increasing Re is the

presence of low frequency fluctuations (an order of magnitude

lower in frequency than the Strouhal frequency) in the near

vicinity of the cylinder . Bloor [4] mentions that there are

always low frequencies present in the near wake except very

near the end of the formation region . Gerrard [12] found

that for Re=2xl04 there is a random spanwise ±15 degree

tilting of vortex lines, and this tilting changes at a

frequency an order of magnitude lower than the Strouhal

frequency. Maekawa and Mizuno [18] noted that hot wire

signals taken near the separation point had a beat—like

amplitude variation at this lower frequency . Mattingly [19 ]

mentioned a low frequency undulation in the separation

line . For Re between 2x10 4 and 6x10 4 , spanwise cells of

well correlated flow corresponding to the undulated separ-

ation line would drift along the cylinder. With increasing

Re, the width of these cells would decrease, until the

spanwise organization disappeared near Re=7.5x104. It is

interesting to note the work of Keefe 116], who found that

by adding end plates to the cylinder and decreasing the

spacing between them , the wake between them would become

more orgcnized with the resulting fluctuating lift much

larger.

In attempts to further understand the presence of

low-frequencies , similar experiments utilizing multiple

hot wire traces were conducted by Toebes [28] and Gerrard

[14], . While the former concluded that the wake pulsates ,
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the latter concluded that the wake flaps like a flag. As

before , more objective experiments seem appropriate .

Recently, several researchers have documented experi-

mental techniques which show promise for the analysis of

near wake phenomena. By treating the eddy shedding phenom-

enon as a nearly periodic process , new insights into this

f lowf ield  can be made .

DeCoster and Kibens [9] treated the velocity fluctua-

tions in the wake of a disk as the sum of mean , strictly

periodic , and random components. A velocity sensor was

placed in the wake at a point of large periodic fluctua-

tions. This signal was filtered to remove high frequency

components , and the peak values of the filtered signal were

used as a phase reference. The periodic velocity compon-

ents were then determined by ensemble averaging across many

periods of the shedding cycle by using the phase reference

signal to initiate each realization of the ensemble.

A similar technique was used by Cantwell (7] in the

wake of a circular cylinder. The phase-lock loop was

utilized to again determine a phase reference, and this in

turn triggered an integrator which produced a ramp of con-

stant slope . However there are distinct limitations to

both of these methods due to the deviation of the shedding

process from exact periodicity. Deviation of individual

cycles from the mean period are not accounted for and smear

the phase-conditioned averages.

___________________  
~~~-~~ - - - - — - - -
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Oblectives

In recent years it has become increasingly evident

that Reynolds averaging of the equations of motion is not

adequate for a complete understanding of many of the mech-

anisms in fluid mechanics. In the past, experimental

measurements were limited to mean and mean square quantities

by the lack of sophisticated instrumentation . Hypotheses

often had to be based solely on the subjective interpreta-

tion of flow visualization pictures or oscilloscope images

of hot-wire si nals. Certainly Reynolds averaging pays no

justice to the complex flowfield in the wake of a cylinder;

on the other hand , even the most experienced researcher is

not totally unbiased in his interpretation of raw data.

With the advent of various modern digital data process-

ing systems, the researcher is now able to compute a limit-

less variety of conditioned and unconditioned statistical

parameters to aid in the further understanding of complex

flow-fields . But the statistics should be tied into a

physical understanding of the problem to avoid getting

lost in numbers.

A good portion of the cited literature is an attempt

to understand the amplitude and f requency modulated sub-

critical ~~ rm~ n vortex street. The various mftthods for

determining characteristics of the near wake have been

rather vague . The following work is an attempt to develop

more objective techniques for characterizing the formation

region behind a cylinder.

-

~

- ~~--rn - - - - - - - -~~~~ - - - . -. ”~~~------- ,---- .- ~ - -~~~~~~~- -.-- - - -
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DeCoster and Kibens [9) as well as Cantwell [7]

have demonstrated the f e a s i b i l i t y  of ensemble averaging

almost-periodic phenomena across many cycles. However their

methods did not account for the random amplitude and fre-

quency modulation occuring in the wake . The approach to

be taken in this thesis is slightly different; a signal

does not have to be purely monochromatic in order to assign

a phase to it. Instead , the shedding process can be treated

as a modulated system,with an instantaneous amplitude and

phase assigned to it. Then statistics can be determined

as a function of phase rather than time. In effect the

periodicity can been removed from the flow and the shedding

process examined for a single phase. The mechanisms of

the near wake region can be examined statistically across

many Strouhal cycles , and insight into the low frequency

modulation and transport processes can be gained in an

objective manner.

Although hot-wire anemometry is a very popular method —

for the investigation of complex flow-fields , the meas-

urement of a vector quantity is relatively difficult.

In order to detect the separated shear layer, a method for

distinguishing vortical fluid from the potential free stream

is necessary . Schemes for determining vorticity using hot

wire probes do exist in the literature , but a thermal

tracer technique is chosen as most feasible for the present

work. Heat is transferred into the cylinder boundary layer

before separation ; for a fluid of Prandtl number near one ,
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the thermal boundary layer should be of the same order

thickness as the momentum boundary layer. Hence the vortical

fluid in the separated shear layer is “tagged” at its source .

Since the boundary layers on opposite sides of the front

stagnation line acquire oppositely signed vorticity , a single—

sided thermal  t agg ing  is ideal for  i nves t iga t ing  the ant i -

symmetric Kármán s t ree t .  The concentrat ion of an easily

identifiable scalar (temperature) can be examined for a

large number of periods , and the characteristics of the

mean periodic rollup of vor t ic i ty  in the format ion re-

gion investigated s t a t i s t i c a l l y .

Description of Experiment

The primary experiment consists of temperature measure-

ments in the wake of a circular cylinder . The cylinder

consists of a 2 in. diameter pyrex tube with an approximately

25 degree arc of its surface used as a resistance heater .

The heater is positioned to heat an arc between the front

stagnation line and one of the separation lines. Coolant

water at the ambient air temperature is circulated through

the cylinder to insure that the remainder of the cylinder

is at ambient temperature . The eylinder is mounted in the

High Speed Test Section of the lIT Environmental Wind

Tunnel.

The thermally tagged fluid is detected downstream by

a rake of six temperature sensing resistance thermometers.

Bridge circuits are used to yield signals proportional to 

--—- - .—~~~~~ -
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the difference between the temperature sensed by each wire

and the ambient tunnel temperature . The outputs of these

bridges are suitable for digitization . The rake probe is

mounted in a two dimensional traversing mechanism capable

of positioning it anywhere in a plane perpendicular to

the cylinder axis. The signal used to determine the phase of

the eddy shedding cycle (or phasing signafl is obtained by

placing a constant temperature hot wire velocity sensor

just outside of the cylinder boundary layer near the

separation point . After suitable amplification , the almost

sinusoidal signal obtained from this sensor is suitable

for digitization.

The temperature as well as the velocity signals are

sampled and digitized by the lIT Data Acquisition and Proc-

essing System (DAPS), and the time series are recorded

on magnetic tape for later processing . The implementation

of a continous acquisition program allows the digital record-

ing of multiple signals over a continuous time interval

limited only by the length of a single magnetic tape.

The details of this experimental configuration will

be dicussed further in Chapter III. 

~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~- - ~~ -- - --
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CHAPTER II

ANALYS I S OF SIGNA L PROCESSI N G

The use of the Discrete Fourier Trans form (DFT ) for

power spectral estimation is discussed , along with the issue

of windowing for finite length transforms . Coherence

F funct ion  estimation is also described , and its interpreta-

tion in the comparison of signals is considered . The Hilbert

transform is presented as a means for determining the instan-

taneous phase of a modulated signal. The utilization of

conditioned probabili ty densities for  the character izat ion of

the near wake in phase space is demonstrated, and the use

of an additional condition to account for amplitude modulation

is considered .

Spectrum and Coherence Estimation

With the advent of the Fast Fourier Transform (FFT )

algorithm, the estimation of power spectra through the

Discrete Fourier Trans fo rm has become increasingly popular .

However , since many notational ambiguities exist in digital

data analysis, a brief description of the methods used here

is provided . The notation is for the most part similar to

that used by LaRue and Libby [17], and Bendat and Piersol (2].

Let z(t) be an arbitrary continuous signal which is

a func t ion  of time , let f 5 be the frequency at which z

is sampled and digitized , and let N be the total number

of samples to be taken. The time interval between samples

can be given by

~
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= 1/f8 (1)

and the total sample period by

T = N~~t . (2)

The series of N dig i ta l  samples can be represented by

Z n = z(nL,~t) (n = 0,l,2,...,N—l) . (3)

However , the sampling process restricts the range of

frequencies that can be identified without ambiguity. In

order to prevent this aliasing, the original signal must

have negligible spectral content above the folding frequency

which is given by f0= f5/2 . This can be accomplished by

appropriate analog low-pass filtering of z(t) at a cutoff

below f0.

The discrete Fourier transform of the series z~ iS

defined as

N-l
Z = 1. z exp(—i27rrn/N) (4)
r n 0  n

(r = 0 , l , 2 , .. . , N— 1)

where Zr is in general a complex number which can be

represented by

Z a + i b  (5)r zzr zzr

and Zr corresponds to the discrete frequency

= r/N1~t . (6)

If there is no content in at zero frequency , the single

sided power spectral density is

G [a 2 + b 2 ]Nt ~t . (7)
zzr zzr  zzr 

~~~~- --.-.~~ - - ----
~~~~~~~~~~~~~~~~~~~- - --~~~- - - - —
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This can be ensemble averaged over many records to give a

statistically reliable estimate of the power spectrum .

For a continuous function of time, the Fourier

transform is given by

Z(f) = J z ( T ) exp(—i2irft) dt . (8)

This implies that z ( t )  is of infinite duration . However

any real signal must be of f in i t e  duration ( the instrument

is switched on at some time and switched off at another).

In the process of discretizing a signal , only a f in ite number

of samples can be taken. Even if the duration of the real

signal approached infinity , i-F~e number of samples per

digital record is seldom larger than thousands. Truncation

of the rea l signal corresponds to multiplication by a boxcar

function, which is defined

0, t < O

u(t) = 1, O ,~ t� T . (9)

0, T < t

A property of the Fourier transform is that multiplication

of two functions in one domain results in their convolution

in the other domain. The Fourier transform of u(t) gives

U(f) — 2T sin 2rr fT (10)— 
21TfT

and it is this function which is effectively convolved with

the Fourier Transform of the infinitely long signa l when

the signal is truncated to length T. The function u(t)

is called a window , and its effects are leakage and loss of

-- - - .-

~

-—-

~
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resolut ion. If the boxcar func t ion  were extended to

i n f i n i t e  durat ion , U ( f )  would approach the Dirac ó

funct ion . However , the e f f e c t  of the boxcar funct ion can

be seen in its power spectrum (Fig . 3). The resolution of

the window is determined by the width of the main lobe

(~ f in this case) . The leakage , or spectral content

resulting from contributions outside the main lobe, is

readily apparent . Although the boxcar function has good

frequency resolution , it is undesirable because of leakage .

Various window functions other than u(t) have been

proposed . The problem is one of determining a finite function

in the time domain which yields the desired response in the

frequency domain . One such funct ion is the Hamming window ,

with the power spectrum shown in Figure 4. Side lobe leakage

is reduced considerably (99.96% of the spectral contribution

comes from within the main lobe), but the width of the main

lobe is doubled . This result is in general true for all

window functions; i.e. leakage is reduced at the cost of

resolution . The time domain representation of the Hamming

window is

uH (t) 1— .852 cos(2rrt/T) (11)

and this was applied to all data records used in power

spectral estimation before transformation .

Cross spectral estimates can be used to compare two

signals. Given the time series y~ and z~~, with their

corresponding discrete Fourier transforms 
~r 

and

the cross spectrum is defined

_ _  

_
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C = (V z ) N ~~t = c +iq (12)yzr r r yzr yzr

where 
— 

denotes complex conjugation . The one sided

cross-spectral density is given by

Gyzr  = (c
~ zr + c 1

~ zr )N
~
t , (13)

where Gyzr  indicates how well 
~n 

and are correlated

at frequency 
~r 

Although the cross spectrum presents

exactly the same information as its Inverse Fourier Transform ,

the cross correlation , it is more easily interpreted than the

cross correlation for signals where there is any periodicity .

The coherence funct ion , defined as

A2 G~ /G G (14)yzr yzr yyr zzr

is a normalized cross spectrum function that ranges between

zero and one. For Ayzr equal to unity , there is a constant

phase relationship between y
~ 

and Z
n 

at for all

data records considered , wh ich implies a linear rela tionship

between y
~ 

and Z
n~ 

Care must be taken, however , that a

sufficient number of records be included in the ensemble

average, for in the limiting case of a single record cnsemble

for and Zn~ 
Ayzr is unity for all r.

Processing of Narrow-Band Signals

The K~rmán vortex Street in the subcritical regime is a

process which departs from strictly monochromatic behavior .

Attempts have been made in recent years to study this flow

field as a function of phase rather than time using “phase

mean” computations. For a monochromatic process , it is possible
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to define an instantaneous phase, and this phase can be

used to compare events occurring in many cycles of a periodic

process. U n f o r t u n a t e l y ,  in fluid mechanics most processes

are not t ruly monochromatic unless they are driven external ly

( for  example , f low over a helicopter blade) . The vortex

street is an amplitude and phase modulated polychrornatic

process, and previously implemented methods for determining

the instantaneous phase of this process have assumed a quasi-

monochromatic behavior . A method will be presented here

which is free from the limiting assumptions of the earlier

techniques.

Figure 5 is the power spectral density of the signal

obtained from a hot-wire sensor placed in the potential

f low near the separation point of the boundary layer on a

circular cylinder . Superimposed on what might be termed

a random background spectrum is a peak of f in i t e  width

centered at frequency 
~~~~ 

the Strouhal frequency. The

velocity fluctuations which contribute to this peak are a

result of the flow induced by the K~ rmán vort icies , and are

indicative of the vortex formation process. The finite

width of the peak is characteristic of a process which is

modulated either in frequency or amplitude or both.

If the signal is appropriately bandlimited to remove the

random background signal, the remain ing polychromatic signal

can be considered to have an instantaneous frequency w Ct) , and

an instantaneous amplitude A(t) . The phase can then be

defined as 

---.- —~~~~~~~~~-~~-~~~~~~~~~~-~~~~~~~~ 
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t

~ (t) = J ~ ( T ) d T . ( 15)
0

The following analysis will demonstrate a method for the

determination of ~ (t)

The methods used by DeCoster and Kibens [9] as well

as Cantwell [7] contain assumptions about the shedding

process which are not necessarily valid. The first assumption

is that the instantaneous peaks in the modulated signals

(corresponding either to pressure or velocity) occur at a

constant phase, and this phase is used as a reference.

This is only true when the amplitude modulation is small

enough to be neglected . Results of the present investigation

(see Chapter V) indicate amplitude modulations of 50 percent.

A second and more crucial assumption is that of quasi-

monochromatic behavior. Essentially, a mean frequency is

computed and it is assumed that the frequency does not change

s ignif icant ly  from this value . This can be valid only if all

periods of the shedding process are of equal duration . The

current work indicates that the frequency modulation is about

ten percent , resulting in periods of varying length .

Consequently , the phase computed by the earlier methods will

not in general equal 2Tr at the end of a period and the

phase conditioned statistics wil l  be smeared .

The technique used in this thesis involves the creation

of a complex rotating vector from which w , , and A can

be computed . This method is not limited by the assumptions

implied in previous work.

-j
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Ass uming one has a properl y sampled (i.e., no aliasing)

t ime sequence of the signal to be used as a phase reference,

the first task is to bandlimit the signal to remove spectral

F content outside of the band of interest. Although it is

possible to apply an analog bandpass filter to the signal

before sampling , non-recursive digital filters offer

distinct advantages for this application . Since a phase

angle is the desired quantity to be measured , any signal

processing which introduces phase shif ts  is undesirable .

Analog f i l ters  produce a phase shif t  in the signal and it

can be argued from a causality standpoint (i.e., a signal

cannot be known before it occurs) that a real—time analog

f i l te r  without phase sh i f t s  is impossible to construct.

However , digital processing does not have this limitation .

The causali ty requirement does not apply to a stored time

series because it is possible to look “both directions”

in time . It can be shown (see Rabiner and C-old [ 2 2 ] )  that

a non—recursive filter will impart a phase shift that is

identically zero if the time domain representation of the

filter function is symmetric about t= 0 . This is not in

general true of the more computationally efficient recursive

digital filters .

In order to understand the way in which a digital

filter works , it is convenient to think in terms of the

Fourier transform of a time series. Consider a discrete

filter response Hr ; the filtering of a time series z~

to get z~ can be thought of in terms of the frequency

--- --——.-

~ 
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domain representation

Z~ = Z Hr (16)

where Z’ is the Fourier transform of z’ . However ,r n
multiplication in the frequency domain corresponds to

convolution in the time domain so the filtering can be

accomplished by direct convolution with the filter impulse

response , h~~; i.e.,

z~ = z~ * h~ (17)

where * denotes convolution. The problem then becomes

one of finding functions that are finite in time and corre-

spond to the desired filter frequency response. This will

be discussed further in Chapter IV.

Mathematical techniques have been developed to handle

bandlimited functions. The following description of the

complex representation of rea l polychrozna tic fields is taken

from Born and Wolf [5] and follows the theory of partially

coherent light as introduced by Wolf. Prior to this theory ,

optical theory was limited pr imari ly to either monochromatic

or purely random analysis, and this bears an interesting

parallel to experimental fluid mechanics. The mathematical

treatment employed in the theory of partial coherence has

been applied to other branches of physics in connection with

correlation techniques for measurements of radio stars ,

exploration of the ionosphere by radio waves , and the analysis

of partial polarization .

~

--

~

- .
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In discussing monochromatic wave fields , it is useful

to regard a real wave function as the real part of an

associated complex wave function. For a polychromatic field

it will again be useful to employ a complex representation ,

which may be regarded as a natural generalization of that used

with monochromatic fields.

Let z(t) be a real signal at a fixed point in space

for which the Fourier Transform exists. Then

z(t) = 2J ct (f) cos[i~(f) — 2-i~ft] df . (18)
0

With z ( t )  a complex function is associated

= 2J ct (f)e~~~~~~ 
- 2lTftl df (19)

0

Then

Za(~ ) = z(t) + iz1(t) (20)

where

z1(t) = 2J ~ (f) sin[~i(f) 
- 2irft) df . (21)

0

The functions z i(t) and Za(~ ) are uniquely specified

by z(t) , z’(t) being obtained from z(t) by replz~cing

the phase t,b ( f )  of each Fourier component by ~J.(f) — ii/2 .

The integrals (18) and (21) are said to be allied Fourier

integrals, or associated functions, or conjugate functions

and may be shown to be Hilbert transforms of each other as

proved by Ti~~hmarsh [27] :

z1(t) = Hi[z(t)] = 

~.J ~~~~ dt (22)
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z(t) = Hi~~~[z
1(t)] = - 

z1(T) dT . (23)

The Hilbert transform , then, is given by the convolution

relation

Hi(z(t)] = — — ~~~~ * z(t) . (24)

This complex representation is used frequently in

communication theory , where Z a (~~ ) is called the analytic

signal belonging to z(t) . The concept of an analytic

signal was introduced by Gabor [11], and the name is derived

from the fact that, provided z satisfies certain general

regularity conditions, the function Z
a (~~ ) , considered as

a function of the complex variable ~ , is analytic in the

lower half of the complex plane.

In the present application , the spectral amplitudes

will only have appreciable values in a small frequency

interval centered at the mean (Strouhal) frequency . The

analytic signal then has a simple interpretation . Expressing

Z
a (~~ ) in the form

= A(t)e1~~
t) 

= z(t) + iz1(t) (25)

the instantaneous amplitude of the modulating envelope

A(t) , the instantaneous phase ~ (t) , and the instantaneous

angular frequency are computed as

A(t) = {[z(t)3 2+ [z1(t)]2}½ (26)

~~t) = tan~~~[z
’(t)/z(t) ] (27)

w(t) = ~~(t)/at . (28)
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This is demonstrated graphically in Figure 6, which is

adapted from Bracewell [6].

A truncation problem similar to the bandpass filter

case arises in computing the I-filbert transform . The

function -1/-itt must be approximated by a finite length

time domain representation which yields the desired

response in the frequency domain. This will be discussed

further in Chapter IV.

Conditional Probability

As discussed in the previous section , it is possible

to determine the instantaneous phase, frequency , and

amplitude of the modulated eddy shedding process. If the

process were purely periodic , that is, if it repeated

itself exactly from cycle to cycle, examining the wake

at a particular phase for any cycle would be representative

of the wake at that phase for all cycles. On the other

hand , if the shedding process were entirely random , the

statistics would not involve phase.

However , in this Reynolds number range the wake ía

not adequately described by either of these classifications;

instead, it can be characterized as a randomly modulated

(in frequency and amplitude) polychromatic process with

turbulence superposed . If the perodicity is removed

through the creation of a phase related signal and if the

wake is examined conditionally based on this phase, the

sampled data can be treated as a random process. If another
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condition is added , i.e., if the wake is examined

condit ionally based upon amplitude as well as phase,

some insight into the modulation process might be gained .

Consider O(x ,y,t) , the time dependent temperature

difference between a point in the wake and the ambient

free stream . Since the following discussion applies to

each, spatial position , the spatial dependence will be

temporarily omitted . Also, with the computation of

phase, time can be transformed into phase, hence

0 = 0 (q) . (29)

The conditional probability density p( 0’J~~’,A’) (the

probability of 0’ given ~~~
‘ and A’) can be estimated

from a discrete time series by

p(0’~~~’ ,A ’)=Prob [0’< 0 (q )< 0 ’ +~~e’] (30)

given that

q ’ < < q ’+~~q~’

A’ < A < A ’ + LtA’

where Prob E ] is an appropriately normalized number

density .

This statistic can be calculated to yield a probabilistic

picture of the temperature distribution in the wake as a

function of phase and amplitude. However, for the results

presented in Chapter V, the amplitude dependence is dropped .

In other words, A’ is set equal to zero, and t~A ’ is set

equal to infinity .

These probability densities can be integrated between

temperature levels to yield the probability that the 

~~~~~~~-- -.-~~~~~~-----~~~- --- - - -- - -—~~~~~-
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temperature f a l l s  between those levels, that is

0 0 2 J~~’ ,A ’)  = p (0’J~~’,A’) do ’ . (31)

For the results presented in Chapter v, 82 is set

at infinity and only 01 is varied . The resulting

probabilities are plotted as a function of the x and y

spatial coordinates to yield an overall picture of the

wake. If 01 is set relatively high, only the least

diffused vorticity will enter into the calculation ,

whereas if 01 is set just above ambient temperature,

any vortical fluid will be detected .
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CHAPTER I I I

EXPERIMENTAL FACILITIES AND INSTRUMENTATION

The various flow facilities used for experiments in

air and water are described. The cylinder model used for

the main experiment is presented , and adjustments for van —

ous non—ideal situations are discussed . A description of

the instrumentation and data acquisition system is also

included .

Flow Visualization Wind Tunnel

The lIT Flow Visualization Wind Tunnel was used to

conduct visual qualitative measurements of the sidewall

boundary layer influence on the flowfield in the near vicin-

ity of ~he cylinder . It is a low velocity, open circuit

facility which is driven by the building exhaust system.

The test section (6 in. x 29 in. x 8 ft.) is made entirely

of clear plexiglass and is preceded by a two dimensional

18:1 contraction (see Fig. 7).

Reynolds number matching was accomplished using two

different cylinder models. For investigation of the stag-

nation region , a two inch diameter cylinder model with a

length to diameter ratio of three was constructed . These

dimensions were chosen because the tunnel sidewall

boundary layers of the Flow Visualization Wind Tunnel

are of the same order of thickness as those in the Environ—

mental Wind Tunnel. Visualization was achieved using

an oil evaporation technique . A nichrome ribbon was mounted 

-
~~ 

- - -  —
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vertically in the test section approximately six inches

upstream of the cylinder and oil drops were run along its

surface. By passing a current through the ribbon, the

oil was evaporated and convected downstream . This resulted

in a dense, thin vertical sheet of smoke which followed

the streamlines in the stagnation region of the cylinder.

A horizontal plane of light was created using a strobe

light and slotted masks. By careful arrangement of the light

and smoke, an individual streamline could be visualized

and photographed .

A one inch cylinder with an aspect ratio of six was

used for wake visualization. Smoke was injected through

stainless steel hypodermic tubing into the region immedi-

ately behind the cylinder to determine the effect of the

sidewall boundary layer. The purpose of the smaller cylin-

der is to more nearly approximate the aspect ratio of the

cylinder used in the main experiment.

Water Table

Visual diagnostic observations of temperature probe

characteristics were made in the lIT Water Table , shown in

Figure 8. This facility can produce flow rates up to one

foot per second through an adjustable test section. This

test section is preceded by two aluminum honeycombs followed

by a two dimensional contraction . The flowfield is illumi-

nated from below and mirror s allow simultaneous top and

side views of the test section .

The ability to duplicate the quantity U~ /v al lowed
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Reynolds number matching between the experiments in air and

water for identical  cylinder diameters.  For the diagnostic

measurements , an aluminum cylinder with axial slits

for the in jec t ion  of dye was constructed . The cylinder was

mounted wi th  its axis normal to the floor of the test sec-

tion , thus permitt ing a gravity feed for  the dye .

Environmental Wind Tunnel

All quantitative measurements were conducted in the

high-speed test section of the lIT Environmental Wind Tunne l ,

shown in Figure 9. It is a closed loop tunnel , with two

independent test sections . The high speed test section

( 3 feet high , 2 feet wide and 10 feet long) is a low turbu-

lence fac i l i ty , wi th  a maximum air velocity of 100 feet per

second . Upstream turbulence manipulators consist of a honey-

comb of packed plastic soda straws followed by 10 fine mesh

screens. The flow then proceeds through a 4:1 contraction

and into the test section. A screen immediately downstream

of the test section raises the tunnel internal pressure

slightly above atmospher ic , thereby eliminating the possibil-

ity of undesirable inward jetting of room air. As an addi-

tional precaution , unnecessary slots and holes in the tunnel

walls were sealed with tape prior to the experiment.

Although wind tunnels are convenient facilities for

experimental work in fluid mechanics , objectivity demands

that certain questions pertaining to experimental conditions

be considered . The finite length cylinder and its inter-

action with tunnel sidewall boundary layers will be dis-

~ 
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cussed la ter .  Fluctuat ions  in tunnel f ree—stream veloc-

ity present another problem . Although the Environmental

Wind Tunnel is a low turbulence facility , Fabris [10] noted

two types of f ree—stream velocity f l uctuat ion;  these include

quasi-periodic, ve ry low frequency ( .1 - 1 hz )  f luc tua t ions

and longitudinal velocity fluctuations at a higher frequency

( 5  - 10 hz)  . Because free shear flows exhibit great ampli-

fication of disturbances , further investigation into these

flow nonuniformities is warranted .

The low frequency aspects of these phenomenon makes

them especially suited to di gi tal processing , as most analog

instruments do not have su f f ic ien t ly  long time constants or

good low frequency response . Two data acquisition runs were

made at free stream velocities of 4 and 21.5 feet per second ,

with analog information being di g itized and stored on magne-

tic tape using the lIT Data Acquisition and Processing Sys-

tem (see last section , this chapter) . These velocities are

considered to be the extremes of the useable range for this

experiment . A velocity of 4 feet per second is the lowest

velocity at which the tunnel is free of extreme velocity

fluctuations or surging,  whereas the upper velocity limit is

dictated primarily by the onset of probe vibration . -

The objectives of the diagnostics are twofold . The

first is to determine whether a relationship exists between

ambient room pressure and tunnel free stream velocity . As

the building which houses the wind tunnel has a forced con-

vection air conditioning system , the room pressure can fluc-
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tuate  greatly depending upon conditions at other locations

in the system. A possible Helmholtz ins tab i l i ty  between

the tunnel and room has also been postulated .

The second objective is to determine if there is a

relationship between the low frequency free stream velocity

f l uctuat ions and the velocity f luctuat ions  in the vicinity

of the cyli nder model. Although low frequency pressure and

velocity f l uctuations in the vicini ty of the cylinder have

bee n previously documented (Bloor ( 3]  , Hanson and Richardson

[15] , Gerrard [ 141,  and Maekawa and Mizuno (18]), the possi-

bility of a relationship to free stream velocity fluctua-

tions has not been investigated .

Two sets of data were taken at each free stream veloc—

ity . The f i r s t  consists of simultaneous room pressure and

wind tunnel free stream velocity measurements , while the

second consists of free stream velocity measurements with

simultaneous velocity measurements near the cylinder bound-

ary layer separation point . The instrumentation is shown

schematically in Figure 10.

The free stream velocity fluctuations were ~neasured

using a .00015 inch diameter by .1 inch long tungsten hot

wire mounted normal to the flow approximately 7 cylinder

diamters upstream of and 2 . 5  diameters above the centerline

of the cylinder.  The sensor was driven by a DISA 55D0l

constant temperature anemometer , with the signal subsequent-

ly processed by a DISA 55Db linearizer and a DISA 55D25

auxiliary unit to obtain a linearized signal with low d.c. 

~~~~~ - -- - ...~~~~~~-— -.--~~~~- -,-
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content . An amplifier and low pass filter conditioned the

signal for proper digital sampling . A similar circuit was

used to measure the velocity f luctua tions near the cylin-

der separation point , with the sensor again mounted normal

to the flow approximately 1/8 diameter above the cyl inder

near the flow separation point.

Roc1m pressure fluctuations were measured using a

Validyne DP45 very low range di f f e rential pressure trans-

ducer. The differential transducer was sealed at one input

tap in order to measure absolute pressure and the d.c.

component was removed by an adjustment in the carrier demod-

ulator used to drive the transducer. An analog ampl i f ier

followed by a low pass f i l ter  conditioned the signal for

sampling , with the gain adjusted so as to make full use

of the range of the analog to digital converter in the data

acquisition system .

Although it is possible to calculate many statistical

quantities from the discrete time series , certain statis-

tics yield better insights into the problem at hand . In

order to determine if there is some simple relatioiiship

between free stream velocity , U~ , the velocity near

separation , U~ , and room pressure 
~r 

at particular fre-

quencies , coherence functions were calculated . The results

of these measurements will be discussed in Chapter V, and

the measurements are summarized in Table 1.

çylinder Model

The cylinder used for the main experiment consists

-

~

--- -
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of a pyrex glass tube (2 in. diameter x 22 in .  long x .125 in .

wall thickness) with a 25 degree arc of its surface coated

with a metall ic gold ohmic heater (see Fig.  11) . The gold

coat ing is produced by f i r i ng  a metallo-organic compound to

the surface at high temperatures result ing in a thin f i lm

of precious metal about 1000 angstroms thick . Imperfec-

tions in the application technique resulted iii minute perfora-

tions in the film , but a single layer of the coating is

sui table as an electrical conductor . The particular f i lm

used for this experiment has a resistance of 27 ohms

and was driven using a Hewlett Packard 6255A power supply

at 40 volts , for a net power input of about 60 watts. Elec-

trical connection to the film was accomplished through the

use of adjustable hose clamps.

As a result of early experiments , it was discovered

that the heating of the cylinder is not localized to the

gold strip. Although pyrex is not a good conductor of

heat , under steady state conditions the entire cylinder

attains a temperature sl ightly above ambient . This is

undesireable because the thermal tag should only he applied

to vortical f luid from one of the cylinder boundary layers.

In order to determine possible solutions to this problem ,

a steady state , two dimensional finite difference model of

the cylinder heat transfer configuration was constructed

and run on the u r n  UNIVAC 1108 computer . For the sake of

simplicity, the air convection coefficient is assumed to be

constant over the surface of the cylinder at the maximum Re
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of interest  (Re = 20 , 000 and h = .05 BTU/h r - in 2 --°F) . The

cylinder is modelled by a two dimensional axisymmetric h a l f -

cylinder with 5 node s in the radial direction and 36 nodes

in the tangential  direction (see Fig.  12) . The gold s t r ip

is represented by three surface nodes having internal heat

generation . The finite difference equations were solved

using a Causs-Seidel i terat ion technique , and the results

normalized wi th  the maximum surface temperature (Fi g. 13 ) .

: The conclusion which can be drawn from this numerical solu-

tion is that the increase in surface temperature due to the

heater does not become negligible unti l  angles of ± 100

degrees from the center of the strip .

The circulation of coolant water through the center

of the cylinder was proposed as a possible solution to the

heating problem . Limited by a maximum water flow rate of

5 gallons per minute , a Reynolds number based on cylinder inside

diameter of about 10 , 000 was expected , wi th  a resulting

heat t ransfer  coe f f i c i en t  h = 1.25 BTU/hr-in2-°F. The heat

transfer simulation was run for two conditions ; in each case

the water is at the ambient air temperature , with zero and

maximum air flow rates in respective runs. The results

demonstrate that the water is the dominant heat transfer

agent , with negligible change in the results over the entire

range of air convection coeff ic ients, and that the use of

coolant water can limit the heating of the cylinder surface

to a reasonable ±30 degree arc of the surface (see Fig. 13) .

Further runs of the simulation program also demonstrate that

- ~~~~~~~~~~~~~~~~~~~~~ -- ~~~~~~~--
--
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the cylinder surface temperature is essentially equal to

the water temperature at positions far away from the heating

strip.

The coolant water system was implemented as a

recirculating loop using a large volume of water . A

problem initially encountered with the coolant was a

temperature rise due to the dissipation of fluid kinetic

energy .

Although the wind tunnel temperature also increases

with time, the coolant temperature increases at a greater

rate (Fig. 14). A metal container of ice was suspended in

the tank of water , and by varying the depth to which the

container was immersed , the amount of heat removed from

the water was regulated . The large volume of water

(100 gallons) effectively damped the system, and through

periodic monitoring of the wind tunnel and water tempera-

tures with sensitive mercury thermometers , the difference

between the two temperatures never exceeded .04 degrees

Celsius. Therefore, the unheated portion of the cylinder

remained within .04 degrees of the ambient tunnel

temperature .

Another difficulty results from the cylinder inter-

action with the wind tunnel side wall boundary layers. This

interaction must be minimized if the experiment is to model

the wake of a two—dimensional cylinder . The stagnation

region at the front of the cylinder results in a stretching

of the boundary layer vorticity more commonly known as a

- -
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horseshoe vortex .  This resul ts  in secondary f low in the

axial  direct ion which  is towards the wind tunnel  wal l s  in

f ront of the cyl inder  and away from the wal l s  in the

cylinder wake . Shimizu [26] made axial traverses of

crossflow turbulence in tens i ty  in the stagna tion region

and his measurements show nonuni fo rmi t i e s  which suggest

the presence of horseshoe vorticies.

As mentioned earl ier , qual i ta t ive  measurements using

visual izat ion techniques have been made in the near

vicinity of the cylinder. In order to reduce the stangation

effects , various circumferential barriers were placed

on the cylinder near the tunnel sidewalls and tested . The

results are summarized in Figure 15 , which is a reproduction

of multiple exposure photographs of streamlines in the plane

of the cylinder axis. The configuration shown in 15(a) is

the cylinder without a barrier , showing the streamline

curvature well outside of the boundary layer . One of the

small barriers tested is shown in Figure 15(b) , where

streamline curvature is reduced but not eliminated . The

design which yielded the best results  is shown in Figure

15(c) . This barr ier  minimizes streamline curvature

out side of the boundary layer without creating additional

vorticies due to its own boundary layer , which is the

consequence of larger barriers.

Additional observations were made in the wake of

the cylinder. The ring barrier proved to be insufficient

in the wake , and the near wake tended to slosh axially 

-~~---—~~~~~--~~~-- - - - -  
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as the resul t  of bursts  from the s idewalls .  A combination

ring and plate desi gn shown in Figure 11(c) proved to be the

most sa t i s fac tory  solution to the cylinder-sidewall

boundary layer interaction problem . Smaller plates permit-

ted the curling over of longitudinal vorticity from the

wall  boundary layer into the wake , while tests of the

f i nal design indicate that  the boundary layer vorticity

is prevented from entering the wake .

Phasing Signal

In order to generate the instantaneous phase and

amplitude within each shedding cycle as discussed in

Chapte r II , a signal indicative of the wake periodicity

must be generated . Although previous researchers have

used hot-wire velocity signals from within the wake

(DeCoster and Kibens [9] ) or surface pressure signals from

the cylinder (Cantwell [7 1) , the signal from a hot wire

in the non-vortical free stream near the separation point

proved to be an at tractive alternative. Most of the energy

content of this signal is within a narrow spectral band

centered at the Strouhal frequency (see Fig . 5) . The

maximum spectral energy is about 20dB above the content

at nearby frequencies outside of the peak .

The hot-wire was driven in the constant temperature

mode by a DISA 55D01 Anemometer, with bias and gain provided

by an operational amplifier circuit (Fig. 16). The need for

a f i l ter is eliminated due to the fact  that  the signal has

negligible energy content at frequencies above the Strouhal 

~~- - - --~~~
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peak . The relat ively noisy linear izer is also elim inated

because the amplitude of the velocity f luc tua t ions  is

small enough to have a effectively linear output from

the anemometer. The velocity calibration curve is given in

Figure 17.

The hot wire probe was mounted in a mil l ing machine

indexing head for  ease of positioning . To eliminate the

wake effect of the phasing probe , the temperature and

phasing probes were separated in the crosswake direction by

3/4 inch , which was experimentally verified to be acceptable.

Temperature Measurement

In preliminary experiments the temperature measure-

ments in the wake were made using a 10 ohm tungsten sensor

driven by a commercial constant current unit. However , this

system proved to be undesireable because of poor frequency

response , low signal to noise ratio and low temperature

sensitivity. The sensitivity is a particularly important

factor, as the temperature difference between the heated air

and the ambient tunne l temperature is limited by buoyancy eff-

ects and the maximum nondestructive surface temperature of the

ohmic heater.  Also , the commercial uni t  can only indicate

absolute wake temperature , and this is misleading in the pre- —

sence of a slowly changing free stream temperature as is

experienced in the Environmental Wind Tunnel.

A study of several bridge circuits was conducted ,

and these results are summarized in Wiezien and Way [313 .

The final design is a six channel differential resistance
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the rmomenter , which u t i l i zes  a c i rcui t  known as the “broken

bridge ” . The mul t ip le  channe l conf i gura t ion was chosen

to all ow the use of a mult iple  sensor probe for characteriza-

tion of the wake temperature d is t r ibut ion. The sensors are

.000025 inch diameter by .1 inch long Platimum - 10% Rhodium

wi res with a resistance of approximately 1000 ohms .

Although these sensors are extremely f rag i le , they exhibi t

hi gh sen s i t i v i t y  and good frequency response ( order of 1-2

kh z) . The c ircui t  configurat ion which is shown in Figure 18

ut i l izes a single reference sensor to monitor ambient

temperature , and provides outputs  proportional to the

d i f f e rence between the temperature of each sensor and

freestream temperature . The circuit  has a sensitivity

of 3 .94  volts per degree Celsius for a sensor current

of approximately 88 ~A , which results in negligible vel-

ocity sensi t ivi ty; however , this low sensor current  can

result in extraneous noise pickup . Good electrical

shielding is of primary importance for proper circuit

operation , and a double shield configurat ion adapted

from Morrison [21] results in a noise level equivalent to

.01 0C RMS . Additional stability and noise reduction is

accomplished by physically isolating the power supply from

the bridge circuits and by providing the bridge input

voltage from a 1.4 volt mercury battery .

In order to simplify calibration of the sensors and

to produce almost linear temperature response , the sensors

are constructed so as to have a resistance wi th in  one

---— -- ----- -- - -- . -- - --~~~- 
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percent of 1000 ohms. As a result , the sensors have almos t

identical l inear  tempe rature  response when all  outputs

have the same bias voltage (Fi g.  19) - The wir~e used for

the sensors has a P la t inum — 10% Rhodium core wi th  an

outer jacket of silver. The silver is selectively etched

using a 30% N i t r i c  Acid solut ion to produc e the sensor , w i t h

the resistance proportional to the length of the etched

section of the wire .  An ohmmeter can be used to monitor

the etching process , but  care must be taken to insure

silver is not replated onto the sensor by the meter current .

Two attempts were made at constructing a six—wire

pa rallel sensor probe . The probe is designed to rigidly

hold six wires parallel to each other in a single plane

with  a separation of .1 inch.  Flow v isual iza t ion  diagnostic

measurements have been conducted in the lIT Water Table

using dye in water and the results are summarized in

Figu re 20 .  The original probe (Fig .  2 0 ( b ) ) has a large

stagnation region , and this results in an undesireable

disturbance of the delicate free shear layer . Dye injected

into the boundary layer is driven into the reg ion immediate-

ly behind the cylinder as a result  of the large stagna-

tion region in front of the probe. On the basis of these

results , a minimum stagnation probe was designed , and the =
visual izat ion test of this new design did not show any

noticeable disturbance to the flow (see Fi g. 20( c ) ) .

The f i nal probe (Fig .  21) consists of a two sided

circuit  board wi th  conductors etched into the copper
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coa ting and j ewelers  broa ches used as sensor suppor ts

soldered to pads at the edge of the board . The six inch

ruler  prov ides a scale for  the probe in Figure 21.

This board is mounted parallel to the mean flow to

presen t a min imum stagna tion region , with the broaches

extending from the board at a 45 degree angle. The tips of

the broaches were ali gned in a specially built jig to

assu re proper spacing between the sensors . However , the

sensors have negligible tensile strength and any slight

probe vibrat ion is amplif ied by the long broaches , result-

ing in sensor destruction. This problem was solved by

glu ing f ine  glass fi l~~rs across the broaches in a truss—

like structure using cyanoacrylate adhesive , and as a

resul t  the six sensor probe lasted the entire series

of experiments. A photograph of the overall experimental

configuration with cylinder , end pla tes , phasing sensor

and temperature probe is shown in Figure 22(a) . The temper-

ature probe is mounted on a stainless steel tube of oval

cross section , wi th a three inch o f f se t  to reduce flow

interference from the support. The probe support 1s held

by a two dimensional traversing mechanism mounted above

the wi nd tunne l test section. Vertical probe positioning

is accomplished using a S ta rr e t t  dial indicator accurate

to ±.00l ir.~ h ,while a scale with .01 inch divisions is

used for hor izonta l  positioning. The probe reference

position is determined by marks on each side of the

test section in conjunction with an alignment telescope.

~
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Data Acquisi tion and Processing System (DAPS)

The lIT Data Acquis it ion and Processing System

was used to sample and di gitize analog data and to extract

informa tion from the data through di gi tal processing

techniques. The system is built around a PDP 11/10

processor and is shown schematically in Fi gure 23.

A magnetic tape unit is used for storage and retr ieval

of data , and a Tektronix model 4010-1 graphic display

and a model 4631 hard copy unit provide user interaction

as well  as a plot t ing capabi l i ty . Other peri pherals

incl ude a 60 cycle line clock , a programmable clock , a

hardware multiply/divide unit , and a 16 channel 12 bit

analog to digital converter capable of a 100 khz sampling

rate. A design feature of the PDP 11/10 system is its

UNIBUS , which allows inte.raction between system units without

using the central processor. This results in an extremely

f lexible  peripheral device handling system. The

acquisi t ion system as well as the analog instrumentation

for the experiment is shown in Figure 22 (b )
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CHAPTER IV

DATA PROCESSING TECHNIQUES

The acquisition and sampling of analog signals

is considered and the various acquisit ion routines are

described . The implementation of the computational

techniques of Chapter II is presented with a discussion

of the limitations imposed by finite length time series.

Digital estimation of power spectra is demonstrated , and

a f in i te  impulse response f i l ter  and Hu bert transformer

are presented . An inter—computer processing technique

for the estimation of statistics is also presented , and

the extent of errors in the data and computations is

examined .

Acquisition of Time Series

Due to variations in requirements , three d i f fe ren t

acquisition programs were used to sample analog signals .

The flexibility of the DAPS allows the user to tailor

programs to the part icular  needs of the problem at hand .

For the tunne l diagnostic measurements , the data is used

to estimate spectra , hence the acquisition can be done

in non-contiguous blocks . This actual ly aids convergence

of the ensemble smoothing of the spectral estimates . The

acquisition program written by J.L. Way is a general

purpose, user oriented program which can be used to

acquire data in discontinuous blocks. Essentially, sampling

proceeds until the memory of the computer is exhausted ,



- __

43

the data is wr i t t en  on magnetic tape , and the process

is repeated.

In order to easily perform diagnostic measurements

in the wake , this program was modified to plot the

acquired data on the graphic display unit. Hence multiple

cha nnels of data can be v i sua l ly  examined , which is

desi reable when working with  the six sensor temperature

probe .

The third acquisi t ion program is also a modif icat ion

of a program written by J.L. Way, and it allows continuous

acquisition of long blocks of data, which facilitates the

proper f i l t e r ing  of time series . For this program ,

the computer memory is divided into two buffers;

acquisition proceeds until one buffer is full , then the

acq uis i t ion is switched to the second buffer while the

f i r s t  b u f f e r is recorded on tape . This program is made

pos sible by the unique architecture of the PDP computer ,

and the length of a continuous time series is limited

only by the amount of data which can be stored on a

single magnetic tape .

A problem of ten encountered in sampling mul t iple

channel data is the total time necessary to sample and

digitize a sequence of channels , resulting in a non—

simultaneous , or time-skewed , sampling of the channels.

For the DAPS , the t ime needed to sample and dig i t ize

a single channel is about 20~is , which results in a time

delay of l20~is between the first and last sample for a

— -
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seq uence of seven channels .  However , the DAPS di g i tal  to

analog converter has four simultaneous sample and hold

amplifiers , which can be used to reduce the net delay

to 60~is.

Data acquisit ion runs were made at three Reynolds

numbers of interest using the continuous acquisition pro-

gram. Although the data from run 1A is the only data

analyzed here, the acquisition of data for all three

runs is summarized in Table 2. Due to the variation in

Strouhal f requency , the sampling rates were adjusted so

that the number of samples per Strouhal period is main-

tained at approximately 74. The number of samples per

probe posi tion was also kept a constant 15 ,300 which

corresponds to about 200 Strouhal cycles of data at each

probe posi t ion. Data was acquired at approximately 80

posi tions in the wake , which were determined on the basis

of diagnostic runs. The sensor positions for run lA are

indicated in Figure 24. An entire run for a single Re

requires approximately two hours , a period over which the

experiment can be well controlled .

Spectral Estimation

Power spectral estimates were made using the DFT

as described in Chapter II. The transforms were calculated

using the IBM SSP Fast Fourier Transform subroutine HARM

on the Univac 1108 computer , and the resulting ensemble

averaged spectra were written on magnetic tape in PDP 11/10

integer format for subsequent plotting by the DAPS .

-
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Cross spect ral est imates were also computed and en semble

averaged , with the coherence determined from the averaged

spectra and cross spectra.

Computation of the spectral estimates requires

a certain amount of care . For a fixed amount of data , a

bal ance between resolution and confidence level must be

chosen . If high resolution is desired , the spectral esti-

mates wil l  have a large variance , whereas low variance can
— only be achieved with lower spectral resolution . This

situation is analogous to the Heisenberg Uncertainty

Princ iple in quantum physics .

The data fo r each signal in the wind tunnel diagnostic

runs was taken in 20 blocks of 1024 samples. Originally ,

1024 point t ransforms were tried , but this resulted in

a large variance in th,r~ coherence function estimates.

However , these functions became relatively smooth when the

data blocks we re subdivided and 256 point transforms

taken . Spectra calculated from two independent sets of

data exhibit  good reproducibil i ty (see Chapter V)

Filter and Hilbert  Transformer Implementation

Given a filter response in the frequency domain , the

time domain representation will in general be infinite in

length . Recursive filter structures can be implemented to

yield a half  i n f in i t e  f i l t e r  impulse response , but these will

result in undesireable phase sh i f t s .  Another approach ,

known as finite impulse response filtering , is an approx-

imation of the infinite filter impulse response h~ by a

-- -~~~~~~~~--~~~~~~~~~~~~~~~~~~~~~~~~~~~~~——--~~ ---~~~-~~~~----- - - ~~~~~~~~~~~~~~~~~ -— --~~~~- - ~- -
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finite sequence hm~ 
A naive way to determine h

m is to

simply truncate the i n f i n i t e  sequence , i .e .

(h n ,~I mkM
h =‘f

~ Oj m ~ >N. ( 32)

This truncation can lead to large errors in the

frequency response due to Gibbs phenomenon . However , there

are optimization programs which wi ll yield the best filter

response based on design parameters such as frequency

response , f i l ter length , and ripple.

One such optimization program was written by

J .H .  McClellan and is li sted in Rabiner and Gold [2 2 ]

Given a finite filter length and the magnitudes within each

frequency band , the program generates an optimal equiripple

f i l t e r .  This program has been used to generate the f i l ters

used in the present work .

A sampling rate of 74 sequences per Strouhal cycle ,

increased the difficulty of designing an adequate digital

bandpass filter for the phasing signals. The Strouhal

frequency is almost two orders of magnitude lower than

the sampling frequency , hence the desired digital f i l te r

must have sharp changes in amplitude response in a

relatively small frequency band (see Fig. 25) . This can

only be achieved by using a very long filter impulse

response. From the earlier discussion of aliasing , it can

be seen that only two samples per cycle are needed to

completely describe a signal of a particular frequency .

Noting the spectrum of Figure 25 , it can be seen that the
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spectral content could be better represented if the sampling

ra te were red uced by a fac tor of eight .  Hence the signal

is oversampled , and the sampling rate must be effectively

reduced through dec imat ion of the da t a before a reasonable

filter can be constructed .

Decimation by eight , that is , using only every eighth

value of the phasing signal time series , yielded a more

reasonably sampled signal (see spectrum of Fig . 5 ) ,  but

this decimation cannot in general be carried out blindly

or aliasing may result. If the signal has non—negligible

spectral content at frequencies higher than half the new

sampling frequency , there will be aliasing . For the present

data , however , the spectral content above the new folding

f r equency is negligible , and the decimation can be

carried out directly .

The bandpass filter used to process the phasing

signal for Run lA is shown in Figure 26. Note that the

frequency in Figure 26 is normalized with the sampling

frequency to remove the sampling rate dependence of the

f i l te r  response. This f i l t e r  has a 63 point impulse

response and a maximum magnitude error in the frequency

domain of only 1.1 percent. This design was chosen after

several runs of the optimization program; a general con-

clusion is that low error can only be achieved at the cost

of filter length and sharpness of the band cutoffs. Note ,

however , that even with the low error achieved in this filter , the

magnitude response drops 40 db in a frequency band

-~
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corresponding to about f ive percent of the sampling frequency .

The Hu bert transformer is very similar to the

bandpass f ilter in tha t it also has an i n f i n i t e  impulse

response. The discrete Hi lber t  t r ans fo rm is then a f i n i t e

length impul se respon se which approximates the infinite

duration function. The primary problem is that the ideal

Hilbert t ransformer frequency response is discontinuous

10 , f=0
H(f) jl , 0<f<f5/2

~0, f=f~ /2 , (3 3 )

and this is d i f f i c u l t  to approximate using a f in i t e  impulse

response. A 31 point fi lbe r t  t ransformer was designed

using the same optimization program as for  the bandpass

f i l te r , and the results are shown in Figure 27 .  Although

this filter is half as long as the bandpass filter , the

maximum magnitude error is only 1.4 percent between

•-~~ and .465 f 5 . Ano ther useful  characteristic is that

half  of the f i l t e r  coef f ic ien ts  are zero for a t ransformer

which is symmetric in the frequency domain about .25 f5,

hence the net filter length is only 15.

Care must also be taken when convolving the filter

weights with the sampled data , as a portion of the time

series is needed to start the filters and is lost in the

f i l te r ing  process. Consider the f ict icious time series

of Fi gure 2 8 ( a )  and the seven point f i l t e r  of Figure 2 8 (b )

Since the time series is finite in length , it represents

a signal which has been multiplied by a boxcar function .

It is not valid to assume that the signal has any particular 

- - - _ ~--~~~~~~~~~~~-—~~~~~~~~~~~~~---~~~~~~~----- -----—--- - - -- 
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value before  the zeroth sample , hence it is impossible

to apply the filter to get an output value for the zeroth

sample . For a symmetric f i l t e r  of length M f where M f is

odd , the f i rst (M f — l ) / 2  values of the time series are

lost. In a similar matter , Figures 28(d) and 28(e) demon-

strate that for a Hilbert transformer of length Mh, where

Mh is odd , (M b—l)/2 values are also lost. A similar loss

of data occurs at the end of a time series.

For the decimated data of Run 1A , the sampling rate

correspomds to about 9 . 2 5  samples per Strouhal cycle ,

therefore about ten cycles of data are lost in filter

startup and shutdown . By implementing a continuous acquisi-

tion routine , 200 Strouhal cycles of data were acquired

in a continuous segment, so the f i l ter  startup and shutdown

was required only once for every complete set of data .

A typical decimated and bandpass f i l tered time series

obtained from actual data is shown in Figure 2 9 ( a ) ,  and

the imaginary signal obtained through the Hilbert  t ransform

in Figure 29(b). Using the relations given in Chapter II, the

instantaneous phase obtained is shown in Figure 29(c) .

Due to the decimation , the phase is known only for every

eighth temperature sample . Since the changes in phase

are nearly linear between computed samples linear inter-

polation was used to recover the phase between the calculated

values.

Conditional Analysis of Wake Temperature

Using the previously mentioned techniques , the raw
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data was converted into a useable form by the lIT UNIVAC

1108 computer.  For each temperature probe position ,

the instantaneous phase and amplitude of the phasing signal

were calculated and the temperature  data was sorted

acco rding to channel .  The resul t ing  data was wr i t t en  on

tape in a format compatible with the PDP 11/10 computer ,

and the DAPS was used for all further processing of the data .

This mixed processing technique was chosen for a

variety of reasons. Although the UNIVAC is much faster than

the PDP for  many computations , the most time consuming aspect

of the temperature data analysis is the transfer of data

between magnetic tape and memory . Because the UNIVAC is

a time sharing machine , the actual wall time duration for

a typical run is about the same as for the PDP. The

calculations of the probabili ty density analysis are simple

in form , but must be performed many times in succession.

PDP assembly language is well suited to this type of

computation.

The conditional probability analysis is performed

by simply placing a range on amplitude and phase , and then

computing the number density of the sampled temperature

when both phase and amplitude are within range. Since

amplitude conditioning was not used in the current study ,

it will not be mentioned further.

Consider Figure 30 which is a plot of the computed

phase angle together with the six simultaneous temperature

signals.  A phase window of -~/ l6 (represented by the dashed

-- -~~ 
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lines) was chosen after comparison of several windows ; a

la rger window wi l l  smear the phase conditioned statistics ,

whereas a smaller window wil l  pass i n s u f f i c i e n t  data to

permit convergence of the s ta t is t ics .  The pairs of arrows

in Figure 30 denote the time intervals over which the

conditional sampling occurs.

The UNIVAC was used to compute instantaneous phase

and ampli tude of the phasing signal and this information

along with the instantaneous temperature data was written

on magnetic tape for  fu r ther  processing on the PDP . The

records on this tape are small enough to f i t  PDP memory

with room for appropriate software , and the conditional

probability density functions are computed directly from

th is data.  These funct ions can either be plotted directly ,

or integrated between temperature limits to yield

P(e1<e~02 (~~’)  (see equation (31) , Chapter II) . In this

case the resul t ing probabilit ies are punched on paper

tape , and these tapes are read by BASIC routines (BASIC

is a language similar to FORTRAN which is implemented on

the PDP 11/10) and plotted as a function of x and y. The

resulting plots can be saved using the hard copy unit.

Error Analysis

This brief discussion is provided to give some in-

dication of the errors expected in the various phases of

the data processing . It should be emphasized that the

concepts presented here are by no means rigorous , and they

are only meant to give order of magnitude numbers.
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For spectral  es t imat es , Be ndat  and Piersol  [ 2] give

the relative error at any frequency as

1
£ = 

/B /T (34)
e

where Be is the bandwidth for each record in an ensemble of

records. As discussed earlier , the record length was re-

duced by a fac tor of four , and a Hamming window was applied

to the data. The bandwidth can be given by

Be = 2 (35)

where k is the number of records in an ensemble. Therefore ,

(36)

For the spectral data processed in the present work , k

is 80, resulting in a relative error in the spectral es-

timate of about 8 percent.

The errors present in the bandpass filter and filbert

transformer have been discussed earlier in this chapter.

The errors in the probabil i ty density estimate are some-

what more difficult to determine and that will not

be done here . However , a smooth curve can be drawn through

the probability values computed at different spatial points

and this appears to be an adequate demonstration of accurate

results .

An experimental error encountered in the temperature
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measurements r ,early resulted in the loss of an entire

cha nnel of wake temperature  data . For unknown reasons

the channel five bias voltage drifted drastically through

the course of the experiment. Fortunately , the time

and ambient temperature were recorded periodically, and the

temperature sensors were placed in the f ree  stream at

intervals throughout the experiment. A plot of the

appa rent ambient temperature (due to d r i f t)  was constructed

using this data , and a curve fit through these points

was used to determine the drift as a function of time

(see Fig. 31) . The raw temperature data was compensated

based on this  d r i f t  funct ion , and the resulting probabil-

ities appeared to converge correctly based on data from

nearby points.



CHAPTER V

RESULTS AND DISCUSSI ON

Power spectra and cohe ren ce func tion s are used to

yield some insight into the dynamics of wind tunnel

operation. Early results of wake measurements are present-

ed , and this leads to a more detailed investigation of the

wake . A phase—conditioned statistical analysis of

the wake is performed , and this leads to several conclusions

pertaining to wake dynamics.

Wind Tunnel Diagnostics

As discussed previously, the fluctuations in the

wind tunne l f ree—stream velocity lead to questions

pertaining to the causes and effects of these fluctuations .

Although it is easily verified that the wind tunnel

velocity is uniform in the time average , this provides

little insight into the dynamics of the wind tunnel

operation . The results of diagnostic measurements at the

extremes of the operating range will be discussed here.

The room pressure versus free stream velocity

diagnostic measurements are summarized in Figures 32 and

33. I n order to demonstrate the s ta t ionar i ty  of the data ,

the U~ spectr a were calculated from two independent sources

of data , the second being the phasing velocity , U 4~ versus

U00 velocity diagnostics (Figs. 34 and 35) . These measure-

ments were conducted approximately one hour apart, yet

both measurements produce the same U
00 

spectra (within an 

-
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acceptable error) for each of the velocities tested . It

is felt that the assumption of stationary data is

justified .

The room pressure for  U~~= 4 f t  pe r second exh ib i t s

three distinct regions in the power spectrum : a low

freq uency reg ion between 1 and 5 hz , a small  peak between

7.5 and 10 hz , and a larger peak centered about 13 hz.

The free stream velocity spectrum has similar trends ,

with a more pronounced peak between 7.5 and 10 hz. All

F three peaks are present in the coherence estimate ,

indicating a linear relationship between 
~r 

and U~
pa r t icular ly  in the low and middle frequency bands , but

the peak near 13 hz does not seem large enough to be

significant.

At 21.5 f t . per second the 
~r spectrum is rich in

frequency content , and this is readily apparent to the

experimenter as a rather noisy wind tunnel room . The U

spectrum contains three peaks at the low frequency end of

the spectrum and a distinct peak in the vicinity of 60 hz.

The coherence function shows some relationship at i~w

frequencies, with rather distinct peaks near 20 hz and

60 hz. The ad vantage of computing coherence is apparent

when these peaks are compared with the seemingly wide band

pressure spectrum . Although there are no outstanding peaks

in the 
~r 

spectrum near either 20 or 60 hz it is clear

that there is a relationship between 
~r 

and U
00 
at these

frequencies . The coherence at 60hz can be explained by the

~~~~~~~~~~~~~~~~~~

--



56

ever present  l ine noise.  The causes of the other coherence

peaks in th is and the 4 f t/sec measurements  require

fu r ther  cons iderat ion . If one considers the length of

the wind tunnel , 48.5 ft , the circumference of the entire

tunnel , 123 ft . and the speed of sound , 1135 f t/ s ec ,

this resu l t s  in possible long itudinal standing wave

frequencies of 2 3 hz and 9 h z .  Hence standing waves

would appear to be a reasonable explanation for all but

the velocity fluctuations below 5 hz, and this again leads

to the possiblilty of a Helmholtz instability, although

there is no present evidence to verify this.

The U
00 

spectrum of Figure 34 exhibits spectral

peaks at both the first and second harmonic of the 5 hz

Strouhal frequency . It is interesting to note that there

is ccherence at the Strouhal frequency with the freestream

velocity sensor which is upstream of and above the actual

cylinder , a posi tion which would usual ly  be considered

out of the influence of the cylinder. The other coherence

peak would not seem to be due to the higher harmonic of

the Strouhal frequency but instead due to the free stream

velocity fluctuations near 10 hz.

The U
00 

spectrum of Figure 35 at 21.5 ft/sec again

exhib i t s  a relatively large peak at the Strouhal frequency .

The peak at the extreme low frequency end of the spectra

and coherence function is due to d.c. components in the

si gnals .  The cohe rence funct ion  shows that there is

vi r tu a l ly  no linear relationship between U~ and U~ except
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at the St rouhal frequency .

Based on these resul ts , there is l i t t le  reason to

believe that  there is a si gn i f i c ant connection between low

frequency (below the Strouhal frequency) free stream velocity

f luc tuations and the low frequency content in the phasing

signal. Also , the velocity fluctuations in the free

stream might be divided into two categories: fluctuations

possibly due to longitud inal standing waves in the wind

tunnel and lower frequency fluctuations of unknown origin.

Wake Measurements

As discussed in earlier chapters , the thermal

tracer was detected in the cylinder near wake , and con-

ditioned statistics were calculated to permit a better

understanding of the wake processes. As long as the

flowfield is two dimensional , the vorticity transport

equation has exactly the same form as the two dimensional

heat transfer equation . Thus , for a fluid of Prandtl

number near unity , the transfer of heat from the surface

of the cylinder should be a process which is analogous

to the transfer of vorticity . In other words , the momentum

boundary layer and the thermal boundary layer should be of

the same order of thickness. A simultaneous measurement

of the mean thermal and momentum boundary layers was

made for Re~ 4000, and the results are shown in Figure 36.

A dual sensor probe was constructed with the temperature and

velocity sensing wires located at the same x and y

coordinate , and offset in the z direction , along the axis

~
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of the cylinder. The sensors were driven by temperature

and velocity circuits similar to those previously discussed ,

and the output voltages were averaged with an analog

voltmeter . The results of Figure 36 verify that the

thermal and momentum boundary layers are indeed nearly the

same thickness. Note also that the greatest temperature

above ambient is only 2 . 5 °C , which results in negligible

buoyancy .

The phasing velocity was detected using the hot—wire

sensor located outside of the boundary layer near the

separation point. This position provides a signal which

is indicative of the shedding process with low spectral

content at frequencies outside of the Strouhal peak.

For early measurements , the ph asing hot wire wa s actually

immersed in the boundary layer , as the steep gradients in

the velocity profile would amplify any fluctuations in

the boundary layer resulting in the large velocity fluct-

uations sensed by the hot wire . But the nonlinearity of the

velocity profile distorted the almost sinusoidal velocity

fluctuations , resulting in a signal rich in spectral

content beyond the Strouhal peak . For sensor positions

outside of the boundary layer , the harmonics were reduced

considerably , but so was the amplitude of the phasing

velocity fluctuations. Suitable analog amplification

alleviated this problem .

Early attempts to use the phasing signal for condition—

al sampling of the wake involved the computation of cross

L _ __ _  
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correlation functions . The phasing velocity was correlated

with the temperature fluctuations sensed by a single

temperature sensor in the cylinder wake using a PAR b O A

Signal Correlator. The output of the correlator was

averaged using a PAR TDH-9 Waveform Eductor and the

resulting correlation function was plotted on an x-y

plotter. The correlation functions can in general be

described as a sinusoid which decays slowly with increasing

time delay (the independent variable in the correlation

function) and which possesses some relative phase shift

This phase shift corresponds to the difference

in phase between the periodic phasing velocity and the

periodic temperature fluctuations at a particular location

in the wake. The values of 4 c were calculated for

various downstream temperature sensor positions along the

centerline of the wake at four different Reynolds numbers ,

and the results  are plotted in Figure 37.  Note that there

is a sha rp change in slope exhibited by each of the

curves at some value of x/D, and that this x/D value

decreases with increasing Re. The horizontal portion of

each curve can be explained as a forming K~rmán vortex ,

which remains relatively stationary in the wake as

vorticity is fed into it. After this growing process,

the mature vortex is rapid accelerated and convected

downstream . This acceleration is evidenced by the increasing

rate of change of x/D with 
~c’ 

where is actually a time

delay normalized with the Strouhal period . Hence the 

- -  T~- 
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sharp bend in the curve should be an indication of the

downstream position at which the K~ rm~n vorticies form.

As a consequence of these results , a more detailed

investigation of the wake was undertaken . The early

results provide information only along the centerline of

the wake , and the interpretation of the curves tends to

be very subjective .

The phase conditioned s tat is t ical  technique described

in previous chapters was chosen as the most promising

technique for interpret ing the temperature data from the

wake. Although data was sampled and recorded on digital

tape for three Reynolds numbers , only the results for Re=7600

will be presented here. Statistics conditioned on phase

• alone wil l  be considered , but the possibility of further

conditioning of the statistics will be discussed in

Chapt er VI.

The phasing velocity signal was processed using the

bandpass — filbert transform technique presented earlier ,

F producing a complex rotating vector which shows the

instantaneous amplitude , phase and frequency characteristics

of the shedding process. The center plot of Figure 38

contains both the real and imaginary parts of this complex

vector , superimposed to better show their relationship .

Note that z1(t) is not merely z(t) delayed by 1/4 of a

mean period; instead it is the signal which is the sum of

the spectral  components of z ( t )  , each delayed by 1/4 of

its own period .

~ 
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The instantaneous amp litude , A(t) and the instant-

aneous angular frequency , w ( t )  were calculated from this

complex function , and are also presented in Figure 38.

The frequency was calculated by applyinq a nine point

di~~iLal difierenLiator to the computed phase. rphe amplitude

tunction corresponds to thu envelope of z(L) but the Uilbcrt

transform permits its definition for all values of time .

The f irst  f ew period s of the resul ts shown in Figure

38 are expanded in Figure 29. In Figure 29 , the large

ampli tude modula tion (abou t 50 percent)  is not obvious ,

bu t it can be seen in Figure 38 that there is a large

modulation with a period corresponding to about 4 to 8

shedding periods. Furthermore , the compu ted phase in

Figure 29 , shows what seems to be a constant phase when

there is an approximately 10 percent frequency modulation .

Th e f requency modul ation is no t present as a result of

the bandlimi tin g process , however , because the bandwith  of

the f ilter allows up to 60 percent modulation about the

center frequency . Furthermore , the amplitude modulation

does not appear to contain frequencies greater than about

one-fourth the center frequency of the filter , and this

filter allows amplitude modulation frequencies up to one-

half the center frequency . Therefore , it can be said

with total confidence that the results of the processing

technique are no t ca used by the dig ital processing , but

instead are a decoding of the information actually contained

in the signal being processed .

- -~~~~~~ -~~~~~~-~~~~~~~~~~~-~~ -—•  ~~~~~---- -—-~~~~~~~~—------ _ _
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I I a simp le V i SU a l  C of llp a r i s O f l  i ;  made l)f twecn A( t )

w ( t ) iii Fi quru’ 38 , there ~;eems I o he ~ i ii ant i (ro r i~~1a t iou

between the 11 uct ua t ions of I hese I tune 1 i ens . Get rdrd

[101 concluded that amplitude and period dru- inversely

related on the basis of observation of oscilloscope traces ,

and this implies exactly the opposite of the present results.

Cer ta in ly  fu r the r  investiga tion of the A( t) and ~ ( t )

funct ions  is warran ted , and this should be considered in

further work .

The computed phase was used to cond itional ly  sample

the wake tempera ture dat a as di scussed in Chapter IV.

The conditional probability density functions (see Equation

( 31) , Chapter II) were computed at each sensor position ,

and then integrated above a minimum telr?erature O1to

yield the phase conditioned probability that the temperature

would exceed the minimum value . Based on the probability

distribution of the thermal tracer in the wake , insight

into the wake processes can be gained . However , the

determination of a suitable value for 0 must first be
1

established .

Thermal tracers have been used previously to

dist inguish  vor tical f l u id from th e ou ter potential f low

(s ee Fabris [ 9 ] ,  LaRue and Libby [16]). However , the

experiments of these researchers were carried out far

downstream in the wake where the tracer is well mixed

within the turbulent fluid . The determination of a temper-

ature threshold was simply a problem of making 0a s  close
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to zero as possible without detecting the noise in the

temperature signal. For this experiment the determination

of is not that simple . In the near wake there is

vortical fluid with differing degrees of mixedness. If

were set just above the noise level of the signal , any

f l u id bear ing vortici ty f ro m the tagged shear layer would

be detected . On the other hand , a high value of 0~ would

permi t the detection of only the least diffused vorticity .

He nce the question of determination of 01 becomes relat ive ,

based on the concentration of the thermal tracer.

The first set of probability plots involves holding

phase constant while computing the conditional probabilities

for a series of 0 1 values. The results for O i equal to

.154 , .292 , .451 , and .610°C respectively are shown in

Figure 39. These are psuedo three-dimensional plots ,

with the horizontal axis corresponding to both the x

direc tion and probabil i ty .

I n comparing these plots , several interesting trends

can be observed . Consider first the plot for the highest

threshold value . Near to the cylinder , the probability

curves are very steep and very sharp. Hence , the shear

layer position seems to repeat itself very regularly

between periods. At x/D=l.5 the phase mean width of the

probability plot begins to widen and the peak begins to

decr ease in hei ght , and this trend continues as downstream

distance increases. This spreading can be attributed to

the presence of transition waves in the separated shear 
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layer , and the nonlinear qrowtli of these instabi liti es

results in increased randomness and tracer diffus ion with

downstream distance .

When is lowered to .451°C, the area in which the

tracer is found increases , and this trend continues for

01= .292 °c. In the latter case , the vertical traverse at

x/D = l . 2 5  seems to indicate the shear layer in two places ,

whi ch would be ind icative of the forming Kárm~n vortex .

When is lowered to .154°C, the thermal tag seems to be

detected almost everywhere in the wake . Comparing this

w i t h  the other  plots , it seems that the fo rm ing  vor tcx

wh ich rolls up some d is tance  downstre am of the cyl inder

may be e j e c t in g vor t i ca l  f l u id into the region imircdiately

behird the cylinder in the formation process. This would

be consistent with  Gerrard ’s explanation of the wake

processes , where the volume of the formation region is

created by a balance between the fluid entrained in the

separated shear layer and the fluid ejected into this

reg ion during the vortex formation process.

I t is interesting to note that the lowest threshold

shows the presence of the thermal tag all across the wake ,

and even down to the opposing shear layer.  Hence the

region immediately behind the cylinder appears to be a

well mixed region containing vorticity from both boundary

layers across the entire width of the wake. This demon-

strates a direct transport of fluid across the wake in

the near wake region .
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The data at an x/D of .5 is simultaneously plotted

on a larger scale ii~ F igu r e  40 for all four threshold

values. The boundary between the shear layer and t h e

outer potential flow can be seen to have a sharp temperature

gradient which is not smeared by the phase-mean averag ing

process. On the inner boundary of the layer , the temperature

dis tr ibut ion seems to be smeared in a random fashion , and

the phase mean temperature gradient is not as sharp as

the outer edge. This seems to be a result of the turbul-

en t f lu id  exis ting immedia tely behind the cyl inder  from

the ejection process just described . Random disturbances

of the shear layer  by th i s  vor tical f l u id would result  in

the smearing of the shear layer in the phase mean , and

it may be these dis turbances which trigger the ensuing

instability in the shear layer. Essentially this could

imply a feedback process , where the separated shear layer

instabil ity is tri ggered by turbulent fluid from previous

Kármán vorticies , themselves being formed from the shear

layers. The low frequency modulation of the wake might

even be an oscillatory instability in this feedback ioop .

If the near wake is relatively quiescent , the separated

layer will remain stable longer , hence less diffused .

This sharper shear layer would resul t in more concentra-

ted vorticity in the K~ rm~n vortex , and greater ejection

into the near wake region. The greater ejection would drive

the shear layer unstable sooner , resulting in weaker Kármán

vorticies , and a more quiescent near wake , This would

~
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complete a cycle which lasts an order of a few Strouhal

cycles. It should be noted that experimental  evidence

indicates that the period of the low frequency amplitude

modulation is in fact about four to eight cycles in

duration .

The results  of Figure 39 prompted the calculation

of the wake temperature conditional probability profiles

for a series of phase angles using the highest value for

C1 . The high threshold value seems to emphasize the

vortex formation process , while the lower thresholds tend

to smear the wake characteristics. The most concentrated

vorticity should be the primary agent in the formation of

the Kármân vortex , therefore the highest temperature

threshold would yield the most information about the

vortex formation process.

The conditional probability maps for 01 = .610 °C

are plot ted in Figur es 41 and 42 for eight values of phase.

Close to the cylinder , the shear layer can be distinctly

identified throughout all the phases, and it does not

seem to change significantly throughout the Strouhal

cycle. However , as downstream distance is increased , the

wake characteristics seem to show distinct changes

throughout the shedding cycle . Beginning at phase zero ,

the Kárm~n vortex appears to be accelerated and convected

in the downstream direction , resulting in an increasingly

long shear layer. At a relative phase of about 3n/4 , the

shear layer begins to be drawn across the wake. The 

_ _ _ _
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subsequent diffusion of the shear layer downstream of the

point at which a new vortex is beginning to form results

in an effective cutoff of vorticity to the previously

formed vortex. By ~ = 5ii/4 , the old vortex has been

shed, and the new vortex proceeds to roll up for the remainder

of the cycle. The formation process seems to occur prim-

ar i ly at a single downstream position , and when the

vortex is completely formed , it is subsequently accelerated

and shed . This seems to verify the conclusions drawn from

the correlation results.

A less detailed plot of the formation process is

presented in Figure 43.  The shaded reg ions correspond to

the envelope of the plots of the previous two figures.

In other words, the plot of Figure 43 shows the regions

where there is a nonzero probability of f inding temperatures

greater than the threshold . If nonzero probability is

termed possibility , then these are the regions where it

is possible to find the tracer at a particular phase for

at least one percent of the Strouhal periods considered .

The lower shear layer for each of the phases 4 is simply

a duplicate of the upper layer at phase ~ + ~ flipped

about the wake centerline. This should correspond to the

lower shear layer position because of the antisynmietry of

the process.

Considering only the upper shear layers, the layer

seems to be the first drawn into the wake at a q of 3-TT/4 .

Subsequently the K~rm~n vortex is formed , and at a phase of
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about 7i~/4 , the acce lera t ion  of the stat ion a r y  vortex

begins . The ini t iation of a new vortex begins al most

simultaneously with the acceleration of the previous vortex

which is forming from the opposite shear layer . Phases

O through ii demon strate the acceleration process. It

should be noted that the results of the correlation technique

used fo r the prel iminary results  predicts the position of

the accelerating vortex almost exactly, when the results

of both techniques are compared. Theref ore the correlat ion

technique appears to be an adeq uate method for determining

the downstream distance at which the Kármán vortices form .

Figure 44 is an enlarged plot of the vertical traverse

taken at an x/D of .75 for half of the phases plotted in

Figures 41 and 42. This figure is provided to indicate

the periodic oscillation of the position of the separated

shear layer. For any particular phase, the probability

of f i nding fluid with a temperature greater than the

threshold value appears to be a Gaussian function of vertical

position . This dispersion of shear layer position is

most likely due to the presence of Bloor instabilities in

the shear layer. If the phase mean position of the layer

is considered , a very def ini te  transverse periodic motion

of the separated layer can be observed. The shape of the

curve seems to be preserved throughout the cycle, and this

indirectly demonstrates that the present technique computes

phase accurately. Consider the ~ =0 and the 4 =  ii/2
curves in Figure 44. If there were smearing across phase,

~
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the c~ = 0 curve would be expected to spread in both

vert ical  directions , as the shear layer mean position is

lower for ~~~~< 0 and higher for ~ > 0 . However , if the

shea r layer is at the extreme of its periodic swing , as

for  q = -n/2 , higher and lower phases both have lower mean

shear layer positions, there f ore smearing in phase would

result in a skew probabi l i ty  curve at this  extreme position .

Since the curves have almost identical shapes, there apparently

is neglig ible smearing in phase . The same argument holds

at the other extreme shear layer position for ~~= 37r/2

Based on the results shown in Figure 44 it might

be tempting to define a mean instantaneous shear layer

thickness in terms of the half-widths  of the curves .

However at the present time, because the temperature

threshold is a rb i t ra ry ,  it would be pr ema tur e to reach

any conclusions about the shear layer thickness. Further

investigation is warranted , especially with respect to

the temperature gradients on either side of the shear

layer .
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CHAPTER VI

CONCLUSIONS ANt) RECOMMENDATIONS

The conclusions of this series of experiments

fall within three primary categories. The first

includes experimental apparatus and diagnostic meas-

urements related to experimental facilities. The

second ~ategory involves the data processing techniques

used in treating narrow band polychromatic processes.

The third and last set of conclusions relates to the

conditional temperature measurements made in the wake

of the cy linder , and associated conclusions about near

wake processes. Based on these conclusions , a series of

recommendations for further work are made .

Conclusions

A set of diagnostic experiments and calculations

related to instrumentation and facil i t ies leads to the

following conclusions.

1. A cylinder model with a thin film surface

heating strip can successfully be used to selectively

inject a thermal tracer into the flowfield in the near

vicinity of the cylinder. In order to localize the surface

heating , a water coolant at ambient wind tunnel temperature

must be pumped through the center of the cylinder model.

The sur face heater can then be used to thermally tag the

vorticity in a single boundary layer of the cylinder.

2. The thermal tag can be detected in the wake of
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the cylinder using a multiple sensor resistance thermom eter.

A carefully designed probe results in negligible inter-

ference with the wake flowfield , and permits the use of a

very small sensor with a frequency response of order

1-2 kHz. By double shielding the probe leads , a low sensor

current of 88pA can be used and th is  results in negligibl e

velocity sensitivity with a noise level ecjuivalant to .01

• °C RMS. A set of six broken bridge circuits can be used to

compensate for changes in ambient wind tunnel temperature .

3. Wind tunnel sidewall boundary layer influence

• on the cylinder flowfield can be reduced sig n i f i c a n t l y

through the use of specially designed end plates. These

plates incorporate a circumferential ring to reduce cross—

flow on the front of the cylinder , and a large plate in

the wake reg ion to eliminate communication between the

cylinder wake and wind tunnel sidewall boundary layer.

Consequen tly , a finite length cylinder can be used to

approximate the flowfield in the vicinity of a two

dimensional model.

4. A hot wire sensor placed in the potential flow

region outside of the boundary layer near the separation

point can be used to generate a signal characteristic of

the eddy shedding process. The velocity fluctuations at a

frequency near the Strouhal frequency appear to be induced

by the Karmari vorticies , and f a l l  wi thin a well defined

spectral peak superimposed on a random backround spectrum .

5. Frequency domain statistics relating wind tunnel

~
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free stream velocity and room pressure for the extreme

velocities of interest demonstrate a linear relationship

between velocity and pressure fluctuations at several

frequencies. Significant correlation exists in three

p frequency bands centered about 3 hz , 9hz , and 23 hz.

The hi gher frequencies might be explained by standing

waves corresponding to the length of a single tunnel leg

and the c i r cumferen t i a l  centerl ine distance.  The low

frequency fluctuations might be attributed to a Helmholtz

instability between the room and wind tunnel.

6. Frequency domain statistics relating the wind

tunnel free stream velocity with the velocity f l u c t u a t i o n s

sensed by the phase reference velocity sensor demonstrate

that there is no significant relationship between the two

velocities outside of the Strouhal frequency . The low

f r equency fluctuations in the vicinity of the cylinder do

not appear to be related to the free stream velocity . Free—

stream velocity fluctuations sensed six diameters upstream

and six diameters above the cylinder wake are felt even

at a position usual ly  considered out of the region of

influence of the cylinder wake .

The following conclusions can be made concerning

the technique used for processing the phase reference

signal.

I. The peak of finite bandwidth appearing in the

spectrum of the phasing velocity can be separated from

the random background spectral content using a finite
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— impuls e response dig it al f i lter .  Thi s f i l t e r  does no t

cause undes i reab le phase sh i f ts in th e signal and produces

a bandlimited  polychromatic sig nal wh ich is cha racter istic

of the eddy shedd ing phenomenon.

2. This signal can be processed usinq a complex

representation of a real polychromatic function to yield

instantaneous phase as well as instantaneous amplitude

and frequency modulation . This processing technique

involves the implementation of a discrete Hu bert transformer

to determine the imag inary part of the complex funct ion .

As a result , the exact instantaneous phase of the eddy

shedding process can be computed withou t the l imit ing

assumptions of previous workers , and phas e cond itioned

wake statistics can be determined .

3. The wake appears to have frequency and amplitude

modulat ions which  are roughly anti—correlated . The amplitude

modulation appears to be about fifty percent with a character-

istic per iod of four to eight Strouhal cycles. The fre-

quency modulation is approximately ten percent with a char-

acteristic frequency in the vicinity of four Strouhal

cycles.

The wake temperature measurements lead to several

conclusions for Re=7600.

1. The mean thermal and momentum boundary layers

are of the same order of thickness near the separation

point of the cylinder. If the thermal tag is injected

into a single boundary layer , it provides an indication
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of the vorticity throughout the wake coming from that

bound ary layer.

2. The shear layer appears to be veiy wel 1 del m e d

near the cylinder. Although there is a periodic trarm s-

verse motion of th e shear layer at the Strouhal  f requ ency ,

the layer dupl ica tes  its pos it ion almost exac t ly  f rom

cycle to cycle.

3. At a further downstream distance , the phase-

mean position of the shear layer is smeared by the appear-

ance of transition waves. However , the peridic transverse

oscillation is still evident.

4. The near wake region which is bounded by

the cyl inder , the separated shear layers , and the forming

Kármán vorticies appears to contain turbulent vortical

f l u id  which is ejected into this  region du ring the vortex

formation process.

5. The free shear layer appears to have a sharp vor-

ticity gradient at the boundary with the outer potential flow

but the boundary wi th  the near wake region is more d i f fu s e  as

a result of interaction with the vorticity in the near wake.

6 . The vor tic i ty  in the near wake may have a

si gn i f icant  role in d r iv in g the shea r l ayer uns tab le .

This would imply a feedback loop between the forming

vortex and the shear layer which feeds it vor t ic i ty . The

low frequency modulation of the wake may be an instability

present in this  feedback loop .

7. The processing technique used to determine the 

--- - -~~~~~~~~~~~~~~~~~~ -- -~~~~~~~~~~~~~ -
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instantaneous phase of the eddy shedding process appears

to result in little smearing of the statistics across

phase.

8. The results obtained using a high temperature

threshold level in the wake probability computations

indicate the phase mean forma tion and shedding of a

Karm~n vortex .

Recommendat ions

The fol low ing is a set of recommenda tions aimed at

guiding future work related to the present experiment.

1. A better understanding of the effect of temperature

threshold level should be considered . The introduction

of temperature ranges rather than thresholds might aid

in this attempt.

2. The conditioning of wake statistics on modula-

tion amplitude as well as phase should lead to a better

understanding of wake processes.

3. The feedback mechanism for the low frequency

modulation might be investigated through the use of control-

led disturbances. If large amplitude sound pressure

fluctuations are used to disturb the shear layer in a

controlled manner , an override of the feedback process

should occur , with subsequent reduction of the modulation .

4. The data already existing on magnetic tape should

be processed to yield information on Reynolds number

effects .

~~.._J .— ~~~~~-
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5. The wind tunnel velocity fluctuations should

be considered in greater detail. In particular , the low -

frequency oscillations (five hz and lower) are not under-

stood very well. In addition the possibility that the

cylinder shear layer instabilities are driven by wind 
-

tunnel freestream disturbances should be considered .
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Table 1. Wind Tunnel Diagnostic Measurements

Quan tity Run 1 Run 2 Un its

Free—stream velocity 4 21.5 ft/sec (fps)

Hot—wire sensitivity volt/fps
Free stream 50 5
Near cylinder 5 .25

Pressure sensitivity 4.05~ l0~ 4.05xl0~ volt/psi

Sampling frequency , f5 50 250 hz

Folding frequency , f0 25 125 hz

Low pass f i l t e r  cutoff  16 80 hz
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Table 2. Data Acquisition Runs

Quantity Run 1A Run 2A Run 3 Units

Re 7600 10600 5800

Velocity —14.25 —4.5 5 —16.67 volt/fps
sensitivity

Tempe rature ~~3 . 9 4  3 . 9 4  — 3 . 9 4  volts/°C
sensitivity

Sampling 814 1036 592 h z
f requency , ~s

Folding 407 518 296 hz
f requency , fo

Samples per ].5300 15300 15300
position

Strouhal ~ll ~14 -~8 hz
frequency , 

~~~
Phasing probe .J77 .177 .221
position , y/D
x/D=0 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



80

1 I

,— SUBCRITICAL
/ RANGE

8 -

I
I I

6 —  —

I I

I I
I I

4 I I I  I I

102 
~~ 0~ IO~ 106 io7

R~

Figure 1. The Inverse of the Strouhal Number as a Function
of Reynolds Number for Circular Cylinders

i~~~
__ 

_ __ J_ __ - 
- - - -

~

-—-

~

------

~

- -



- • - ------— -—----— - ----•-----•-—-~~ - - - -- ---- ------- - — —

81

I I

.

~~
~~~~~~~~~~~~~~~~~~~~~~~~ Q
(D W C) I 10

— 0) 0) _I — U)

— —  0 V

j
O O j  IIo 0 — I,_J _J z

- ~ 

&~ I
— .- I0

0 U)

I i—’ —~ (‘j

if 1 0
II
0 0  C-’

0 Z
Ui _ 0

0
0 z

2
0

(I)

4 — .— C%I



r ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ --

82

1 0 —  
1 I :

0.8 - BOXCAR
WINDOW
f~~~~f

Ui

0a-
0.4

:.:~ 

-20 
~ 

BOXCAR
tI1A~ WINDOW

IX IfIAR ~m
~~-40
a:
Ui

~~-60a-
C-’0
-J
-80

10 20 30 40 50 60

Figure 3. Linear and Log Power Spectrum of Boxcar Window



1VA D—A059 530 ILLINOIS INST OF TECH CHICAEO DEPT OF MECHANICS MECH——ETC FIG 20/1+ 1AN £XPERIMENTAL INVESTIGATION OF THE NEAR WAKE OF * CIRCULAR CY——ETC (U)
MAY 76 R w WLEZ IEND J L WAY FIel.62O~ 76—C~ 0O62

UNCLASSIFIED lIT— FLUIDS/HEAT TRANS R76 AFOSR —T R—78—1 292 NL

.1 U_lul
U !UIEiEUIL ~•EiI!t

_ _  

iI~U!fl !I1
U! 

I

N S



-.—. -, 
~~~~~ —

-.-
~
-
~~~

- —..
~
- -—- — — -

~
-- .--.----—,—--

~~ - --.-~~ —- ..—

r~
.

83

l.0~ 
I I I I I

0.8 HAMMING
WINDOW
f = n t ~f

~~0.6 -

w
0
~~O.4

0.2 -

00 I I I I I
10 20 30 40 50 60

n

0 I I I I

— -20 - HAMMING -
WINDOW

I f = n t ~fV

100 I I — — — — — — — —-‘ 0 10 20 30 40 50 60
n

Figure 4.  Linear and Log Power Spectrum of Hamming Window

- ~~~~~~~~~~~~~~~~ - — — ---
~~~~
-

~~
--- . 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ___-

~~

-. -- _ _ _



V -- 
~~~~~~~

-
~~

---
~~

--. -----
~~~~ 

— - - -,- 

~~~~~~

84

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  0
I I I I W)

— a

~

o
-

I U
0

• C.) >-o ~_j
w z
>~~% O o— ~~ p()

N

• I J •~4
I.-

a)

o—
Ua)

a)
0

—

In

a)-

o 0 0 0
9J

ZH/j1O/\ I 9~J BP- AiISN3~ 1V~LL33dS ~3MOd



85

(~
J

—

--- - -.

~ 

-~~~~~~~- . --- --- ~~~~~~~~~~~~—.~~~~~~~-~~~~~~~~~~
-- -- -. -~ .. ~~

-
~~~~~- . -



-----

86

~~ 
°

~~~~~~
- 

~~~ 

-

~: ~ ~~~~~~~ _ _

37~

RECTA NGULAR -A -

J _
~~T R A N S I T I ON \ LIV E WALL ” -7 

SMOKE

10 HP LATERAL

ENTRANCEPLAN VIEW SECTION

Figure 7. Photograph and Schematic of Flow Visualization
Wind Tunnel

_ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



r -

~~~~~~~

-

~~~~~~~~~~~~~

87

-l

p — 

~~~~
.I.J -.. — - .

I — ~- —

~ 
_

;

~:~

~A4 ~~~ 

‘

~

SIDE VIEW
WATER LEVEL

~~~ W-
f f j~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

T

HONEYCOMBS

-

:0

— FL0W~ TEST SECTION 4’

[~~~D IC
~LL -- _ _ _ _ _ _

PLAN ViEW

Fi gure 8. Photograph an d Schematic of Water Table Faci l i ty

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



t 88

Iii
“Ii.

TEST SECTION ACCESS
TRAVERSING WINDOWS DOOR

~~FAN MECHANISM __\
\\
\
\ 

3 x

_ _ _ _ _ _ _ _ _ _ _ _

_
_ _  

10 

_ _ _

~~~~~~~~ O H P  ~~~~~~~~~~~~~~~~ cTION
DC MOTOR I HIGH SPEED I0 1750 RPM 1.-TEST SECTION -.~ ACCESS

2 1 3 x 1 0  DOOR

FLOW DIRECTION

Figure 9. Photograph and Schematic of High Speed Test
Section of Environmental Wind Tunnel



.- 

~~~~~~~~~~~~~~~~~~~~~

89

9 U,
1 _ _

0

0
(LI

.1-
z _ J  U)

O L L  4-)

________ 
C)

~~~

T , gI C)

/L
~

U)

~~~ 

_ C)

U
--I

I + I +
_ _ _  L 0

0

LU I ~-1z~~
. 4.)

4 0~~ ~~~1~~~
0i f l~~J H

I
c~ ( ~~~t _ J w z  I I-• a)

~ 4~~~~ W I Lii
\>a . cn j  —~~~~~~

0~~4 0  40 w
_ IOZ LU

C 
0 I~)4

- -  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~~-~~~~~~ . -  ~~~~ . -~~



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -- _ _ _ _ _ _ _ _ _

90

.

Fi~~ure  11. Pho tj , r i uh s  of ( ‘ ‘ ‘t i n d e r  , ~~~~~ j t ~~ ~~t r i r’

En’~ P1 it e



--- --~ ---- — . -- --------—‘- ‘-- --‘--— .... :~~~~~ 
- --  --———--

~ 
- - .

~~ ~~~~~~~~

91

HEAT GENERATION

CONVECTION
/ h
/INSULATION /

(FROM
SYMMETRYE~/ S

/

CONVECTION
hw~~~~~~~~

/ \

TO 1800

SCALE = 5:1

Figure 12. Cylinder Finite Difference Heat Transfer Model

.4 ;

. — —--

~

--

~

-_--.-

~

- - -- -- . .

~

- —- _ _



r ~~~~~~~~~~~~=.
- 

~~

- —--- - —

92

I.0O 4~
e~ o
0A 0

.80 - POWER INPUT 150 Btu/HR

hA hw

R .05 1.25
.60 - ——— 0 1.25

.05 0
2 ‘—

V
Btu/HR-1N2— °F

0 1 ‘—
‘
~~~~~ ~~~~~~~ — I

0 25 50 75 tOO
a-DEGREES

Figure 13. Results of Solution of Difference Equations for
Cylinder Heat Transfer Model



-‘—5’----- 

.
~~~~~~ 

-.

93

0
0
U

C)S I
?-~ ,I.,

¼~( LTJ

~

U

‘0

I”-
a)LLJ~~~z

Z I—
- C’J

0 — i
z o- o  U)

I I  0

U)
4.)

4-I
S .-’

a)

.4-)(~1
a)

I 
_ _ _ _ _  0

0 0 0 0
IC) 2 I’ 0
e;:j

30 - 3~fliV83dV~13i
C)
1.4

- ‘-I

-“ 5-- -- 5 . — .



r -

~~~~~~~~

1 94

u~
_ _ _  

II
m- —2 ——-”

~~~~~~~~~~~ T~~ I
II

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
(a) WITHOUT BARRIER

(b) EARLY BARRIER DESIGN

— STAGNATION
STREAMLINE

f f / 7 // / / /f / / f/ / / / , f / / / / / / / / /  / / /
(c) FINAL BARRI ER DESIGN

Figure 15. Flow Visualization Diagnostics of Sidewall
Boundary Layer Interaction with Flowfield at Front of
Cylinder



I I  I”
~~Q

I I  ‘I
Li

>
Lii It)

S-I.

~~ ~~~ LLI
~f2 u~~z a)
0 1 0<

“-I 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



- ._5- ‘- 5 -_-  - -~~~

96

_ _ _ _ _ _ _ _ _  (‘I $
I — 4.)

LI U
1-i

U
.4-’_ 0— C)
a

‘-1 C)
1.4

‘ U)

‘ 1)1

a)
E

— o.~_ — ø  
>1

n 4-)
“-I
U

C-)
ILl C)
Cl)

SflOA— 3 r14

—-——5-—

~

- ------.-— ~~~~~~S. 
—.--- — S----~~--- —- —--



________  - -~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
‘~i~~~

- - .

97

r
—r’

I T~~~~~ >- I T 1
~—1 ~~~~~~~~ —~ ~~~~~ p-p

cZ~~j  C)
Lii_ lc_ 
I.— -?

4.)ii 1
I U)

r~~~ = ~~~~~~~ w

‘-4

I
0?

I —
I + I +

I C)

Q ~~~~C’J 0 ~~~ N .
2 ~~~~~~~~~~~~ 

Q 
‘-I

2
0 0 U
IC) 

-

~~~

I >1 U)

1 +  1 +

I a
I LU
I In
I — IC) ’~~ 0~ ’~ ‘~I — ‘ _j S.-,

I Lii ~—

Lp: ;:__...rF ~~: ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ I
— Id b 

~ 
I—I il ii’ h iit: :11I~W

i i  I~~~ U, I
~ 

I I  II II Z
I I  ‘ ‘‘ O W

4 W  I— U)
C/)

0
I—

_ _ _ _ _ _ _ _ _  

___ 
~~~~~~- ---- --- ~~~~“ -



r - -—----.-- —---—S---- 5-~~~~~~~~~~ 5- ’ ‘ — -.5--

98

6 1\ 1~ U

CHANNEL I —o
CHANNEL 2-0

- 
A~~ CHANNEL 3-A -

CHANNEL 4-~~
\ CHANNEL 5-V
\ CHANNEL 6-0

4 -  -

3.94 VOLTS/°C
-

I-
-J0
>

0
Lii — —

I —

0 -  -

9
— I I I I

0 24.00 24.50 25.00 25.50
TEMPERAT URE -°C

Figure 19. Calibration of Six Channel Differential
Resistance Thermometer

_ _ _ _ _ _ _ _  

j



-

t 99

(a) WITHOUT

_ _ _ _ _ _ _  (b) 
STAGNATION
PROBE

—5--- 

-

(c) 
INTERFERENCE
PROBE

Figure 20. Dye Flow Visualization of Interaction of Six-
Sensor Probe with Cylinder Wake

-



100

II 

TEMPERATURE
PROBE

Fig~~re 21 Different Views and Close—up of six-Sensor
Temperature Probr 

‘ - .- — - - .
~~~~~-~~~~~~~~~~



r - - -5------ . 
~~~

5- 5- ’_ —_ --—----5- —--—.5- 5--

101

•~~~~~~~~~~~ii
•~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

(a) CYLINDER MODEL WITH PROBES

~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ i.4~ t~-

i _ -_

(b) INSTRUMENTATION
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V~ ØJ REGIONS WHERE P(8>O.61° C.)>O

~~~~~ EXPECTED RESULTS FROM ~ +~rAND SYMMETRY

Figure 43. Regions of Nonzero Probability through Shedding
Cycle for High Temperature Threshold
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