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SECTION 1

INTRODUCT TON

A tochnology has evolved to aecure a general purpose computer
wtility® agatnst the compromise and sabotage of information., This
technology, called security kernel technology, ia a diaciplined
approach to providing effective information access controla within a
computer aystem,

A soecurity kernel is an fsolatud, protected, and highly roliable
component cubedded within a computer's operating svstem, A combina-
tion of both hardware and software, a security koernel monitors and
controls all accesses to information, permitting or denying accous
In accordance with a specific accurity poliey,

While it may be theoreti{cally possible to implement a security
kornel on any machine, certain hardware architectural foatures aro
very important to implement effoctively three cssentianl characterisw
tica of a decurity kernel, which are discussed later. As will be
evident shortly, not all of the {mportant hardwure features aro
supplied as standard or optional features on all commercially
available computers,

Smith (1] dofined and describod tho fmportant havdware tfeatures
and also compared five large-scale, commercial, third generation
vomputers to evaluate the suitability of each for an effective
security kernel implementation. The five machines vepreseonted a
broad range of architectural philosophies, but each possessed
suttftictiont computational capacity to provide a general purpose
computer utiliety, The Honeywell 6180 and Digital Yquipment Corpora-
tion KI1-10 were found to be the best candidates, with the 6180 pru-
viding Just about all of the {mportant featuresa, The IBM 370 and
Xerox Slgma 9 were judged to be difficult architoctural bases for
an effective security kernel {mplementation, while the Burrougha
B6700 wan considered an extromely poor chofce,

i
|
A
':3
b
|
4
v
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* A goneral purpose computer utility {8 deflned here as a
multiprogramming, resourceesharing, conputer system desigued ﬂ
to support interactive and batch processing and to be accessible :
to multiple users concurrently.
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Presontly, many small to medium woale computer aystems aroe
wmarketod tor use as geueral purpose computational utilitivee IThis
ropurt will compare aud evaluate against the important hardware
architectural features, minicomputer uystems offered by ten
ditterent vendors: HODCUMP, DATA GENERAL, GENERAL AUTOMATION,
VARTAN, PRIML, DIGITAL EQUIPMENT CORPORATION, HONEYWLLL, 1BM,
INTERDATA, and HEWLEDIT=PACKARD.

The remainder of this section will provide background
lutormition on security kernel technology. Iun Section Il the
spovitic hardware foatures that sorve as the criteria for the
ovaluation are developeds The results of the evaluation are
docupentod {n Soction 111 and a conclusion iy presented {n Svction
v,

BACGKGROUND

Ilpformatton Security and Privacy

There are many commoreial, industrial, military, and government
envivoumants with requirements for goneral purpose computer
utilities = froguently minlcomputer based = that permit the shariug
of programs and data basos among users of the utility, while
wa intaining the aecurity of tnformation whoere essential and the
privacy of tuformation where desired.

The neoed to malntain the security of information 1is most
visible {n saystoms with requirements for multilevel socure
futormation processinge Many military and government euviroument s
have oxpoericnced increasing deoands to procesa concurrently
{utormition at multiple levels of classitication on the sawe
machine. 1t these demauds are to bo satistled, eftaective
twformation access controls must be provided to maintatn the
seyregation of nultilovel information and to insure that tudividuals

sannot gain access to information classitied above their level of
cluarances

fhe noed to matntain the privacy of {atormation {8 evideat {n
Just about any computer utility. An owner of a program or data file
= patrticularly & proprietary program or sensitive data tile - wnust
be contiduent that ouly (owner) desfignated fudividuals are perwiteed
to access the tile.

Aun eoftective security kernel fmplementation provides the
roequirved security aund privacy voutrols. By creating an envirowwent
fu whieh all accesses to information must occur through the kernel,




the scecur ity and privacy of tatormation can be quarantecd. By
provent fug unauthoriced accesdes to (iformation, the kernel
elfmlnatus from the computer utility the threats of unauthorized i
wodlticat fon, dostruction, and purloining of information.

sceecurity hernel Toechuwology

Siuce the late 1960’8, the Unitod States Atr Force Electrontce
Systoms Divisfon (ESD) has spounsored rescarch and developmont
activities (u the area of computor system accurity [2)¢  In 1972 ESD
funded a Gomputer Scecurity Technology Planniag Study Panel to
luvest tpate and report on computor sccurity {ssuos, ineluding the
fasue of dnsuring the decavity and privacy of futormation {n a
puneral purpose computor utility (31« Tho panel’s conelusion was
that the opurationg system of a secure, general purposo cowputer
atility should tneludo on tsolated, protectoed, and reliable
mechanism known as a veference monitore  The refersuce mon{tor would
puatdntee the socurity and privacy of {ntormation by wediatiug aund
controlling all referonces (accosson) to information. A sacurity
Kevuel {a the vealication {n havdware and software of thoe roferonce
wonftor convept.

The panel recognized that the effectiveness of the Luformation
aceess controls s a eritical condstdoration.  Claarly, ft wast not
be pussible to ofther circumvent or subvert the access controls. As
the panel recognized, eftorts to socure an oporating system by
cither didgcovering and fixing all of {ts "holea', or by coustructing i
doset of security feoatures upon an oxdsting, nouw=secure oporating
svatem, stood little chance at successs The former approach {8
tueltoect {ve because the absvuce of holes can never be domonstrated,
only the fuability to flad theme  The latter approach {8 fneftfective
bevduse the gecurity controls are built uwpon a non=secure operating
aystem which can be penctrated, and the security controls at the
suter tevel can be clircumvented or subverted (4],

The only viable approach, the pancl concluded, was to inelude
security as o central consilderation or goal during rhe desipgn and
developumeut of an operatiag syvatems  The design process should start
with the formutation of a mathematical model ot a secure computer '
aystom basod on the votereunce wonitor concepts  Vnce a nwdoel is
establishoed and proved, a primitive, secure, machine that caboedies
the retference monitor concept is then dosigned, spacified, and
top lementeds This primitive, socure machine consists of a base
computer architecture = supplemented, of course, by havdware ;
teatures taportant to an cetfective socuricy kernel {toplementat {on -
and a4 amall amount of highly reliable security kernel sottwares !
Boecaune of the requivenent for high reltabiticy, it musat be possible
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to dumonsttate or prove that the primitive, securv machiune
Falthfully dwplements the mathematical model.  Finally, with proot
of the primitive, securv machine accomplishod, an oporating system
{o designed and fmplemented upon the secure machinue Sknce tha
vporating system le {tsoelf constrained by the access controls
providad by the primitive, secure machine, {t {s a socure vpatating
systums  Any software systum constructed upon the primitive, sucure

wiching and constrained by its access controls {s a secure software

Hys LUt

Mathoematical Model

ESD gpounorod several eftorts (5, 6] to develop a mathematical
model of a4 Becute computor systom based on the reforence moultor
concepts  Thoe specliic securlty policy that the moduls woere to
unforee was Lho Depactment of Defenso socurity policy of cloarances
nud classificatious,® In practice, cledrances are assigned to all
wiory of the computer systam and classitications are attached to all
information stored with the systoms

Oue modol, the Bell and LaPadula wmodeld (7], 18 the fundamoental
baris of all security kornel developuent asctivities at The MITRE
Corporations  The Bell and Labadula model defines a reference
uunitor bused, secure computur systom in terms of subjucts, objects,
and mathematical axfoms thut govaern subject accuosses to objects.

subjucts are information acvesvors, the active system elowwents
duch ay usors and processes operating on thelr behalt that read and
wrlte fatormation,

Objocts are system olements accessed by wubjects; thoy are
passive cloements that serve as {pformation contatners.  Examplos of
objecty are program and data t{les which are stored tn main wemory
and on perdipheral storapge media.

The roforonce nonltor maintatus the cleavances of subjeclts and
the classiflcations of objects, and it mediates and countrols all

e 0. ot et ket

*Socurity levels are assignod to individuals (clearances) aund
tutormation (classitications)e A security lovel Ly composed of a
Hovarly orderved classiltcation level (Leee, Unclassitiod,

Cowd Ltdential, Secrot, Top Secrot) and a wat of compartments (Vege,
NATO, China, Nuclear),
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aubfect aceossod to objocts In accordances with aveurity policy.

The policy condfats of a non=dilscret{onary security policy and a il
discrot tonary seeurity policys e

Non=diwscrationary Security Policy b

Nou=dlscrationary security policy i{s defined by two model g
axlomst  tho simplo socurity condition and the ®=proporty. i

The simple security condition govaerns a subjoct’s read aund 3
extctite avcusses to obhjoctss It atoaton that o subjoct may read orc o
oxecuty an objoet Lt tho clearance of the subject dowlnatos* the -
clangification of tha subjects Tha stmple security condition {s 2.
drawn diroetly from Dob security policyd ita intent {8 to probibit b
uuers fron obtainfny tnformation that they are not cloared to seoa, by

A

; The *eproporty poverns subjoct write accossoes to objoctse 1t i

? statos that a subjoct may write fnto an object tf the claseit fcation
of the object (8 greoater than or equal to the cledranco of the

' nubjocts  Statod anothor way, tha *=property stipulates that a .

subject canunot write fnto an object classiftod at a level lowor than '

the clearvanee of tho subjects  The *=property is desigued to praveat

a program vperating on bohalt of a user frow reduciug, accidentally :
or otharwise, e.ge, via a "Trojan Horse" 133 the classitication ot -
fulormation.

-

Wien an tndividual s grantod a clearvance, he {8 charged with
redponsibility for mafntatuning the clarsitication ol classified
{utormat tone  Normally, whan the {odividual s workfng with pencil
and paper, we can truat the tools ho i working with uwot to
compromise Lulormtion, stnco the tndividual has vary direct control
over the penctl and papere  Howover, the tools a computor utility
way provide cannot bo similarly trusted and must be donted write

Aavevdd tu objoects of lowor classiticationde  This {a o consequence f
ottt the Hmited and {ndirect control the tndividual has over tho i
noftware opoerating on hits behalf, the amount of {information that wmay .

bo compromised, the spoed with which the compromise way occur, and
the dittfculty In dotecting the violatiug programs

, A cledaranco {8 greater than or equal to o classifleation 1£: 1) :
‘ the classitication lovol of the clodrance s greoater than or ogual

' to the clasvsittcation lovel of the classitication, and <) the sot of A
compartmonts of thae cloarance {8 a suporset of thoe set of 'ﬂ
compartmants ot the classitLeat fon. .

BAb w vnpiabinibl bukrisd i A e S




il The otfect of *-property enforcomsnt on a computer utiliity is

to partition the {nformation store {nto multiple levels of ¢
clavgification and to confine each information object to its

. associated partition, and thereby preventing the migration or

A loukage of information across partition boundaries.

Discrutionary Security Policy

Diserotionary security is DoD’s nead=to=know soecurity policy;
g 1t wtates that, in addition to being properly cleared to acceds some
particular piece of fuformation, the usar must have a valid
Justification for accesuing the informations The implication ls
that the “owner" of a ptece of {nformation may decide to grant
aunother iudividual access to the information, provided the
{udividual 18 pruporly cleared and has the neod-to=know.

In the modul, then, in addition to maintaining the
clasuification of all objects, the reference mondtor maintains an
accuss coutrol list for ovach vbject. The access control list, which
way be wanipuldated ouly by thu objuct’s owner, designates those
sub jucts that have been granted accoess to the objuct and their
permittod modos of accoss. |

o rpe T ey T

Thus, when a subject attempts to access an object, the
ruforence mouitor will verify that, for the requosted wmode of
accoss, both non-discretionary and discretionary policies are 3
satisfled. :

lntegritg

If the simple security condition, ®=proporty, and accoss
control liste are propuerly enforced by the reference monitor, ;
classifiod {nformation is protected from accidental or walicious . !
disclosure to unauthorized users. However, as prosentod above, the C
modul doas not yat protect classitied inforamation againat
unauthorized modification or destructions As formulatod, the *-
property pormits 4 subject to wrlte into an object classified at a
level above the subject’s clearance. There 18 nothing tov pravent a
subject from overwriting sensitive tnformation that the subject
cannot otherwine read.  For example, the model pormits 4 top secret
procass to axecute an unclassif led procedure, since vxecute access
18 oqulvaleunt to read access in the model. 1f the unclassifiad
procudure is untrustworthy (l.e., coded by an unclearaed
fudividual), there is nothing to prevent it from destroyiung tup
socret Information that Ls accessible to the process.

=
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Biba han oxpanded thoe Bell and Laladula wmode! to addross the
problew of tatormat ton sabotage (9] 1n addition to attaching
socurity Lavaels to subjocts and objects, the reterence monitor alwo
wadntafue an intogrity lovel for all subjects and objocts. A simploe
futogrity condition and {ntegrity *=proporty are definad that are
the duality of tho siwmple security condition and *=proporty. The
tntogreity axloms provent a subjoct of high integeity from accensing
daba or procedura objects of lower dntogrity. Low integrity
procodures may only bo used by subjects of ogquivalent {untegrity, and
witly data objocta of oquivalont integrity are accossibles The
nabotage ot high Latogrity {uformation by low integrity procadures
ta tharators provonted.

Buoeurbty hernol Roeguiroments

Throeo roqulveneuts tor, or charvactoristices of, an oftfective
aecurity kerinol fuplosentation were fdontitiad by the panels
Thoy arvod

Lo tho complote modfation of all intormation accosnas)

de  the twolation and protection of the security karnel fron
ponetrat ton and subversion; aad

Jo o the couststont and reliable onforcoment ot the soecurity
pulivy.

The havdware featuras that constituto the ovaluation evitoria ave
devived divectly trom the three regutvemoutss The Teatures arve
tit roduced herve to genoval toves and are worve Fully developod in
sectfon 1L,

Gowp leto Mudiat ton

To stato this voguivement {n the absatrvact tovmw of the
witthomtieal model, thoe decurity kornel wmust {(ntervene and modiate
all aevosion to objocts,y by subjoects.

Oh joets have beon def Laed as (nformtion reporitorios withion o
compitt or Byst o, such an progran and data £ilen, and 1/0 atoervage
devicoess  AlLL objocts vroslde on some type of momory, ofther main
menoty o socoidary meuory  (disgks and drums), or periphoral mewory
(magnot Le tapo, paper toape, punched cards, maguetic bubble memory).

Subjecta have boon detined an udora and procesdos operating on
behialt of weerke  The security karnol deals most dirvectly with
processon, whitch may boe detined tu any numbor of ways. A procesn s

13
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defined here as a collection of active objects (resources) and a
process statue A process’ address space ia another turm for the
gollection of active accessible objects; the address space includes
all programs that may be sxecuted, as woll as all data files aund /0
devices that may be read or written. The process state contains
status information about the process, e.g., a uecurity level, an
integrity level, and an execution point. Since the definition of a
procossd may also include a buffer area for intetrprocess
communication memsages, processos are objects as well as subjects.

1/0 channels for direct memory accass (DMA) 1/0 devices ara
another type of mubjecte 1/0 channels are small-scale processing
unite that execute 1/0 programs to move blocks of data between main
mencery aind high=spood 1/0 devices. 1/0 channals are programmed
(initialized) via commands from the central processor. As active
dystam entitivs, the socurity kernel’s access controls must also be
applied to thue operation of all I/0 echaunels.

To reostate the requirement for complete mediation of all
dub ject-object accesson, & swoecurity kernal must mediate allt

le  procesy accesscs to main memory;
2. procoss accasses to 1/0 storage dovices)
3o 1/0 chunnel accesses to maln momory

4 L/0 channcel (and 1/0 device) accesscd to procosscs
(luterrupte); and

5« process accesses to other processes.

The requiroment for complete mediation of all procema accesuen
to main memory implies that the mecurity kernel must verify a
process® access rights on all fotches and stores to main momory.
Clearly, swome additional circuitry must be prusent within the main
memotry addressing mechanism to check each and every accosws by the
contral processing unit to main memory., A virtual memory addreassing
system can provide this access chocking circultry., Virtual memory
18 a memory management scheme dosigned to support an environment for
multiprogramming by pavtitioning total physical mewory futo
distinctly accessible storage blockse To support a multiprogramming
cuvironment where programs and data may be shared among procesacs,
without vne process destroying another, the virtual memory system
will vorify, at a minimum, read and write accoss rights on all
accesses by the ceutral processor to main memory.
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The second, thivd, and fourth types of subject-object accesses
above tmply that tho secarity kernel must be rvesponsible for
fuput/output access controlus A sutiicleut solution to insuring
soacurity Rurnel wmediation of all 1/0 accusses is to permit ouly the
kernel to perform 1/0. Privileged 1/0 {nutructions are one means of
vrestricting 1/0 capability to the kernel. Privileged {nstructions
may bu executed only whon the central processor is operating in
"privilegad" modes By pormitting ouly kernel software to run in
"privileged” mode, ounly the kernal can do 1/0.

Thoere are other ways of rostricting 1/0 device avcons to
socurity Kernel doftwares Some architectures pormit the coutral
processor to address 1/0 dovice rvogisters like main memory.  Since
the socurity kernel will maintaln control over the virtual awmory
addrosaing mochanism, it can restrict the physical mewory addressues
of /0 davice rogisters to its own address wpaces 170 dovioe
voplators can bo made tnaccossible to usoer softwarc,

Ldeally, user moftware should be pormitted to perform 1/0 undor
ol l socurlty kernel controls This would reduce kernel
rospouribility tor 1/0, making the kernel wmaller, less complex, and
wore easily vordtleds  Havdware mechanisms thut make user 1/0
ponsible are discusdud {in Section 11,

Tho tinal type of wubject=object access implies kornel
woddatdon and control ol {utorprocesys communication. IPC control s
purt of the kernel’s overall responsibilicy for control of systom
procesdos  (croation, doletion, and awitching of processes)s Most
provass control functions will be fgplesmontod within the software
portion ot the gecurity kernols  However, certain types of hardware
foatures are tdeutified tu Section 11 that factilitate the kernel’s
process coutrol redponstibiliticn.

laplation aud Protuection from Subveraion

As the Toeal point of tnformation access control, the security
koruel must bo protected from unauthoriced wodification and
tampering that could render (t {netfoctivo.
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Avchiitectural wupport for the wotion of oxecut ton dogafon®
provides an cavivonment o whideh the faolation and protection ot
nocurity Rernol componeats can be assured.  Uhe concept (8 weltl
dof tned and datos back to tho days of the early batch mounftor
systams whon the tmpoctance of protectivg supervisory programs and
data bases from the vagarive of user software was firnt recognizod,
U thode varly systoms two domatng or moades of execution  wore
typleally providedt user and suporvisore A tald within the
central procossor’s atatus replater {udlcated tho currant mode of
erecations Uker sottwiare ran tu user modo, which was unprivi logad,
vhilo supurvinory doltware ran in supocvinor mde, which was
privitogeds  Priviloge meant that certatn (priviloged) tustructions
could boe oxecutodse  From the porspoctive of protoct tag supervisory
sottware, the toportant privileged tnatruetfous were those that
manfpulatod wemory protoction featured, stnee they could be used to
protect mowory atoas Where auparvisory nottware renfdeds  1/0
fust ruct tone, an noted (o the proceding subsectfon, wore alao
privileged, so that the gupevvivsor could control the movewmeat of
uset progtamt and data futo and out of main memory.

Security Kevuel sotftwave, ot course, would vuan within
privileged, suporvinor oxecution domiiue By properly wanaging the
virtual wemory systom, the hernel would protoct {tuolt feom user
sottware contined to run within unpriviloged execat ton domain.

The conceept of o havdware ring stracture, {irst descreibed by
Sultaor and Schroodor (1), te o part tealavizaat ton of weecut ton
Jomantas to oa vivtual wewory cavivonments Havdware rings oxtend the
two domaln arvangemont fuato a welt {ple number of domafan which arve
hlevarchtecally atvactured o Tinecarly ovdered (o terms ot aceesns
rights to vivtual wemory objectus Concoptually havdware ringns are
atvanged cocont rteally, with the fnnermest ring wost priviloged and
the outerment viapg beast privitegeds  On o vlag ayvatew the addrosn

Aty tmportant to noee tmmediately that "domatn” {8 used here o
the depre of havdwiare provided "execatton domatos", tollowing the
terwinology of much ot the Hteratuve provided by computer
mantlavturors, and Ad distinpuished from the potton of "proatect fon
domatas®, which a0 the subject of mouch vercarch in comput er securtty
ee Retetenee 10Y and (8 mostCly provided ta sottware thyoaph
capabi ity «baned addiean{up.
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apave of a process consists of a number of virtual memory objects.
wach of which has boon assigned to a specitic ring (or riugs) of
execut lone  The addross space {8 really dyunamic, changing as tho
procoss’ ring of execution changes. When the execution podint of
process moves into an {uner ving, tts address space increases as
more objects bocome acessible and access rights to previously
accoduible objocts fncrvase. Newly accossible objects are those
which have been assignoed to the {nner ringe Couversely the address
spacy of a process decreases as Lte point of oxecution moves {uto an
outer riunge  An {uturring transters, particularly inward ring
trausford, ave carefully controlled, objuects assigned to inner riogs
can be protected freom processos exoveuting {n outar riugs.

From above, another form of privilege {s the ability to execute
privileged machine {nstructions.  On ring systems privileged
fnstructiony are axecutable only by procosses operating within the
funntrmost, most privileged riag.

On tingy systoms security kernel software must oxecute within
tiw {fnaermost rings  Ring machines permtit the lmplomentation of a
distributed kornol, which moans that kernol procedures and data
basen ansigned to the tanerwmost ring can be {ncluded within the
addvrods dpace of udor processesse  Not all kernel software would be
w0 distributoed, of coursed only those procedures and data bases that
nhould be avcesasibla to user software would be distributed.

correct Opoeration

The tinal securi{ty ketawel requirewent, the consistent and
reltable enforconent of the security policy, ts without doubt the
wont difticult to satistys  The operation of the security kernel
mist be provably corvoct, g0 that the existence of ifmplementation
bugs that might be expluited by direct software attacks can be
Jisutsaskede  This roquirement for provably correct operation has
mot tvatod the developmout of a formal design, fmplementation, and
voerttication methodology {n security kernol toechnology.

The methodology employs a sericvs of successively loss abstract
representations of a socurity kernel implementation, with a proof of
vortedpoundence betwoeen cach reprodentation and its preceding, more
abatract vopresentation [12).

Starting with the security policy to be enforved by the kornel,
the tirst vepreseatatfon i o mathomatical model of an abstract,
goecutoe computer system based on the refervnce monitor concepte  The
Bell and Latadula wodel has been describad above [7) « The uext
roprosentat fon tn the derles {8 a formal top=level specitfication of
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the tuput/output behavior of the security kernel, using a
spocification technique origlnally proposed by Parnas {13) and
extondud by Price [14]¢ Millon has developed a technique to
domonstrate that the top-lavel specificatlon complies with the
axfoms of thoe mathomatical modul (15)« The text swtep 18 to
fmplomunt the software portion of the kerunel designh on the proper
hardware bade, and to prove that the implementation corressponds tu
tte top=level wpecifications Kallwan snd Millen have devised a
Rarnel {mplomentation and proot of covrectness strategy [16), drawn
from techniqued developed at Stanford Rosearch Institute (17), that
tuvolvod the decomposition of thoe kernel {oto hierarchically
structured levoels of absmtractions The Ffinal stup in thoe soerios s a
usuable secure machine Lo exucution, obtafned by compiting the
kernel software developed tn the preceding stope  To complute thae
voritfication wthodology, proof of a covreet compilation must bo
demounst rateds  Furthor resezreer (o thits area of vorification s
needod.

The tieat two steps of the methodology, wodel and top=luvel
spuciticatfon, are {adepondent of any particular havdware base. Thoe
thivd stup (8 the fwplementation of kernel sotewdare on a proper
hardware bases  Hardware features that make a mchine a propor basg
are those that contribute to a clean and efticlent vealivation of
the subject and object model abstract tonds Tho rvesult {48 a small,
woll ovganlzed, and understandable {mplewmentation, one that s
recoptive to complete teating and veritication of corvect
purformance.

A virtual meawry organization {8 o desirable feature {n this
regard because {6 contributes to a howgencous object structure
whare objects are decessed to a simflav fashions  domplote
howogeneity of obJect atructure Is supported by those architoectures
where 1/U devices are also accossaed via the vivtual momory syatem

The subjoct abstraction La supported by hardware featurves that
permit a clean and efftctent aultiple process structure. Apain, o
virtual memory organization can assist herve hy providlog o auttable
cuvironment for mult iprogramdug and by defining a per procens
address space dn teruw of objoct deseriptorss Hardware assistance
for a fast and et fletent process swlteh and intorprocoss
communleat ton alsoe conteibute to an ottective mult {ple proceas
cavivonment .




SECTION L1
EVALUATION CRITERIA

The evaluatfon critoria are drawn divectly from a set of
areiiitoctural foatures previously tdountified by Burke [18) aw
contributing to an afticieont and offoctive secnrity kerao!
g Lemontat fon on a mintcomputer aystan

Some of thy featured wore tatroduced (o the procoding
discussion o deceurity ketnol vreguiromentss Mention was made ot the
nead Lo control procossor accessvs to main momory and 1/0 devivas tao
satfsty the rogulirement for cowpleote medtations  Virtual wemory wan
tdont it fod as one weans of wanaging and controlling acconnes to main
menory,y and privilegod 1/0 taatructlons wore doneribud an o
suttdeiont moans of rvestricting 1/0 capabilitivs to Rernel software.
Domt bus of oxveution and the mate specitie notion of concentele
vlupgs wore neted as effoective mochantams for tasuriug the tsolat fon
amd protection of keruel hardware and roftwares  And finally, the
voguivement for security kornel voritication domandod o olean and
woll strueturod kernel sottware dmplemontation, facilitatoed by
toaturos that conteibute to a good roalization of subjoctr, via a
vobust mult {pla process vnvironment, and objoets, via o doseriptor-
banod, vivtual momory ovgandéat {on.

The critervin are prosontoed under four tusetional arean, {row
aboved  virtual memory, 1/0 accens coutrol, execution domatonn, and
pultiple procoas controls 1o edeh area both vasent {al and
conveatent teaturen are dovelopoeds  Thoe asscutial teatures ave just
that = thode toatures tu vach area that are abhaolutoely nocoasary to
patiaty the raquiroments for an eftective socurity keruel
ftplomentations  Gonventent featuros provide dosfrable capabt it fon
i navdware, capabilitios that would vtherwise be provided by kevaoed
sultwares  Convondont foaturos way coutribute to the otffctoney ot a
kernel fmploventation, to the verification of keranl nottware (by
reducing tta salze and/or comploxity), or to the support of a
mult fluvel secure application systom.

VIRTUAL HEMORY

Virtual momory La a somewhat overworked and {requent 1y misased
turny, o torm whideh to most {odividuals fregquently counotes only the
natton of a vary large poer procoss address spaces  Tho tovm (s oltea
applied to memory managoment systoud that arve really mapped menory
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wystomds  Hont ot the mtutcogputors that ave ovaluated support as an
optional teature o memty wapping undt that permits the expannioun ot
i mwory boyoud standard capacitys  Theso machines are typlceally
1o bit mmchiinoa that tform lo=bit offective program addromses and
aupport a4 puer process address apace of 64K bytes or worda, duponding
wpon the addredsable untts Evon with the MMU and expanded main
oty tho par provoess addrosa space = now called a logleal or
vittual address apiace = vemaine at 64K, Kxpanded matn momory (n
wra b lvy but not vecossarily, some multiple of 64K, and the MMU wapa
wacly procean’ vivtual addross space (nto a 64K phivateal addrosa
apace (o mdin oy,
]

COMVOERR LY, othor micliines surveyoad (PRIUE, SCOMPY form
eftovt lve program addrosscs lavger than 16 bitsa in lougth, avmething
ko 18, 20, or &2 bitas  Thowe machines provide a wsich largoer por
procoss vivtual address space (eogey d30H worda o the PRIME
wichiines)y, clearly wich lavger than the awount of phyateal main
momory  that ia curvently practical to attachs These machines move
clodely voutorm to tho comen natton ol 4 virtual wmomary svatons

The dtut bnetions botwoon mapped and vivtual memory ave vt
critieal an tar asn the evaluatton {e concorand, othor than the
connidetat fon that a vory large per proceds vivtual addroess space
pormita o vory vobust, multiple procoss, cowputational cuvivounwent
The (agortant chavactorint fen of both mapped and vivtaal memory
ot zattona ave tha tallowlugd

1Y Total physical memory apace {a ovganteed tnta

and acceaned (o teruw of Togteal atorage unlta called etther
PARCE 0 Roptentae Pages are tixed longth untta, usually
sotetiiing tike S1dy 1,004, or 2,048 wordu/byton tun lougth,
Segments are vartable lengath unita, ol ton with sowme
maxtmam longth dof tued gomewhiers on the order of 1K

or 64K Words or bytoas  Whereas sogwenta ave geaerally
Large enough to accommadate wost progtam and data ilox,
several pagea are required in a paged organtaation,

Some svetomn provide a wogmented=pagod organtzation

where sach aogment consdsats of an tutegtal number of
Poges e up Lo dome maximim oumber of pagens  luoa

peaneut vd=paged avatem, only the accosssd page ot a
ropuent auat be resaldent (o wmin fomary.

SY O The page ov nogmeunt cotvesponds tooan objeect In the
mtthomat teal models The vivtual addross apace of 4 proceas
e o collection of currently acceriible objocts, a net of
acvtive pagon or searentse  An obhject x made accorstibloe
et Eve ) to a procers when a deaceiptor for the object
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ta added to the tableo of active objoct descriptors for

the processe The object Lle thoreaftor accensed (addressed)
through s descriptors  The table of active objoct
doederviptors {8 a conveniont definition of the

procasy virtual addrods space.

3 Program effvetive addrosses ave virtual or logical
audvrusscd,  Thay are two=component addrosses, whete

the fivst compounent 1w a logleal page or svgment numbor =
fn etfoct an tndox tuto the active object descriptor

table = and tho second componsnt {a a word or byte offsot
locations  Tha first compuonent is used tu locate the
descriptor for the object within the process’ active®
abject tabley among other iftems, the descriptor my
vontain the madn menory location of the start of the o
abjucts  Thoe second component is added to thoe A
stavting location to compute an offoctive physical

addrony {n madn wmomorys I the addrosscd object {8 not
curreit ly vosddont in madn momory, as dotoected by the memory
wappiug unit from a flag within the object’s descriptor,

a fault is generated durdiug address translation and

a (koruel) woftware routine {8 dndtiated to wmeve the

object into midn wemory from secondary (dise or deam) womorys

A pagad virtual momory organization {s advantagoeous to
mewory wnagement becausoe only the accosnsed page of W@ program
of data flle must be moved duto maln mowory.

4}  Regardiog the requirement for complete mediation, the
most impurtant characteriatic (& that, in most cancs,

all otfoctive program addresdes foraed by a procoss

are virtual addrosses and must be translated into
physical main womory addrossoss During address transla-
tion, the mapping hardwave veritios that the attempted
mode of access {8 valide The descriptor tor the

accedsed object {ueludos fnformation dofiuing the procoss’
accoss rights to the page or segmonts At a mindmuw the
access control {nformation will asupport write protection,
whoro a bit within the descriptor must bo set to permit
wieite aceons to the objoct.  Typically the mapping
hatdware will provido an unmapped mode of oporation, when
ettuctive addresses dare treatod as physical, not virtual,
addressod and aceoss protection checks may be disablad,
(The unmapped mode of vporation would be restrictoed to
kernol sottware)s  User software will run undes wapped
mode, 80 that all main momory acvosses ave mwdiated.
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5) As for supporting the subject and object abstractions,
the active object table 18 & wuccinct definition of the
address space of & process. Descriptors are used to define
the locations of objects as well as a process’ access
rights to theme Within a virtual memory environment, the
active object table embodies most of the information that
defines a processs (In A kernel based secure operating
systen, the table is manipulated by process management

sof tware modules within the kernel; objacts are added

to the table upon weer process request, provided the

slmple Security condition and ®-proporty are

gatisfiud.) Whun a process is allocated usage of the
cuntral processor, its table must be made accessible

to the address translation hardwaruv. For most

wapped memory systems, this wmeans that an image

of the tuble 18 loaded from memory into a set of address
translation or mapping registers in hardware or, often, in
faut somi=conductor memory. For most virtual memory systoms,
thiv medns that a eingle register is loaded that points to the
table somewhere in main temory; since descriptors must

be fetched from main memory for address translation,

adding overhead to the time spoent during address trouse
lation, a fast accese cache is typically provided to

hold frequently used descriptors.

Un at least one virtual memory architecture (SCOMP), /0 devices
are supported as part of the virtual cenvironment. Descrip=-

tors are used to define 1/0 devices. A device 18 made accessible )
to a process when a descriptor for it is included within ' ]
the process’ active object table. The process accesses
the device in torms of u virtual device address and the 4
mapping hardware translates the acceas into an effective .
dccess to a physical 1/0 device. The result is a complete
homogeneity of object structure in which all model objects ; i
are accessed in a similar faghion, i.e., by virtual addresses
that are translated into phyaical memory addressea, or v
physical 1/0 device accesses, using information contained
within process local object descriptors.

Lssantial Features

Paped or Segmented Virvtual Memory

It must be clear that a virtual memory system {8 an csssential
architectural feature. Either a paged or a segmented organization
will do. Both can provide an cffective environment for multiple
processes. Both require address mapping circuitry and can thercfore
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provide access choecking during address translation. Perhaps the
{deal orvganization {8 a segmented=paged arranpoment, with access
rights applivd at the segment level and gegments partitioned futo
pages for efficlient memory minagament.

Null, Read=-kExecute Total Accouss Rights

At a mindmum null, read=gxecute, and total (e.g., read=write=
oxecute) access permissions should be supported on a per page or por
soguent basiss  The model axioms require the capability te segrepate
read access from write oeccess.  Null access means that vo objoct s
assoclated with the desceriptor addressed by the (irst component of
the virtual address} such an attompted access should genarate an
futernal fanterrvupt (or fault), as should all access violations
dutected by the wapping hardware.

Gonzentent Features

A finer grain of access permission is desirables It would be
convealent to be able to grant a4 process any subset of the following
sot of accoss rlipghte: aull, read, execute, aud wrilte. Lacking such
fine granularity, read=ounly and executu=only adsess permissions
would be very helpfuls Two other convenient features within virtual
memory object descriptors, refereuced and modifiled flags, are
helpful to virtuul memory monagement.

Read-Unly

Road=only access permission is helpful because {t can preveat a
process from executing a data file. This is basically a validity
check, but some applicatious have a requirement for no user
programming and read=only permission makes this possibles

Lxecute=-Ouly
Lxocute=only accuess is helpful in that proprietary programs can
be protecteds Programs stored in execute=ouly objects can bu

executed, but not read and copied.

Ruferenced Flag

A referenced flag 1a set within a virtual memory object
doscriptor when the object is accessed by a processs A referenced
flag 18 helpful to memory management software when it must decide
(coege, least recently used algorithm) what object(s8) in main memory
caun be ruplaced by other virtual memory objects.
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Sitmilavly, o modilded tlag {8 set when a process writes futo an
objucte  An object that has been modified must be copled bhack to
secondary memory when {t {s replaced 1n maln memory, otherwise thae
mdifteation s offoctively lost.

1/0 AGGLESS CONTROL

A vivtunl memory addrassing mochanlsm that mediates all procoss
accussos Lo main mewory {8 alone fusulffetent to satisly fully the
roquiremant for comploto modiations  As {nformation Ia aldae Htored
on and sccessible from peraphoral storage dovices, an of foctive
necurity kernol mudt contvol the movemont of tnformation to and from
1/0 devicos.

ALL of the miehiines coverad by this evaluation are basad on a
hus st ructurod avchitecture whare the functional modules of the
minlcomputor system = GPU, madn mamory, 1/0 devices - are attached
tu a common data and control path called a bude  The hun {a the
medium for lutermodule commimicatfons  Briefly, one module
commileatoy with anothor by Ciest, gainlng contvoal of the busj
nocond, spocitying the module to be communicatod with by putting fts
addruss on the buy and waiting for acknowlodgemont; and thivd,
putLing the fnformtion tu be trawsferred on tho buse  Tuput/output
vecurs over the bus whon data {8 transforrved botwoen an 1/0 deviceo
awd ofthor o CPU or matn memory modales

Two vory diftoveat furms of 1/0 pust be coustderved, stow speed
and Tilgh speads Slow mpeed 1/0 fa also callod programmed 1/0
bocause the central processor {8 favalved 1o thoe transfer of oach

amd overy word or byte of datas  Slow apooed data transfer results f
from the oxectttion of 1/0 fustructfons by the central pracesddor.

Thae procodsor THest executos an fasteuction to determine whoether an i

L/0 device {6 ready to porform /0. Thoe {nstruction tnceludes the b

dovice s bus addresy and effectively reads the device’s statun :

vregloetor over the buse 1 tho device {8 ready, the processor will 4

oxvcute an fustruction to read/write a word or byte ol date  rom/to y

the dovieoes O s read, the 1/0 {ndteuction dondd a control word !

over the bus {nstructing the device to read a word ot byte from {tn R

atovage media and Lo put {1t on thoe bus for the coutral procossot. g

On g write, the fadtruction putds o control word on the bus {uwlforming g

the device that (1t will be wrttton on, followed by the data for the 3

duvieas  Whila the above {8 a vory gonoral doscription of programmed )

/0 on o bus structured arcehiftecture, {t 18 moant to convey the i

wot Lon that the contral provossor performs 1/0 by communfeat tng with ! ﬁ
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the datatun, control, and data vepglaters of an 1/0 dovico ovar the

buds  Programmed V/0 fa usatul only with alow apood 10 devicen ke
terwluals, wnlt vocord devicos, and paper tapos,

High spoud 1/0 fuvolves, naturally, high apesd dovicos ke
magnot te dises und dreumss Wigh spood 1/0 fuvolves ouly wininal
ventral processor avolvemant, asd fnformtion (8 transterved
divuetly butwoun tho high wpowad storage medla and matn wemorys  HHigh
apond devices ave also called diroct memory accodd (DMA) davicuws
onee fudtlatod and startued by the contral processor, o IMA duvico
worka Ly patallul with the CPU and compotes with {t for accens to
maln memorys  Taktng magnetle dives an an oxample, sovoral diwe
drives may bo contvollad by a single dige control antt. Ofton a
dpuctalicod processlog undt callod an L0 chamwel will connocet
poveral dige contvollers to the bune  The central procossor
todtladizos (programs) thoe 1/0 channel For vach BHA traustors  UMA
trauntuors woye data {n blocks awmd fulttaltzutton luvolves the
apuelficatton of a particular dovice and othoy parameters for the
transtery vogey locatlon of the taformation on the devico, atartiong
addrons aud longth ot bloek fo mdn memnory, and direction ol
translove  The contral procossor fufttalizon the transfor by panning
coulrol (nformat Lo over the bus to the 1/0 chaunels Aftoer
{tult faligatfon the contral procodsor starts the chanel fu operat fon
and s uo longer fuvolved tn the trasber aatdl G roecoiver an

tudivat fon that the tvanslor s complotoe or that somothing han gowe
WULIY .

Fasontlal Feature

Avcand to 1/0 Devicas s Controllod

It is canoutLal that a minlcowputor providod some mechaniswm
that would enable a security karnal to matntain control ovor
aveosdes to 1/0 devicesas Cloarly, unregulated acceesas to mult tlevel

peripherval storago devices by unt rusted wder or supervidory soltware
vanitot bo permlttade

A sulttelont nolutton ta the notimn of privileged 1/0, which
weand that 1/0 fa purformed only whon a proceds (s oxecutiug tn the
privitegod domin (Lewe, the processor a operat fng tu a privitoped
pode ) Privileged £/0 is fuplomentod by priviloged /0
Pastvuet tons, whileh wmay bo oxecuted only whon the procoddor s
opetdt Ly to priviloged modes  Attewpted axeceuttion of a priviteged
tuntructdon o non=privilegod mode results toan L legal Tastvuet fon
trap (tuternal (ntervapt) to a handler tn privitogod modes The
kernol, whose sottware will oxecuro fu privileged mode, st pevtora
all /0 upon vequest by unetr or supetrvidory noltware,
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'\l Another means of tmplemonting the notion of privileged L/0 ix

! potslblo.  Whercas wost machines employ 6 or 7 bit bus addresscs

4| (svloct codow) for 1/0 devices, some machines (eege, PDP=11/4%) have
3 bus architectures whare 1/0 device status, command, and data

@ i roglsters are addressed just like main memory. Fetching or storiug
gL {nto an 1/0 duvico rogister is no different than fotching or storing
. tnto any other main momory locations By judicioum control over

| virtual to physical address tranmlation, accoss to /U doview
roglsters can be restricted to sccurity kournel sof tware.

Gonyentent Foatures

Although privilegod mode I/0 18 sutficlent to guarantee
nogurity kotnel control over 1/0 devieo accunses, complote
respond Lbility tor 1/0 18 delogated to the kernol, {ncrcasing kernel
slzo and complexity at the expense of verification effort. It would
be conventont 1f non=privilegod user or supoervisory software could
porform some extornal 1/0% under mintmal kernel controls  Two
tontures ave ildontified that contribute to this realization.

Mappaed 170 Dovicos

An attraceive approach in onae, ivtroduced varlior, that
fneludes L/ devices as part of the descriptor=based virtual wemory
cuvirenment, whore doseriptors are provided for virtual 1/0 devicens
and the momory mapping unit translates virtual device accessas tonto
physical deviece accomses,  Gonslder, as an examplo, a bus
architecture ke the PDP=11 family of miuicomputers where 1/0
device registoers are addressed like main moemory and descriptors can
bo fneluded within a procoss’ active object table that map {uto the
contral, status, and data reopgleters of 1/0 devicer %% A process
would gouerate a koeruel roguest For access to an 1/0

*ixtornal 1/0 {8 distinguisbed from internal 1/0,  Iaternal 1/0 (s
awapping disk or drum 1L/0 that the kernal must pertorm for virtual
memory managements  BExternal 1/0 1s what {8 commonly thought of am
/0, fuvolving puripheral storage media like terminals, tapos,
cavds, otcs

o mnme cda

.

oz 2t

*lhis (8 moro ovasily said than acconplishod, as will be evident
latoer,
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deviced the kernel would grant or ratuse the requeygt doponding on
the security levels of the process and the devicos If the kerael
prants the roguest, Lt outers o deseriptor tuto the procods’ active
ubjuet table,

Thid concopt by acceptable only for prograwmed 1/0 dovicos,
slneo thewe dovices are ouly accessud by thoe currently executing
procesa and data ts tramsferrod divectly betwaen (typically) a CPU
reglator and the data rogister tor tho devices  Uigh=apead DMA 10
i roquires some addltional control mochantsm to chock maln memory

! accasdoes by the L/0 channel, since the 170 channel may causv a
) sucurity comprowmblae, ad woll an dostroy kornel code, 1 1t does wot
tfollow lta tustructionn, {eoe, 10 reads or wreites maln monory
locations 1t hasn’t booin {natiuctud Lo nccuss,

DHA Matn Lemery Accuasos Are Gontrollod

To fully support. the notion of mapped 1/0 devicus = both
programaed and DMA devicos = all DMA dovieon accusden to main monory
uint bu wippad just ad contral procedsor accodsod are. Now tha

‘I vivtual monwory wapping andt assupes tho rolo of goneral acevds
: coutrolluor tor the mintcomputor systom

A procods would request access to a DMA device, just as above

tor a dlow spend devived tho kernel would grant a descriptor
; - pormitting the procoss to aceesy the device’s status and control i)
' vroploturas  Thoe process could then {nitdalize a DMA block tranwfoer

5 using process local virtual addresses and start the data trausfor, ]
b The DHA duvice would present virtual addresses which would be mappod ;o
¢ into physteal addresson uning tho provess” active object tables  The fj
4 mapplog unte would also chock accoss rightse  So that DMA tranafers 5'
¢ o behalt ot sevaral procodses can occeur concurvently, as virtual 1
¥ wddrusaod are prodented from a DMA dovice the napplug undt west be 13
§f vapablo of associat fng tho corrvet active object table tor the 23
procoss that Inttiated that dovice.

A A surious drawback to this feature e that hWigh spued 1/0 {x i
! now purformed interprotively through the kernel’s wapping wnit. 34
g Some ol thoe throughput ot the bigh-spoed transfor is traded oft in '3
4 favor of tuevoasad security and kernel softwave swioplicity. 1.
Pl 4=
i i
¥ *rhe socurity lovels ot the process and device maat bo aqualy honee ‘f
‘f the duvice miy be read or writtene Also, 1/0 dovicosn camnot bu [y
1% sharnd among procossos. :
k|

!
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PRUTECTION DUMAINS

Exocution Domainy

Hout ot thoe machines wurveyed are oxecution dowiin machinen.
Suveral (PRIME, SCOMP)Y arve concontrie ring wechinos.  The PdOP=11
family 4» advettised as a throo domatn machine, but (s vary much
Tike a concvontreie ring machine,

AL of the axecution domatin wachines provide a stugle
privilegoed supervinor domain and one or were ogually unprivileged
uner domiuse  The number of user domiing is governed by the uuwmbor
ot avta of addrons wapping rogietors within the memory mapplag
havdwaros  Some machines provide as Few an one wet, othors as sany
an et s Tho wore wots provided, the greater the number ol
provedsen thal can be wupported with mintml procesns sawitching
Lateneys  Propor memory moagemeit by suporvisotr domin software coan
i1 annure the protect ton ot usor domitog from oach other,

1 ALL of the domatn mchtnes provide priviloged fustructions,

: although a wide vartat{on oxtuts an Far as what operat fona ave

Lw privilogeds  Some oxauwplow ol priviteged tantvuctions ave those that
Re pertorm L/0, mantpulate virtual memovy mapplog voglseters, attor/load
T thae procesuer status registoer (eoge, det the domatn ot exveution),

f and cuable/dinable/mask {ntorruptes Corvespondingly, sof tware that
dovn 170, manages the virvtual memory oavironment (ineluding the
hand bing of page or soguent faultu and accenn viotatioun), mnages
provondes, and handlos tntervupts < all tunetions that a socurity
Kornel oiel asaume rodpeasibility tor « must tun o saporvinor

11 duome tn

Anothoer torm of privitope exhiibited by exevut fon domatn
vichtnen Inoa capabi Lty for supervisor domatn to opervate tn an
1 wmpped mode s, whereby et tective program addreesnes ave tveat od aat
' an vivtual addecunes but vather an unmappod physical addvesnos,
Typlvally acveus chocking can alao be divabled withiin suporvisor
domatie  Thoro two tact it les can bo uded to plve supervvisor domin
' not tware anrestrdetod aceean to a hlock (unually the Fivnt 2anle
4 wemoty  tocat fons) of iy memorys A security keraol runnfug (o
suporvider domatn would venerve thin wemory bloek tor (te own
sat tware and data bases, deayiag unprivilegoed uker svot tware acconn
31 to the arva by proporly managing the memory mapping (ulovmt ton.

el Gl i e

poom

11 The POP=11 throe domatn aveliitocture, as fmplemntod by the ;
: momory matagoment untt (MMU) option, closely approachen the

") cocent tie ving concopts Iy ovdeor of decroanting privilege, the

L three domabns avet  RKernel, Rupervinotr, and uners  Assoclated with
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vachh domatn 48 a set of mewmory mapping registers. A POP=1] process

coudiats ot a4 kernel addroess space, a suporvisor address space, and
o user addruss wpace. When a PDP=11 process is executing in kernel

domain, all three address swpuaces are acccssible; whon the process is
exocuting {n supoervivor domain, both supervisor and user spaces are

avcoss ible; and when in user domain, only user space is accesaiblae,

Clearly, ouly kernel sottware would operate in kernel domain. Oun

the POP=11/45 0 security kernel can bo distributud among user
procusict.

, Concentric Rings

R X

Throo of the machines evaluated, PRIME’s 400 and 500 and
flonoywell ‘s SCOMP, are concentric riag machinos.

The PRIME machines provide 3 vings while the SCOMP provides
four, ® Goncoptually, the rings are arrdanged concentrically, with
ring O tnnermost, most privileged, and most protected, and rvings 1,
Jy uvtee, pordphoral to ving O and of daecreasing privilege and ?
protectlons  The proceddor statuyg word includes a fleld that defines
the current ring of executions As describod earlier, a procoss’
actlive program and data Plles are awsigued to spocific ringss Thiw
. asulignment of a procoss’ active objocts to upecific rings s
elfocted by ring bracket information stored within the descriptor
i for vach vbjects Gonvrally thorw are several brackets within ocach
3 dusceriptor that define the riugs of execution from which the objoct
may bu read, weltten, and executeds  For oxample, tho SCOMP haw
B three brackoets, Rl, R, and R3, that are used in the following
: manners A SCUMP procoss may writo an object providod it has been
, grantod write access to the object and 1ts current ring of execution
] {s botwoeen O and (ducluding) R1} the process miay read an objact
‘ provided {t has read accoss and fts current ring of executtion s !
butwoen O and R2; the process may execute an object provided it has
oxucute accend and ite current ring of exccution {s between Rl and _
R (and note that the ring of uexecution will not chauge); and
finally, tho process may call (with a spectial {nstruction) and 1
i oxecute an object, with o resulting change in tho current ring of ‘
{ pxecution to a lower ring (an inward ring call), provided the
' procedn has oxecute aceoss and 1te current ring of execution tu
: between R2 and R3 (R3 must be greater than R2 within the object’s
deseriptor)s  As should be ovident, u process’ access capabilitivs

o e e

e

. . A M B

} . Note that SCOMP rings U and | are identical, effectively providing
| just 3 rings.
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to objocta within {ts address space tend to tncrease an the procons’
current ring of execution docreanes or moves tnward.  Also, some
futructions can be defined as privilegud to proceasses vperating
within ring U and, pussibly, ring 1.

Within a concentric ring architecture like the SCOMP, objecta
are implicitly usaigned to & ring or set of rings through the
assigiment of ring bracket values within descriptors for the object.
For oxample, assuming 4 kernel that will run tn ring O, read and
write access to a kernel data object can be restricted to kernel
procadures by the awsignments Rl @ O and R2 = 0 for the object’s
daderiptors A kernel prooudure object can bo fncluded within the
addrons mpace of a4 wdar process with the ansignment of ring bracket
vilues as tollowst Rl = U, R2 = 0, aund R3 = 3, This means that thoe
wser procass, whon oxecuting te rvings Ly, 2, or 3, may call the
kernol procedure using the apoecial call instruction, resulting tu a
change of the current ving of execution to ving 0. The kernel
procedure and data objects above arwe hoth asmighed to ring 0.

Ensont {al Hardware Featuras

Two _Hivcarchically Structured Domainm or Ringa

It {w minimally canential that a machine provide two domaios
whore one domatin s privileged and protected trom the other.
Svcurity keruel sotftware would run within the privileged domatu, and
wntruated uner soltwarve would execute withitn the unprivileged
domtin,  ALL of the machines suvrveyed weot this essent Lal
roqul remanit .

voutrelled Tvanster {nto Privileged Domatn

Trannter of oxccution tnto the privileged domain must certatuly
be controlleds Clearly, trausfeor to arbitrary points within a
wovur ity kernel runntng on priviteged domain cannot be allowed.

ALl of the wachinon surveyed mwoet this ossential requiroment .
In general, trawnfor into privileged domatn oceurs an the result of
extornal and internal {ntervupta.

Extornal {ntortupts are controlled signals generatoed by /0
dovices (Leoe, wxternal to the contral proce: ng olement) i tnternal
tntevrupta are unoxpectod signals genevated by hardware conditions
or programaing violatioun (Lees,y typleally within the central
processing element)e  Examples of fnternal taterrupts are mewory
managoment and protection faultn and t1legal fustreuction trapm,
External tntorrupta caune a transtfer to a prodefined entry potat,

0
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dependent upon the intercupting device, which holds the locatiom,
genvrcally within the privileged domatn, of a software handler for
the device. Memory management faults (e.ge, addressced object not {n
core, memory protection fault) also cause automatic transfer to
predefiined locations in privileged domain wpace. Attempted
axecution of privileged or undefined instructions within an
unprivileged domain also results in automatic transfer ianto
privileged domaine On tho exccution domain machines, one such
{nstruction is a supervisor call instruction which {s used within
unprivileged domain to request supervisory services from privileged
domain softwatros A wight be uexpectod, ring architectures have a
more suphisticated wmeans of domain transfer, which is discussed
shortly.

Convenient Hardwuara Foaturcs

Throee or More Domainw or Rings

Just having two domadins 1y a constralut tor providing protected

supervivory services: Fundamental to kernel tachuology, due to the
requiroments tor verification, 18 the ueed to minimize the amount of
security wensitive software that must run in privileged domain.
This conddderation precludes the inclusion of supervisory services
within Rernel software and, within a two-domain machine, means that
supurvisory doftware must run in the same dowmain as and uaprotected
from user sobtwaree At luvast three domaine are wore convenlent, so
that a separate domain [or supervisory software {s provided.

Hivrachically Structured Domains /Rings

It three domains/rings are provided, it would be convenfount 1t
they were arrvanged in a hierachical order of privilege and
protection, so that a domain intermediate in privilege and
protection {s availablo for supervisory softwares On nmost 3+
execution domain machines there are really only two levels of
privilege, and a supervisor would be delegated to run {in ore of the
unpriviloged uwsor domsinsgs  Although such a supervisor can be
protected from software runndng in other user domains, a separate
supervisor domin that {8 more privileged than user domain {8 more
dosirable. The POP=11/45 and 11/70 provide a suporvisor dowin
fntermediate to an upprivileged user domain and a privileged kernal
domaine  Ou ring machines, the protection rings are ovrdered {n terms
of privilege and protectiony a supervisor would run in ring i,
protected from, and wore privileged than, wupervisory and user
software running {u higher rings.
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Multiple Priviloged Domatn/Ring Entry Potuts

It would be conventent {f the trap {natructions for user-
softwaro={nitiated trauster into the privileged domain/ring provided
mote than a sf{ngle entry points With just one antry point, a karnel
would hhave to retrieve additional information from user software to
determine the particular kernel function rogquested; the kernal must
then transfor to the functivn’s real entry point. Multiple
hatrdwares=supported entry points would eliminate the overhead of
dotarmiuing the voal euntry point.

Most of the domatn michines suppors only a afngle ontry poiut,
The ving machinen provide a much more flexible mochanism for viung
transtorss  Rocall that a transfor of execution into an {nner ring
cait vecur only by the {nvocation of a special procedure object (1n
SCOHE, RI > R2) uslng a wpoecial procedure call fastructions The
spucial procedure ohjoct {8 called a "gatoe' sapgment because a ot of
spucttic entey potuts are detined at segment creations  Thoe addross
translat ion harvdwate will fudure that, on an taward ring transtor to
a gate sopgments the aftective transfer addresas {3 o legal entry
polnt within the gate segneunts  Rerual gatoe procodurcs can be
Jutinad with scevaral havdware-monitored ontry polonts so that
transfer into the kernel (s tightly and completoely controlled.

Argumout Validation

Whon kernel functions are {nvoked, non=kernel software must
otten provide poiuters tor the passing of arguments or the voturn of
vosultee Those pointers wuat bo validated; ln other words, the
kernel must deotermine that the usor process really has accous to the
locations provided as pointerse  For example, countder a user
roquedt tor the kernol to tnput a bloek of {uformation from an 1/0
device fnto an arca within the user’s vivtual address spaces  Thoe
keruel must verify that the user procoss has write access to that
arcas Ay hardwarae foatures that would winimize kornel softwarve
overlivad for argument validation would be convenient.

U oxocution domatn machines, a4 kernel should be permitted to
use usor domatin mapping regiaters for addross translation {n
folehiing operands or storing resuitss  Further, the kernel must be
able to tulevate argument validation acceas faultw; Leo., such
aveans taultn should set a tlag or conditton code accesnible to the
kornel, but should not genvrate an internal {ontervupt.

Avgument validation 18 somewhat more complex in a ring machine

bucause ot the posdibility of {ndirect addeessing through differeat
vivtual memory objocts in the course of effective operand address
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gonerat tone That e, tho procesvor iy mike cne or mors womory
volovenced to ditforoat objects to teteh fadivect addresnes betore
the oporand {8 actually teteheds Indivoct address toteh {8 nub ject
tu the dame access control and address translation aa & aimple read
accewss to data.  For example, 1f an {udireet addross s fetched tfrom
an object that can be written from » hgghor ring than the curteant
ring of uwxucution, the ultimate loeation ceforencod by the fndivect
Addruse must be govarinod by acceds goutrols detined by the rving tn
which tho vbject containing tho tndirect address voutides, rathaer
than the current ring of executivns  That {s, the addross
translation and accoss chocking hardware mhould validate {ndirect
roforances with rospect to the ring to which the objoct contaluding
the indirveot addreass has been dssiguoed,  The SCOMP, tfor example,
accomp Lishes this by waintaining o vegistor Neff, valled the
oftective ring, that I the maximum (tuclusive OR) of tha R1 (write)
viny bracket values tu all descriptors vncountered during effective
address gonvrations  Reft fs tnitialised to the current riup of
uxecution at the begluwning ot each tustruction eyele and {td value,
ag updated, 1s uwsod as tho etffective rving of execution during all
accesd chocks tor the duration of the eyele o

Support for Stacks

Nout of the machines surveyod provide some hardware support €or
the wotfon of swtackss Stucks tacilitate the (oplomentation of
shaved, reentrant, aud recursive procodures, and they provide an
efffciont mechanism for subrouting paramwter passlug and the return
of rosultse Uloarly, sevparate stacke must be maintaiwed for thoe
ditfovent domaiuns/rings {n which o progovs may executes It would be
conveniont (£ some hardware support wore provided tfor the
catablivhwont of appropriate stacks upon interdomain/interring
travsford, and the veestablisbiment of old stacks upon roturu
Otherwise most of this dtack management must dbe performed tn
software,

PRUGESS CONTRUL

Luput /output control and storage control (vivtual womory
management ) arve two mijor activities of a security kerael, A thirvd
ta the managowent and control of procvesses, the implomentation of
the mathenat tcal model s subjort abatractiou.
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Espential Hardware Features

Multiple Processes

1f many users aro to share concurrently the available resources
of a general purpose computer system, thae base computer architecture
must provide support for an efficient multiple process structure.
The minimal hardware support necessary is thae capability to save and
rostore procasu definition information. Raecall that a process is
defined as an address space and a state (or context). The state of
a process in execution is ombodied by the current valuas of certain
contral procassor registsrs, a.g., processor status (current domain,
interrupt priority leavel, condition codes), stack pointers, program
counters, goeneral purpose and floating point registers. Within a
virtual or mapped mewmory vnvironment, the address space of a process
is embodiad by a set of addrass translation registers. To support
multiple processcs, a computer architgcture must provide a means of
saving and restoring the various hardware reglsters that define the
state uand addresy space of a process in execution.

Convenient Hardware Features

An Efficlant Procoss Switch

Experience gained in the design of a multilevel secure
application software system = a secure, interactiva military message
sarvice designed to operate on a kernel=based secure opuerating
syatem - has indicated that fast and efficient process switching
may be critical to performance. The constraint on object
modificution imposed by w=proparty enforcement requires multiple
processes (at various classification levels) operating on behalf of
each meswage service user. Response time and overall system
performance are critical factors governing user acceptance of a
multilevel, secure, interactive military meossage service, and fast
procesms switching contributes to better response and performance.

Any hardware support for minimizing the time required to save
and restore process definition information is clearly couvenient,
For example, a single instruction to save/restore process state
registers as &4 block is helpful, rather than repetitive instruction
axecution to save/restore a single register at a time, On execution
domain machines, a single instruction to save/restore a set of
address translation regieters at a4 time is also desirable. Another
factor on execution domain machines is the number of sets of address
translated registers (i.e., the number of user domains) provided by
the memory mapping hardware. BSome provide as few as one, others as
many a8 8 or 16, The more provided, the greater the probability
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that a process switch will not require the swapping of a sut of
mapping veglaterss Ring wachines do not have seta of mapping

. rogisters, Rather, segment descriptor tables are kopt in main
memory and duscriptors are fetched during addresa translation. To
save/rastore procuss address space information on a process awitch,
only # single register that points to the process’ descriptor table
in memory must be saved/restored.

Support for luterprocess Communication

Intorprocess signalling and communication are essential
activities within a computer system supporting multiple procaesses.
These activities are integral to the scheduling, dispatching, and
overall coordination of processes. On most machines, theso
futctions are handled solely iun softwarc, Surely, any hardware
support in this arca is desirable in that a more efficient IPC
mochanism contributes to more officient management of multiple
processes.

. Summurx

A tabular summary of the essential and convenient hardware
fuatures 1s presented below in Table 1. This summary serves as an
vvaluation criteria checklist and will be used iun the next soction
to summarize the evaluation of cach machine.

*Tu speod address translation, i.e., to mininize the frequency of
dascriptor fotches from main memory, the-ring machines provide a
high=speed, assoclative cache memory in which current (most actiwve)
descriptors are stored.
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SECTIUN III

THE EVALUATIONS

In this section the minicomputers are evaluated. Again, the
machines evaluated are those within a vendor’s product line intended
for use as general-purpode computational utilities. Typically, the
machines chosen are those that can be configured with optional
memory mapping units. There may be several such machines within a
vendor’s line, and lu these cases the accompanying evaluation
attompts to cover all of them

Each evaluation First discusses the machine’s support in' each
of the four functional areas! Virtual Memory, 1/0 Access Control,
Exvecution Dowmains, and Process Control. Then, the maching is
assigned a rating on its support for the various essential and
convenient features. The rating ls assigned as follows!

POUR (=) The machine supports the feature not at all
or very poorly.

Guubl (+) The machine supports the feature to Bome
extent, but not completely.

LEXCELLENT (%) The machine provides complete support for
the feature. .

"

MODCUMP IV/ 35

Hodular Computer Systems, Iac., Ft, Lauderdale, Florida, offors
three familiee of compatible minicomputer systems: MODCOMP I,
{OLCLMP LI, and MODCOMP -1V, The MODCOMP IV family, which consists
of one model, the IV/35, is the only one that supports a memory
management subsystem aud is therefore the only one evaluated. The
1v/35 {8 described [19]) as a medium=to=-large, multiprogrammable, 32—
bit parallel, general purpose digital computer, specifically
designed to be the host machine in real time, communication, and
information processing computer networks.

Virtual Memory

The HODCOMP IV/35 includes & memory management system that
provides 4 paged mapped memory organization. Memory pages are each
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SIS bytes In lengthe Matn memory (8 oxpandablo {0 V2K byte
ncromonts Erom 32K bytaen up tu 312K bytuow.

Thore ave etght RAH=tmplomented Addross Mapping Filew (AMFW) -
numbared O through 7 « for use in virtusal address transiattons  Bach
AME vivtusl map way addross up to 236 pages, B 4 per proguss
addrows mpuov of 64K words 1d provideds Progtum virtunl addeessos
arv 10 bitst 8 hits naleat 4 page within the process’ AMK and 8
bitn nmelect a word within tho papo.

A procens can have null, road, road=oxecuty, or read-writuo-
eocute aecans to pagod o e vivtun! addroms wpacas i addition,
thota are two map wolect vegistors that permit sithor one or twe
wipy Lo be usad concurrently For Insteuctfous and oporands
thutefore program and data filew can be mappad weparatoly, providing
ureutte=uuly and read=only accuns,

Retvrenved aud Modified Elags are wot supported, although the
ALMEy Z0ME, AMEN, DMEM peivilogoed lustpuctions are conventont
Featuros for moamory managoments  21MP and 20MP aro usod to cloar
blocks of contiguous regleters within fustruction and oporand All¥a,
ranpuctlvely i ATMP and 20ME provide a Cloxibloe and off{clont
machantum fov vorvolng parte of an AMF for procodsas that do not ume
thoe whole vivweal addvoss space.  AMEN and DHEN provide soml-
autvmatie allocation and denllocation of physleal momovy pagoes.

1 /U Avcody Gontrol

The HODCOBE IV/35 e ludoen o Primary nput /Output Procesuor
(MO that way provide both low=speed and high=npeod 1/0
vapabf Lt Lons

Av o mtandierd Faature, tha PLOD performs program controllod
bytv or word duta tranufors batwaen general purposs UPU ropletors
and davice vegisters of up to 64 poripheral dovicon dintuy-chafned on
a lo=bit wide party=line T/ buss  Privileged 170 {nstruct fous are
providoed For transwloving data, commande, and dovico statud coden to
amd Ceom oach devices  Low=upood dovicens are uot addrossed Tike wnin
menory, but rathor are assigned select codeds (umbors from 0 to 62 -
ot Lhe 1/0 bun).

Aw an optiounl Leaturve, the PTOP may wapport a Direct Memory
Procoasor (DHP)Y Tor hitgh spood data teaasfer with DHA dovices
Interiaced to the gstandard 1/0 buse  The optional DMP provides Lo
mlt tplexwdt, hloek trioster channels conected to momory through a
neparate momory ports A priviloped 10 fustructfon (DMP1) {u usod
to fufttative the DMP tor vach block tvanstfors A Twited wasure ol
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DMA device control = in the form of virtual to physical address
translation =~ i8 provided by the DMP. The DPI instruction takes as
a parameter the address of an AMF immago stored in main memory.

Whan in operation, a DMP channel uses the map image to check access
to main memory. At initialization, the DMP channel is also given a
virtual address that is the starting location for the block transfer
and a word count. The block to be transferred may be coneiderably
larger than a memory page. The DMP channel does not verify access
righte on each word access; rather, access checking and virtual
address translation is performed only when a virtual page boundary
is crosseds 1t 1s the responsibility of the operating system not to
change any of the pages while the DMP i8 operating on them.

Exvcution Domains

The MODCOMP IV/35 offera but two hierachically structured
execution domains: privileged and user. Eight mapped user domains
are provided by the 8 hardware AMFS; all 8 user domaine ara aegually
unprivilageds Transfer to the privileged domain can bs initiated
from each user domain via the Request Exacutive Service (REX)
anprivileged instruction. REX is inflexible, trapping via an
Unimplementad lustruction Interrupt signal to a single antry point
defined by an interrupt vector in iow memory.

The privileged domain is characterized by the ability to
uxecutn priviloeged instructions. Some of the privileged functions
provided arae:

1. BEnter virtual adressing modej when off, the CPU addresses
main memory directly.

2. Monitor and coutrol the priority interrupt system.

3, Execute program=controlled 1/0 instructions und initialize
DMP 1/0 channels.

4, love instruction and operand wdap images between AMFs and
maill memorys

Argument transfer between a user domain and the privileged
domain is accomplished by the select operand map (SOOM) privileged
instruction, which permits privileged software to use another AMF
toemporarily for operand fetchus/stores. Access violations do not
genorate a memory protection fault and are effectively null
operations. Privileged software can therefore not detect the
occurrence of the access violation.
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\ Two priviluged fnstructions, Load Register from Memory (LDVM)
and Store Regleter from Memory (STVM) provide an additional meanure
of data transfer and & reasonable amount of argument validation.
Thesu instructions pernit the movement of a data word betwesn a
gonaral purpose register and the virtual address space defined by an
AMF map image in main meworye Thase are useful for tranaferring

: oporands to/from the virtual addrass wpace of a procoss that is

i suspended and does not have its map image loaded within an AMF i
(oeges dnterrupt driven I/0 handlers)s Tha load or store ia R
pormitted only 1if read-write-execute access rights ate allowed to
the procoss for thae vittual page accesed; othorwise, the load or
. store 1u net permitted and the carry condition code is set. It o
would be muich more helpful 4f o load was poermitted provided road or "

read-axecute access rights wers prasant,

Procuus Controel

Tho MODCOMP IV/35 can acvcommodate 7 user procesueas diroctly I
usaing sevan ot the eight AMFa = aswuming one map is rosuerved for the v
suporvidore Cousidering a system supporting 7 users or less,
procoss switching can be quite fast, involving just a ewitch of a
. 32=bit program status doubleward (PSD). The PSD contains such
o contuxt ast

0 progran counter

v current selected inatruction and operand AMF

v  integer overflow history

v condition codes
o privilege state
v curront sclocted goneral purpose rugister sot

Thaere are 16 general purpose ragister sets implemoented iu
firmwares Hence, consildering a system with 15 users or less,
process switching can be limited to the time it takes to load an AMY
with a map image from main memory using the LUMP or LDMP priviloged
fustructions Those instructions consume approximately 1 microsecond
per nwp entry, with a maximum of 256 microseconds tor a full map.
With more thau 15 users, process switching may require thae loading
of both an AF and one of the L6 genaral purpoase regilster soets from
main memory. The latter occurs via the MRBM and MMRB privileged
{nstructions, 1t takes 5 wmicroseconds to load a registor set and 20
microseconds to both store and load. '

CPESRCETICWY-Y.

40

,
]
o
e




Thetre i8 no hardware support for interprocess communication.
Summaxy

Table 2 summarizes the evaluation of the MODCOMP IV/35. The
MODCOMP LV/35 satisfies all of the ossential hardware features.
Thore is additional support for sume of the more important
convenient features = specific access rights, more than two
¢xocution domains, and argument validation = and the MODCOMP IV/35
i judged a fair to good candidate for a security kernel
implementation,

PRIME

PRIME Computer, lnc., Framingham, Massachusetts, offers a
family of plug=compatible central processors: PRIME 100, 200, 300,
400, and 500« PRIME machines dre finding application in the areas
of data communications, on=line data acquisition and control,
trauwsaction=based information processing aystems, and multi-usar
cotiputational utilities. The larger, more powerful PRIME 400 and
PRIME 500 are the machines of interest here, Both support as a
standard feature a segmented-paged virtual memory system and are
designed for use as iluntegrated interactive, queued-job, and real
time systems.

Virtual Memoxy

The PRIME 400/500 provide a segmented=-paged virtual memory
organization. Puge size is 1,024 wordn. Segment size may range
from O to 65,536 words 1in increments of 1,024 words ~ 0 to 64 pages.
Unpaged segments are not permitted. Physical main memory is
expandable up to 8 M bytes in 64K byte modules.

The per process virtual address space is 512 M bytes,
consleting of 4,096 segments. Thus, a process’s active object
(sogmant ) table may contain 4,096 segment descriptors. Actually,
each active segment tuble consists of four groups of 1,024 segments
cach., When a process is executing, four descriptor table address
registers (DTARs) point to the wmain memoty locations of the four
groups of segment descriptors.

Access rights apply on a segment basis} they can be selected
from among noua, read, read-execute, read-write-sxecute, and gate.

Segment referenced and modified flags are hardware maintained
for each page of a segment within the page map for each segment.

41




WOCT1EITUNEEOY) JUCTI BZTROIGITAS
$89201¢-193u] 03 3i0oddng

+ go1¥mg S8S3001g IVSIITIIA » s2ssad01g I141ITNR
- 2uyssoi)
3uyy/uremog uo 210ddng AdeEg
+ UOTIEPITEA SUIWNITY ¥ uyemog pI3aTraT1d
- sjufog Lxug I1dII[an 03Ul 1a3jsuei] pITIo0IIUO0)
- 791In39Nn13S ATTEOTUOIBRISTH P s8ury 30 SUTEEO(
* s3ury/SUjewmO( JI0W IO I2IYL peIN3oNIlg ATTeITYSIRIITH oal
+ peTT0a3u0) $] AIoWdR
TFeR O} S8ISIV IS[aA2d VG * . paTIoI3u0)
- 0/1 1981 ST S30TAIP (/] O3 SSIY
- 3eTa PITITPOR ¥ s1Y31¥
- 3214 poIvRIa3IY §S900y [E30] 2INI9Xz-peay ‘TIBK
x 88307y ATuo-3Indaxz £I0WR
* 88300y Ajuo-peay * 1en3ajp poIvew3as io paldeg
IRIiIVd SAUNIVAd ADNZIMAANOD  OKLIVE STINIVAL TVIINASSA

CE/AT dHODUOK °C 21981

1004 -
PooD +
IIT[OXE

ORIIVE

1c13107) 8892014

suremog UOTINIIXF

1013TO0) SBIIVY Gf1

L10Wap TenlIfA

V43V TVNOILOXNA

42




1/0 Accouws Cuntrol

ALl 1/0 instructions are privileged instructions on the PRIME
400/ 500,

There is alwo sowe hardware support for control of DMA davices.
The mappaed I/0 faature pormits a DMA device to access the entire
physical mamory (as large as 8 M bytas) although the I/0 bus has
only an l8«bit address width = for cowpatibility with PRIME 100,
200, and 300 processors. All virtual DMA addresses are translatad
into physical addresses using the page table for segment O+ For
oxample, 1f a DUA device i@ to read from main memory, & page table
is constructed and pointed to by 4 segment descriptor that occupies
the firet entry of the group of megment descriptors pointed to by
DTARO.  The segment O descriptot will pormit only reidd accesses to
those pages defined by the page table. Huncoe, a block as large as
64 N bytus may be transferred under the PRIME 400/500’s mapped 1/0.
1t a security kernel werv implemunted, the kernel must maintain the
nucassary virtuals=to=physical correspondences in effect for the
duration of the DMA transfer.

Exocutivn Domaine

The PRIME A400/500 supports a concentrie ring protection
mochanisms The threo rings = numbaered 0, i, and 3 = are
hivvarchically orderede Ring O is the most privileged. A procoss
operating in ring 0 may execute privileged instructions and haw
read-write-oxecute accoss to all segments in the systame Some of
the functions provided by privileged instructions ared

le loading the procesasor status registoer;

2« hardware support for Dijketra's P and V semaphores in the
form of notify and wait instructions; these inutructions
complemant the PRIME 400/500°s extonsive hardware support for
procoss switching;

3o input/output and priority interrupt contrel} and

4 modification of processor modes which, among vther things,
permits virtual address translation to be turuned on and
off.

Bach megment descriptor includes two fielde that define access
rights to the seguent. One field is set to define permitted access
tu the sogment from procedures executing in ring 1, while the other
dofines permitted access from ring J« In effect, then, a data
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geguent is assigned to ring O exclusively by sotting null access in
the riug | and ring 3 fields of its demcriptor; as a variation, read
access could be specified in the ring 1 field, permitting ring |
procedures to read the data segment. A procedure segment is
assigned to ring O by wetting, say, gats access in the ring | field
and null access in the ring 3 £ield. Such a setting permits the
procedurs segmant to be entered only from ring ! via specific entry
points defined within the ring O procedure.

Ring crossing is very flexible and occurs by means of the
Procedure Call instruction (PCL)s The PCL instructiont

i« computes the ring number of the called procedure;
2. allocates a stack frame for the called procedurs}

3. wsaves tha caller’s critical state information in the new
stack frame}

4s loads tho critical state for the called procedure;} and

S5« evaluatos tha caller’s argument pointers, storing a list
of final offoctive addresses in the new stack frame.

PCL addressas an entry control block (ECB) within the procedure
being called. The ECB contains the critical stata information for
tho called procedure, such as a pointer (ring number, segment,
offsat) to the first executable instruction, the stack frame size to
be allocated, the iwumbar of arguments expocted and where in the new
stack frame to put them, and central processor modes to be set.

The ring number of the called procedurc depends upon the
caller’s access privileges to the segment containing the entry
control blockes MNo ring change occurs if the caller has read access.
If the caller has gate access, the ring of execution is taken from
the ECB pointer to the first exacutable instruction.

Following the PCL instruction in the calling procedure is a
1ist of argument transfer templates which define the argumont limt.
During execution of the PCL instruction, the list of templates is
avaluated to generate a list of actual arguments (or pointers) in
the new stack frame. As part of the evaluation, argument validation
is performed. The called and calling ring numbers are ORed and the
rosulting "weakened" ring number is insurted into each argument (or
pointer) transferred into the new stack frame. Whon the called
procedure is running and references a memory location pointed to by
an argument, it is granted only the weakened privileges as defined
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within the desceriptor for the referenced segment. (This validation
S methodulogy 18 accoptable only if accoss faults can be tolerated in

ring O. Since the PRIME 400/500 has clean fault handling, including
2 a stucking of critical wachine conditions in a special ring 0 stack,
by access faults can be tolerated in most applicatiouns.)

! when the inner ring procedure returns (via the PRTN
h - fustruction), its allocated stack frame is deallocated and the
calling procedure’s state is restored.

Procuns Coutrol

The PRIME 4007500 are unlque amonyg all of the machines surveyed
in thelr oxtensive havdware support for the subject abstraction.

The PRIME 400/500 make officient memory usage of segment
Lablos. As is usual with segmented=-paged architectures, the active
pugnent table ana page tables are Rept In memory, and an associative
cache mepory is used to spoed up address translation. In most
seguented=paged architectures, o single hardware register points to
the active segment tables As described carlier in the section on
virtual memory, the PRIME 400/500 have & descriptor table registers
(UTAR8) pointing to 4 groups of segment descriptors. The advantage
of this arrangement is that the distribution of shared sagments
(ege, kurual and suporvisory) is more ef ficionts With a wingle
active segment table, tho table entries for ahared segmonts are
duplicated for all processes, wasting a considerable amount of
nemotrys  With the PRIME 400/500, the first two groups (2,048) of .
sepment duscriptors are shared among all processes and the
rospoct ive DTARS need not be changed when procosses are switched.
The othor pair of DTARsS point to two groups of degments that are
private to processoes and must be stored and reloaded when procodses
are switched.

Procoss switching is quite fast and efficient. A combination
of hardware and flrmware automatically controls the allocation of
the central processor tv the highest priority process in a queue of
procosses roady for execution. There 18 no ueed for software
futervention. Priority process scheduling and dispatching -
tucluding the saving and restoring of roglsters, and the allocation
of the two hardware sets of registers - is implemented in mlcrocode.
(1t 1# furthor claimed that eix hardware register sets can be eaasily
implemented.)

U SO - - .

The PRINE 4U0/500 of teors hardware support for Dijkstra’s P and
V sumaphore operationss A semaphore defines an event whose meaning :
{x shared among two or more processes. Assoclated with the
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semaphore may be a queue of processes awaiting the eveut; these
processes are walting, and are not on the ready list of processes
ready for CPU allocation. A process signals an event by oxecuting a
NOTLIFY instructiou on the semaphore defining the event. As a vasult
of tho NUTIFY, a process on the waiting list for that event {8 moved
onto the ready list of processcs. When a process axecutes a WAIT
lustruction on a nemaphore, it pives up the CPU and puts itwelf on
the wait list of processes awsociated with the semaphores A a

result of the WALT, the autumatic process schedulin i
microprogram is vxecutpd. & and dispatching

Summgrx

Table J wummarizes the evaluation of the PRIME 400/500, Both
dre judgoed as excellent hardware bases for a spcurity kuruel
foplemontation, as they vat Lefy ull of the cesential features and
nearly all of the convenient teatures.

GENERAL AUTUMATION

Ouly one machine offored by General Automation, Lluc., Anaheinm,
California, the GA~16/440, 13 ovaluatod, The GA-16/440 s
advertided aw a fuut, powertul, and versatile minjcomputer systenm
tor application in such areas as data communications, data
acquisition and control, batch processing, process control and
machine control [20). When used in conjunction with the Memory
Managemont Systam option, the GA=16/440 provides a multiprogramming
environment for support of a multi-user computational utility.

Virtual Memory

The optional llemory Management Systom (MMS) provides a mappad
menory organization with a logical per procoss address spuace of 64K
words, Physical memory is expandable from 64K to 1,024K
16K moduless Although a maximum physical memory size of 1,024K
words can accommodate 16 distinet logical addross mpaces, only &
sots of mapping regleters are provided in high=spead scratche=pad
Hamory.

The MM implements a paged virtual momory ouvironment where

each page 1s 1K words in sire. Each of ths four mapa tontains 64
mapplng registers. Of the four maps, only threec may be available
for user processes, since map 1 may be omployed for the mupping of
DHA device dccedses to main memory.
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Thure are write protect and execute protect bits in each page
desceriptor; in effect, these bits implement null, read, read-write,
and read-write-sxecute accoss capabilities on a per page basin.

There is ulso some support for segmentation. The maps in
scratch=pad memory can be loaded and stored in groups of 8

contiguous page descriptors, permitting casy iosplementation of 8K
word wegments.

1/0 Agceus Control

Thu contral element of the input/ovtput system is the L/0 bus;
up to b4 poriphoral devices may be daisy=chained on the 1/0 bus.
tach device is assigned a unique 6-bit select code. All DMA devicus
on the bus are attached to a Multiplexed High Speed Data Channel
Controller (MHSDC) that does all the bookkeoping and interface
protocol for high-spued data channel operations.

With tho MMS option, all 1/0 is porformed within supervisor
domain by means of privileged 1/0 instructions. Mout 1/0
instructions are privileged; ones that are not are those that accoss
the Floating Point Processor and the Arithmetic Unit, both of which
are treated as 1/0 duvices.

As noted, the MIS permits the use of a register map for DMA
dovices; all DMA davice operations may be mappod through map 1 by
the !IHSDCs This arrangement permits & DMA block transfer to occur
for a user that is not the currently executing user. Although the
Arithmetic Unit is treated as a DMA device, its accesses to main

memory are uot mapped through map 1, but through the current user’s
map e

Execution Domains

The MMS {mplements an operating environment exterual to the CPU
that consists of four domainet 3 mapped user domaina using maps 0,
2, and 3; and an unmupped supervisor domains Thie oxternal
operaring environment is created by interfacing the MMS to the 1/0
bus as a DMA device (select code “39°), The MHMS is activated and
controlled by sequences of programmed I1/0 commands.

The MMS operates in either mapped or transparent mode. In

traneparent mods, the low 64K words of physical memory are
addressad diractfy. The supervisor domain operates in transparent

mode. Tha MMS may also oporate in a privileged instruction
detection mode; this mode is turned off when privileged supervisor
domain is eutored.
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Transfer into supervisor domain by user domain software is
accomplished by exacution of the Service Call (S8VC) instruction.
SVC geunerates a non=-inhibitable (N1) internal interrupt, forcing
transition into the transparent mode and initiating axecution at a
predufined location within low core of supervisor space. A MMS
status word will hold the address of the SVC instruction that may be
usud to recover an argument list or address to specify further the
desired services. The argumant list or 'ddress can be obtained by
using the single cycle MMS inmstructions, which allows the privileged
supervisor to accoss data words through any map, These inetructions
can be usud for argument validation because an UMS fault can be
tolerated within supervisor domain.

Proceus Countrol

The M4S option provides the environment for multiple procosses,
There i some support for an efticiont process switch.

Thore are two sats of general purpose registers, each
containing lé rogisters implemented in a “scratchepad" memory - 8
foruground and 8 background reglisterss At any point in time, either
the foreground rogluters are accesmible or the background registars

, are accassible, but not bothe A register set can be loaded from, or

stored iuto, main memory by the inmtructions, LARS and SARS,
rospoctivelys It takes about 15 mictoseconds to store and then load
a4 register set.

Given just three register maps for user processes, a process
awitch may require the storing of an active map in memory and the
loading of a map image for another procems. There are MMS
instructions to load and unload regiater maps. Map images are moved
between MHUS maps and main memoxry by direct memory access. All
transfers are to/from supervisor space using real memory addresses,
since the M8 does not translate its own DMA addresses. Lt takes
approximately onu microsacond poer page descriptor loaded or
unloaded.

There 18 no hardware support for interprocess communication.

Su r

The ovaluation of the GA=16/440 is summarized in Table 4.
While the GA=16/440 meats all of the camential criteria, it is rated
as just a fair to good candidate for a kernel iwplementation because
ik lacks a good share of the convenieut featurea.
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1BM SERIES [/MODEL=5

Just one IBY machine, the Series 1/Model 5 minicomputer, is
evaluated [??).

Virtual Memory

The optional Storage Address Relocation Translator Feature
implemants a paged virtual memory environment. Each page is 2K
bytes 4in L .gen and main memory may range from 16 K bytes to 128K
bytes in l16K=byte incraments, Right sute of page descriptor
reglstaers are provii.di each set consists of 32 registers. One wat
of registaers is implicitly assigned to the privileged supervisory
domain for the handling of interrupts.

There are twWwo access control bitu per page descriptor, a valid
bit and & read only bit. Whan the valid bit is 0, the register
caniiot be usod for translation. In combination, the two access
control bite effectively provide null, 1 iad, and read=vwrite access
righta.

A procees may use 3 register map. concurrvently, one for all
ingtruction fetches and two for opsrand fetchaes: Since instructions
and data can be mapped separately, execute only and read only access
rights are effectively implomented. lnstruction space can only be
executed, while operand space inn.: be uxecuted.

Refarenced and wodified flags are not provided in page
descriptors,

1/0 Accesms Contrul

A single 1/0 channel directs the {low of information betwacn
1/0 davices and the central processor or main storaga. As many as
256 1/0 devices = addressable by an 8-bit solect coda = cau be
attached to the channel.

All 1/0 opaerations initiated by the processor occur via a
single, privilegad I/0 instruction (10)s Tha effective address
ganerated by 10 points to a two=-word immediate device control block
(IDCB)s Tha 1DCB holds an 1/0 comand (interpreted by the I/0
channel), the addrussed device, and a one-word immediate data word.
For programed 1/0 commands that write to a device, the immediate
data word holds a data word for transfer; upon completion of
programmed 1/0 commands that read a device, the imrediate data word
holds the data word read. For commands that initiate DMA device
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transtfors, the {tmmedlate data word holds the address of a DMA device
control block (DUB). ALl LDCHs and DUBa are in supervimer space.

Thore ia some support for mapped DMA device accass to main
mamory. A flald within tho DCB swelucts one of the eight saots of
page doderiptor registers for use in address translation during thoe
DMA eransters Howaever, the read-only bit is disabled during addrusa .
translation on DMA davice accesses to main memory} as a result,
write protection violatiuns are lgnored. Only the validity bit 4w
shocked; tf the validity bit is not set, the logical page is invalid
aid an invalld storage addrows interrupt is genuratad.

Bxecution Domwiug

itght domalus are providedt one privilaged supoervisor domain
and soven oqually=-unprivileged umer domuins. The seven usar domains
are dofined by tha saven rogister maps avallable for uset processos;
ramembar, mup U Ls reserved for use by the supervisor. :

There are privileged insmtructlons that are executable only in
the supervisvor domaine Theso tnstructions parmit the supervisor to!

Lo portora L/0 and enable /divable priority interrupt lavels;
ﬁf d¢  load and store vegister mapu}
{ 3o disuble/onable the virtual memory translator; whan

e e T

disabled, physical mewory {x directly addreased; and

e

4  disable/eunable the standard lock-and=kay memory protoct ion
mechianismn which, whon enabled, {8 used when the victual

; memory translator tsa disablod. By disabling the lock

¢ and kuy machanlsm, the suporvisor can glve {tself

avcess to all of matn memory,

R R T
-

Control is passed to supervisor domaln by the occurrance of a
varloty of interrupts, both class interrupts and L/0 dovice
0| futerrupti.  One type of class intorrupt is genoratad by Lha
¥l uxvcution of the suporvisor call (8VU) fuatruction Ly user domain.
SVO causey trawaber of exccution to a fixed locatlion {n supoervisor
spice detited by an Intervept vector also in supervisor spuace,

T e o T Sl

Arguments and results can be transferred butweon user and
suparvisor domsins easily. Tho supervisor can exacute privileged
fustruct lons that load/stora the Address Key register (AKR), which
defines the two active orerand register maps and the single
fuktruct fon=foteh rogister mape To fetch an argument or stove a

e o i | o,

r

T R VI I




kA7, bt et el i, = Mt T e

T T R A ol

result, the supervisor simply loads the appropriate values into the
AKR aud pertorma the operand fetch or store. Howaver, since momory
write protection violations are ignored in supervisor domain, only 4
limitod form of argument validation is provided. The supervidor
camiot dotermine whother a user process really has write accuss to
the virtual addresses provided, only that the referenced addresses
are within the process’ virtual space.

Procesas Control

There are four priority intorrupt levels at which tiho contral
prucessor may operate. Associatoed with each lovel {w a set of
rogisters that may have to be stored/losded during a process switch,
Each sot includes an Address Koy Reglster, a4 group of 8 geunnral
purpose registors, a Lovel Status Rogister (LSR), which contalus
status {uformetion and condition codos tor processing at that level,
and a program counter Cor that lovels Exocutfon of the Set Level
Status Block (SLLB) privileged instructton may cause the procossor
to change priority interrupt levels. 1t may also roquire that the
ruoglutor set sssociatod with the target level be loaded with a Level
Statuy Block (LSBY trom main memorys 1f so, the SELB tnstruction
loads a LSB from main memory bogliuning with thoe location spucified
by the effective addroess,

If thoe process switch also requires tho swapping of one or more
of the seven user register maps, tho addictonal overhead can bo

considerable bucause the Sot Segmentation Reglster (SESR) privileged
lnstruction loads only one rogister at a time.

Thare 18 nu hardware support for Interprocess communication.

Summary

Table 5 summarizes the evaluation of the IBM Series 1/Model 5
ninlcomputar.

Although all of the casenttial criteria avo satintied, 1t s
ouly rated a falr candidate for a kernol {wplementation because
roughly half of the convenience features are not supported.

VARIAN 70 SERIES

This evaluation will consider several models of the Varian 70

saries of computers vffered by Varian Data Machines, lrvine,

California [22, 23). The Varian 70 serioes was designed for maximum
pertormance in Lustrumentation, data acquisition, and communications

53

R LS TRt TR T i

L mmat Lad e MR

e




icog -

PeO5  +
IWBTIIOXZ »
_.
- UOT3EDd[UNEE0])/TOTIBZFUOIYJuLg
8sa201z3-133uy I10J 110dédng
+ goliag 8832014 1B3TITIIA » 838832014 ITATITNK {ca3uo]y 58392014 ¢
- 3uyssoa)
2uiy/uresog wo 3lxoddng xoelg
- woIlepries jusmnZay x Tyemoq pagaTrarid
- s1uy0g L1307 ITATITNK OjUr 13j8UEl] PII1013TO)
- peInidonIlg AITEOTYSIRIITH * sBury 10 surzmoqg
x sBup¥/suyemoq 9I0W I0 IBIYL painioniils LTTeSTYSIeI3TH Om] STFPWO(] BGOTINOIXY
+ p3io1iuc) S} Licway
! UfeR 031 SS3DIY 307430 VRA * pe110323803 =
: - o/1I 398 ST SaJdTA2P (fI 0] SS3IIY 7913007 8S9I0V (/1
7
i - 3e13 PITITPON » s35814
- - . 2e14 paouaiajay SS3aJ0¥ JB30] IINIIXF-PEIY ‘TInK
] > Ssa50y ATuo-23ns9xg * L1oway
i ¥ ss300y A{uo-peldy TenaITA pajuswlag io paZeyg A1omay TENIITA
! ONIIvH SAENIVAA AIRATRAANGD ONIIVH SAENIVAL IVIINASSA vaav TVROIIOROA

€ T3POR/1 S3T132S RAT °G 214BL




Tl v ML T
P R NI ELT

T, e

|
1

systoms applications; with thoe MEGAMAP option, soveral modeln can be

adopted for multiprogramming applicationsc Microprogrammed control
stored pormit a common instruction set among all machines in the
surivs.

Thore are two familios of interest within the Varian 70 wuories!
V76 and V17« The basie difforences botwean the two families is in
the types of power -supplies used and the fact that the V76 famtily ia
compatlbla with cortain DMA devicer used with Varian’s earlioce 620
mindconputer.

The wodols of lutorest are V76=1100, V76~1101, V77<400, and
V77=6003 tho MEGAMAP virtual memory systom 18 an optional feature on
all of the four machines,

Vivtual Mowory

With MEGAMAP, physical mumory may range from 32K words to
1,024K words of sumiconductor RAM maemory, MEGAMAP providus a 512=
vord paged organlzation with a logical, por=procods address space of
JK worde, There are 16 maps for virtual addreas translation also
lplomented Lo RAM momoryd vach wap couslsts of 64 page dusceriptor
reglatorse  Notw that the lo waps can addross a total of only 512K

vords, whercas 1,024K words of physical memory may he availabla,

Thete avo four modus of aceoss to vach paget aull, road, read-
axecutey, and toad=wiltue=gxocutos  Support for oxocuto=only access is
not provided.

Reforencod and wodiffod flags wore provided in page descriptors
by the momory management option for the V72, V73, and V74 familios
of the surtoss The memory manageuwnt option that precedod MEGAHAR
vould address only 256K words. Unfortunatuly, to permit MEGAMAP to
addrass 1,024K worde, the refarence and modified bits were stolen
for use as physical addross bits within tho page desceriptor.

1/0 Access Goutrol

With the MEGAHAP option, /0 {nstructions are treated as
priviloged operationss A memory protection interrupt will rosult
from the attempted vxecution of an 1/0 fustruction fetched tfrom som
map other than MAP Oy Since fustruction fetchos are drawn from MAP
0 ouly wheu HEGAHAP {s oparating in executive mode, 1/0 instructions
are privilegod to oxecutive mode,

Throe typos of 1/0 are supportod:  programeed L/0, DMA, and
Friority Memory Accans (PMA).

R PO
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Programmed 1/0 usus separate program fnstructiond to transfer a
byte or word to low=speed £/2 Jovicos and to initifalize and start
the oparation of high=ppee: I aud PMA devices.

DMA devices shate a memory port with the central processor and
steal memory cycles from the central processor to tranafer blocks of
duta at high rutess Note that MECAMAP is itself a DMA devicej
wpocial mewory map I/0 inutructions are defined to load and store
MECAMAP’s control registers, theraby svetting its operating modos,
dotermining ite status, and initializing and starting DMA transfors
of pagu descriptor map images betwoen main memory and MEGAMAP’s RAM
store. All DMA dovice transfoers are mapped using a map mspecified
during DMA {nitianlizations All MEGAMAP DMA transfers are mapped via
AR 0.

Thu memory systoms used iu the V76 and V77 fumilies are dual
port memory systamss Ono port is shared by the central prucessor
and DMA dovices; the other port may be used by an optional PMA
controllor for very high speud data transfers between main memory
and DPMA devices = without interrupting the central processor. PMA
couttollors are initialized with programmed I/0 instructions in a
tushlon similar to DMA controllers. All PMA trausfers acze mapped
through MEGAMAP, using a wap spocified at PMA device initializatiom

Execution Domuing

MEGAMAP provides 16 domainss 15 user domaing (via MAP |
through MAP 15) and one privileged, oxecutive domain (MAP O or
unmapped direct access)s  There are only two hilerarchically
structurad domaing of privilege: user and exocutive.

HEGAIMAP actually has three modes of operatlont  inactive,
execut Lva, and users lu inactive wmode, address mapping is disabloed
and the firast 32K words of main memory are acceased directly, All
tnstruction fetches, operand fetches, and operand storea are
unmappeds  All ingtructions, including /0 instructions, may be
gxocuteds  Iuactive wode can only be eutered from (and can bo
cond lderad an extonglon of ) oxecutive mode.

ln oxvcutive wde, address translation is enabled and all
fnstruction fetches aro via MAP 0. There are four statas within
executive wode} tha maps used for operand fetches and stores depend
on the particular state, as indicated below where MAP n rofers to
the active map ludicator regilster.

e 2 Tocmes




INSTRUCTION OPERAND OPERAND

, STATE FETCH FETCH STORE
0 MAP © MAP 0 MAP 0 |
. ! MAP O MAP 0 MAP n
2 MAP O MAP n MAP 0
3 MAP 0 MAP n MAP n

By changing ite state (via programmed 1/0 instructions), the
axacutive domain can offect the transfer of data between any user
domain and oxecutive domain. Care muust be exercised here though.
In all states, several instructions (LDALl, LDB1l, or LDX!) always - 3
fatch their operands using MAP 0. Also, to enmure that all .
instruction fetches are via MAP 0, iudirect addressing must not &
oxcend the fiest level in etates 2 and 3, baecause after the first 2
lavel of indirect addressing, instruction fetches in some casos are B
trautod as operand fetchos by the memory wmap.

Normwally, mamory protection checkd ure disabled whon MEGAMAP is 3

oparating in oxecutive moda. Hence, the above facility is useful )\

' for argumant validation only when the chocke are onabled in 2
aexecutive moda.

All 1ustructions except HALT are permitted in executive mode.
Inactive mode can be ontered only from executive mode. Executive ’.
! mode ile entered from user mode by the occurrence of memory '
3 protaection interrupts generated by CPU, DMA, or PMA accesses to main
i mowory, or by the axecution of any illegal ilnetruction (1/0 or
{ othorwise) in user modes Tranefar is to specific, pre-defined
2 locations in low cores There is a single entry into executive mode A
. as a result of illegal instruction exevcution. !

Process Coutrol

MECAMAP provides a suitable environment for multiple processes.
Since there are as many as 15 user maps, most process switching
should bo limited to the swapping of central processor registers.
1f the number of user processes to be supported excecds 15, a
process switch may involve the storing and loading of a user map.
MEGAMAP can lead itself using DMA at the rate of approximately 1.5
microseconds per page descriptore Any number of consecutive maps
can be loaded or stored in one DMA block transfer.

Although all Varian 70 sories machines are microprogrammable,

. thare do not appear to ba any Instructiouns provided to optimize the
swappling of the central proceesor’s general purposc reglsters.
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There 1s but one set of eight registers; each register must be
stored/loaded separately.

There {8 no hardware support for interprocess communication.
Summary

Table 6 summariszes the evaluation of the four models of
interest in the Varian 70 meries. BSince all of the eesontial
hardwire foatures and many of convenience features are provided, the
V76~1100, V706-1101, V77-400, and V77-600 are all rated as good
candidates for a socurity kernal implementation.

Considering othur familios within the Varian 70 series, the
V1d, V713, V74, and V75 families can all bo judged as good candidatus
for a karnel implementation, provided the optional memory mapping
subsystum that preceded MECAMAP is implemented. While the earlier
subsystem is limited to 256K of physical memory, the referenced and
wodified flag convenionce features werc supportad. Other than thewse
two £lage and the physical memory capacities, the only other
difference between the two mapping subsystems is that the sarlier
veraion supported sither a 32K or 64K logical address space. With
4 3K word logical space, up to 16 translation maps are possible;

with a 64K logical space, up to 8 translation magn area possibla.
Otherwise, thu two mapping subsystems are equivalent.

LNTERDATA

Just one machine offered by Intordata, Inc., Oceanport, New
Jerdoy, the 8/32, is evaluated ([24]. The Interdata 8/32 is a high
performance 32-bit minicomputer dosigned for use in process
control, duta communications, and multi-user time-sharing
applications.

Virtual Momory

The Memory Access Coutroller (MAC) {s a standard feature on the
8/343 it provides automatic program rolocation and protection under
a4 sogmented virtual memory organization. Sogments are variable in
length, ranging from 256 bytes to 64 bytes in blocks of 256 bytes.
Paging is not supportad - an entire segment must be resident in main
memorys Physical memory mey range from 128K bytes to 1,024K bytes
in incroments of 128K bytes.

Thare is but one set of hardware mapping regleters and it

consisvts of 16 segmentation registurs. Thus, a single user domain
of 16 program and data segments is provided:s The purmitted modes of
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access supported on a segment basis are: wull, read, read-write,
read=write-oxecute, and read-execute, Nelther referenced nor
modified flapgs are provided within tho segment descriptor, although
a4 modified bit can be implementud with a minimal amount of software
overhead.

1/0 Accasp Control

All 1/0 {ustructions are privileged instructions that can only
be executed wheu the central processor is in supervisory domain.

Thore 18 no mediation of DMA device operations. All DMA device
accosues to main mamory via the solector channel are absolute and
unmappad.

Execution Domaine

Only two execution domains are provided: one user domain in
which program addresses are mapped using the 16 segmentation
roglutors, and one supervisor domain in which program addresses are
unmapped (absolute) and privileged {netructions may be executed.

Transfor into supervisor domain is automatic upon the
occurrence of an external or internal {nterrupt; exacution of the
Service Call (5VC) inmtruction in user domain initiates an internal
interrupt with transfer to one of 16 entry points in supervisor
domain. The entry point sclected is dopendent upon an operand to
SVC supplied by the user.

A second vperand to SVU {8 usually a pointer to the memory
location of the arguments needed by supervisor domailn software to
complote the Function specified. Argument validation can be
affected by execution of the Load Real Address (LRA) {nstruction
which simulates the vperation of the MAC. Of all the domain=-
oriented machines surveyed, the LRA instruction of the Interdata
8/32 provides the beat means of argument validation. In effect, LRA
takes the virtual address pointer supplied as an operand to SVC and
translates it into a physical address using a translation map image
in main memory. (Note that LRA docs not use the active map present
in the segmentation registers, but rather a map image.) If & memory
protection violation is detected, instead of a fault being
genarated, as would result during normal address translation by the
HAC, the condition codes are set to reflect the type of violation
detecteds The argument validation mechaniem provided in most of the
other domain-oriented machines permits the supervisor to assume the
access privileges of the user domain by using the user’s address
translation map to fetch the arguments. This scheme 18 only
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partially satisfactory because an access fault interrupt may occur

and such faults are not alviys tolerable within the supervisor
doma Lne

Process Control

The HAC provides an environment for the support of multipla
processaa,

There 1s sBome support for an efficient process switch in the
form of multiple wets - as many as 8 = of general purpose registera.
Four sets may be dedicated to interrupt handling at the four levels
of interrupt priority, leaving four eets that may be shared amonyg
uder processes and minimizing the need for storing and reloading a
rogister sat on a4 procuss switch. The Load Multiple (LM) and Store
Multiple (S1H) instructions can be used to load/store tha currently
uctive ragister sot from/into consecutive memory locations.

Unfortunately, ounly one user domain of 16 segmentation
rugistors 18 provided by the HAC. Switching user processes requires
the storing and reloading of the segmentation registers = a major
fnconveniences Valued are loaded into the segmentation registers by
storing into assigned memory locations in low main memory, with the
HAC operating in unmapped modes MAC registers are stored by reading
the dedicated locations and storing the values elsewhers in main
mamory, To load or store MAC regilsters efficlently, the LM and STM

fustructions should be used, using a general purpon& register set as
intermediate storage.

There 1is nv hardware support for interprocess communication.

Sumnaty

The evaluation 18 summarized in Table 7.

The Llnterdata 8/32 meets all of the essential features, but due
to lack of support for the convenience features in the areas of 1/0
Access Control and Virtual Memory, and considering the lack of a
thied domain, it can only be rated a fair candidate for a security
kernel implementation

Somewhat less of a fair rating 18 be extended to the earlier
7/32 model. The 7/32 includes the MAC as an optional feature,
whareas the AC 18 part of the basic processor on the 8/32,
Further, the 7/32 provides only 2 sets of general purpose registers
(no priority interrupt levels) which, on the average, would tend to
increase the ovverhead incurred on process switching.
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HONEYWELL’S SCOMP

One of the development activities spousored by ESD in the area
of securc computer systems was the design, implamentation, and
verification of a security kernel for Honeywall’s Multics systenm
[25)y a large-scalae, generul purposc computer utility. Part of that
effort was the development of a karnel-based secure front=-end
processor (SFEP) Eor secure Multice (26). The hardware base for the
SFEP duvelopwent is Honeywell’s SCOMP, a Leval 6 Model 43
minicomputar [27) enhanced by a hardware Security Protection Module
(5PM) that facilitatew the conversion of the commercial, unprotected
6/43 into a kernel=based, secure front=end or communications
processvrs However, the SCOMP possesses sufficient computational
capacity for application as a general purpose computer utility.

The 5P was specifically designed to serve as the hardware
component of the SFEP security kernels So it should not be
surprising to find that it includes virtually all of the hardwara
feutures considered eesential or convenieut to an effective security
kernel implementatione The function of the SPM is to mediate,
through a descriptor structure, all interactions between the various
modules (processors, 1/0 devices, memories) connacted to the 6/43's
MECGABUS. The SPM may be thought of as a general address translation
and access mediator for a number of requestors = the modules
connactud to the MEGABUS.

Virtual Memory

Thae SP!H fmplements a segnented=paged virtual memory
organization, with a per process virtual addrevs upace of up to 64K
wordda and a phyalcal memory expandable to IM words. A hardware
register, the descriptor base register (DBR), points to a table of
descriptors defining the objects (resources) = both virtual memory
sogments and /0 devices - accessible to the currontly executing
processe

Both paged and unpaged virtual memory sogments are allowaed. If
unpaged, the segment descriptor points to the segu--.’s physical
address; if paged, the segment descriptor points to 3 page table for
the saegment.

Referanced and modified bits are maintained within both the
sogment descriptor and all page descriptors for paged segments. For
uvnpaged segmonts they are maintained within the segment descriptor,

Access control information is maintained within the segment
descriptors It consists of thrae ring bracket fields (Rl, R2, R3)
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and three le-bit access permission fields (R, W, E). The accesu
modes supported are any subset of the set (vead, write, execute),
constrained by the effective ring number, Reff, and the valuew of
cartain ring bracket fields. The calculation of Reff is described
below im the subsaction on Execution Domains; in general, tha value
of Haff is greater than or equal to the current ring of execution.
The access control information is intecpreted according to the
following rules, where Reff, Rl, R2, and R3 may assume the integer
valuos 0, 1, 2, 3

1) Write permission if (W = ON) and (Reff S R1)} rings O
through Rl inclusive are defined to be the write bracket for the
segnent: processes executing in rings O through Rl may write the
sogmant L€ (W = ON).

2) Read permission 1if (R = ON) and (Reff § R2)§ rings 0
through R2 inclusive are the read bracket.

J) Execute peurmismsion it (E= ON) and (R1 § Raff SR2); rings Rl
through R2 inclusive are the axecute bracket.

4) If (E w» ON) and (R3 > R2) and (R2 < Reff § RJ) uxecution
will caume an inward ring transfer provided the CALL instruction ia
used; rings Rl through R3 are the call bracket; R2 becomes the new
ring of axacution; a4 segment defined by a segment descriptor where
R3 > R2 18 called a gate sagment. )

1/0 Accass Controls

1/0 devices arm supported within the virtual memory
organization. Thay are accessed by process-local virtual device
addrassas, which ave translated by the SPM into phyeical device
addresses using a set of descriptors for I1/0 devices. The DBR
points to both the set of 1/0 device descriptors and segment
descriptors accessible to the currently executing process. Uulike
soguenta, howaver, 1/0 devices cannot be shared among procasses, su
1/0 device descriptors are not shared.

Accoss control information is maintained within the 1/0 device
descriptor. It conoists of the Rl, R2, and R3 ring bracket fields
and the R, W, and E access permission fields. The valus of Reff is
calculated by the SPM in the same manner as for memory uccessas,

The permitted modos of accass are determined by the following rules:

1) Read permission (initiate a read from the device) if (R =
ON) and (Reff & R2)} rings O through R2 are the read bracket.
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2) Write permission (initiate a write to the device) 1f (W =
ON) and (Reff € R1); rings U through Rl are the write bracket.

3) DVevice control operations (status, positioning tequuats)
sre permittad 1t (E = ON) and (Reff S R3); rings O through R3 are
the control bruckat.

There are two forms of DMA device control; DMA davices way ba
mapped or pre-mappod. The pre-mapped facility is provided so that
the full porformance capability of DMA devices cen be attained
without tha overtead incurred by the SPM’s virtual to physical
memory addceus translation. The memory access checks are made by
the SPM whon tha block tranefer is initiated by the user procesas.
Tha process supplies a virtual address for the block transfer and an
extent (length)s The SPH verifies that the davice has baen assignad
to the procuss, that all memory uddresses affected by the cranufcr
have the proper access pormiwsion for tho affective ring number and
access mode of the process, that the affected memory addresses are
duscribed by a single direct memory page dencriptor or unpaged
sogmant descriptor, and that the process’ L/V device descriptor
ulluwe the raquestad access mode for the process’ effective ring of
exacution. If tha SPIl checks are verified, the SPM will givae the
DMA davice a physical memory address and extont, and start the
transfer. Because it is neceassary to trust the operatiom of the 1/0
channal, certification of this type of 1/0 is not baliaved to be
possiblae; this type of L/0 was not included in tha topelevel
spocification of the SFLEP security kernel [26].

With the mapped facllity, DMA devices use virtual memory
addruadses that are translated and access checked by the SPMe When a
mapped DMA device is initialized, the SPM verifies that thu device
is assigned to the process, and that the 1/0 descriptor for the
device permits the requusted mode of access for the effactive ring
of execution ot the proceasas If the checks pass, the SPM initiates
the block transfer. Since DMA 1/0 is¢ asynchronous (L.e., a DMA
transfer may have been initialized by a process different from the
process currently executing on the processor), the S5PM must
remember, for each active mapped DMA device, the affective ring of
axecutlion and a set of memory segment descriptors for the process
that initlated the 1/0 transfer.

Lxecution Domains
The SPM implements a concentric four-ring structure, where the

rings are numbered 0, 1, 2, and 3, with ring 0 most privileged and
ring 3 lesst privilegad.
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Ring cronsing {8 controlled by the SPM, but is very flexible.
Trauster to a gate segment assigned to an fwner ring, from a process
executing within the call bracket of tha gate segmunt, 1ia via the
UALL instructions The current ring of execution is changed to the
value of R2 in tho descriptor for the gate segment only 1f R2< Reff
SR3; otherwisoe the current ring of execution is unchanged because
the gute segment hay beon called from within 1ts execute bracket.
The gate segment descriptor uleo defines a call limiter which
duofines a series of valid entry points at lower segment offrets.

The SPM verifies that the second componant (offset) of the GALL
instruction’s vffoctive virtusl addvess {s within the call limiter.
Typically, thoe degment locations defined by tho call limiter are a
serivs of jump lustructions to actual entry points within the
segmente  The CALL iustruction places the ring of the calling
procedure into a program visible registers The RETURN instruction
1d used to transtor control back (outward) to the calling procadure;
the SPM insuros that tha return is outward.

The transfer of data across ring boundaries i convenient
bocause the inner riag procoedure has access capabillities equal to or
groatar than the outer ring procedures Thore ore two argument
validation mechanism.

The first is the calculation of Reff, the effuective ring of
okavution, during the development of an effective virtual addross,
For wimple memory references without indirection, Reff 1s equal to
the current rving of oxecution (Reur) as maintained by the SPH.
However, in the case involving multiple indliroctions through many
segments, thoe SPM will maintain in Reff the maximum value of the
riag number Rl in 211 descriptors encountered during the preparation
of the effective virtual address. Reff 18 set to Reur at the
bogluning ot each Lnstruction eycle; for cach descriptor encountered
butween instruction fatch and operand fetch, Reff is recomputed as
the maximum of current Reff and Rl of the descriptor. The new Retf
applies to fetches of all subsequent indirect addresses or data.

A vocond validation mechanism is provided for the more general
problem whure an argument pointer (4.0., a non-affective address) {is
copled from the outer ring to the inner ring, for instance to
prevout tampering.  Tho above mechanism will not work hare, since
the address constant (dndirect address) now raesides within the funer
riugs The 3PM provides a mechanism whereby an fnner ring procedure
can foree the valldation of a reference to an arbitrary virtuatl
address with respect to any higher ring number. This can be
accompiished by storing a ring wumber with the pointer wheu it ia
coplad into the foner ring; the value of the ring numher is the
value of Refl computed asw 1f the pointer were referenced directly.
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Un subsequuent ladirect refervuces by the faner ring through this
copled pointer, the S5PM uases this ring number as another factor in
maximizing Roffe Note again that this type of argument validation
wechanlsm can be used only 1f access violation faults can be
tolerated within ring 0. (See LABT {n 6/43 manual.)

Tha SPM ulso provides automatic stack location upon inner ring
callés  When o multi=ring gate procedure segment (RI] R2 RI) is
called, 1t can locate the address of the wtack segment for the
currunt cilug by using the value in Reur to {ndex 1uto a table of
prusut stack potunterd, since stack segment numbers are keyed by
convention to thoe curreant ring number,

Process Control

Thoe SPU dwplements & robust multiprogramming eavironmant for
tha support of nultiple procadses,

Procuesd switehing tlme within the SCOMP is virtually the same
as for thue Lovel 6/todel 43, since the SPM adds only the overhead of
loading the LBR and Reur registerss Two of the program visible
roglatoers, status (5) and program counter (P), are automatically
saved and restored upon interrupts The remalning regilaters have
thelr contuext stored und restorad under flrmware control according
to a 32-bit mask. Tho mask, settable under program control, caun be
usod by the save context (8AV2) and restore context (RES2)
Instructions to wave/restore any subset of the program visible
rogleters,

Hardware support for interprocess signalling/communication ias
lackiug.

Sumunary

The ovaluation of the SCUMP 18 summarized in Table 8.

Support for a sacurity kernel implementation was a fundamental
deslgn goal of the SCOMP, so it {s wo surprise that 1t acoved so
wells What s luportant to uote about the SCOMP ia that a
comperical minicomputer, the Lovel 6/Model 43, which provides none
of the esdontial and convenleut features, was enhaunced by the SPM to
provide just about all of the desired featuress The S5PM 1s desiguned
to simply plug Into the 6/43°s MEGABUS {in place of the commercial
memory management undt.  The SPM approach to providing security
kornel hardware featurvs should be applicable to other similarly
bus-gtructured architectures.
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DIGLTAL EQULPMENT CORPORATION

A This ovaluation deals only with the PDP=11/45 mindicomputer

j of forud by Digltal Equipment Corporation, Maynard, Massachusette

. [28], The POP=11/45 18 at the high performance end of the PDP=ll
family of upward compatible computers. Thae 11/45 was designed for
high=spovd reul=tinw applications and, whoun configured with the
Momory Managemaut Unit (MMU), medium~to-large~-scale, multiple user,
{ntoractive applicatious.

T ::,':.'_ "‘-':-'_'L:.'l;‘.« L

et A el o < e 0 e R TR

Virtual tlomory

The MU providos an uupaged segmented virtual memory, where
soghants miy range {n sizo from 32K words to 4,096K words 4in blocks
of 32 words,  Physical wowory has a capacity of 124K words.

The logleal pur process address space consists of 48 4K
gugmentss  The 11745 4% a threv domain machine! usor, supervisor, :
& and Rernol domainse  Bach domain is associated with a set of 16 . '
b saguont duscriptor registoers, 8o a procoss virtual addross space
% consisty of aw wmany aw: 16 wegmeuts lun user space, 16 in wupervigor
i gpace, and 1o in kernal spacos

j Accoss control information within segment deseriptors define

& y throe modes of accessd null, road=execute, and read=write=oxecute.
HE. In additdion, since program and data wogments can be mapped

“i{ separately = in cach domadin, there are 8 {fustruction (I) space

sognentation roglsters and 8 dota (D) spaco segmentation registors -
exocuto only and road only execute access modes are supported.

Reteronced and modified flags are both supported within
segmont descriptor reglstors.

1/0 Accusdd Coutrol

R S ke ek

There are wo priviloged 1/0 {nsttuctions. Rather, control,
status, and data registera for 1/0 dovices are locavod {n the high-
ovdor 4K words of physical memory, and 1/0 devico regismters arve
accossad like any othor memory fucationss A security kernel would
vrastrdict L/0 device accenses to {teell by permitting oaly kernol
moue data seguents to map tnto the device repisters in physical
PRUIROTY o

et S o o T e

Alternatively, the kernal can permit wsers to pertorm 1/0 by

‘,j; mapping user suguents to requestoed 1/0 device rogistorss  An

k| lmplomentation problom here t8 that sogments must be at least 32
f words long aud the total /0 swpace {8 ouly 4K words.
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Further, since DMA device accessmes to main memory arae not
routed through the MMU, any form of user 1/0 must be limited to
slows=speed, programmed 1/0 devices.

kxagution Domainm

As stated previously, with the MM thare are three axeacution
domains! user, supervisor, and kernel. Which of the three saets of
sugmentation registors is usad for address transiation is determined
by bité 14 and 15 of the processor status word (PSW). The three
domaine are hierarchically structured in terma of privilaega.

Data i transferred between domains by four instructionst Move
From Pruviovus Instruction space (MFPL), Move From Previous Data
space (MFPD), tove to Previous Inatruction space (MTPI), and Move to
Pravious Data space (MTPD). MFPL, MFPD, MTPD, und MTPl are designod
80 that the innormost domain controlw the data tranafer. These
instructions can be usad for argument validation only 1f MMU faults
cuant ba tolerated within the kernal, otherwise validation must be
duie in softwares

Therae are only three privileged instructions which may be
exucuted in kernel domain ouly: HALT, RESET (External Bus), and Set
Priovity Level (in PSW)s The MMU segmentation registers and the PSW
are located in the high-order 4K words of physical memory = along
with the 1/0 daevice registers = so the kernel domain can testrict
accuss to these locatiouns via memory manageaent.

Tranwfer inward to kernel domain occura as the rasult of all
intorrupts and via a set of trap instructions (EMY, TRAP, BPT, LOT).
Since all trap and interrupt vectors are located in kernel virtual
dpacy, all traps and interrupts must pass through kernel space to
get the new program counter (PC) and PSW. Thus, countrol cannot pass
directly from user to supervisor epace, but must be routed through
Reruel spacds.  Gontrol id passed vutward by the Return from
lntervupt (RTL) and Return from Trap (RTT) iustructions.

Stacks aru naintained for each domainj there is a atack pointer
(5P) register for each dowain. When a trap or interrupt occurs, the
PC and PSW arse puahed onto the stack pointed to by the SP specified
by bits 14, 15 of the new PSW fetched from the interrupt or trap
vector stored in kernel spaces The old stack is reatored upon RTI
or RIT.
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Process Control

The MMU provides tha multiprogramming environment to support
multiple processes.

Process switching is perhaps most inefficient on the PDP«11/45 o
conpared to the other machines surveyed. There are two sets of 6 4o
general purpose registera (RO through R3), three SP registers, and T
one PCs Typically, the PC, the 3 8P, and one Bat of 6 ganeral I
purpose registers must be saved/restored on a process switch. Each o
register must be saved/restored individually. Also, at least 32 MMU b
segmentation registers = minimally the 16 usor and 16 supervisor - 3
must be savad/rastored, each individually. .

s b T G YT DT Tl Tt

There is no hardwares support for interprocess communication. i*f

Summar
The evaluation of the PDP=11/45 is summarized in Table 9.

Despite its relatively poor support for multiple processas, the o)
11/45 is ratad a good candidate for an effective security kernel '

. implementation. In fact, a prototype sacurity kernal has already
been successfully implemented and demonstrated on an 11/45 [29],
Also, security kernels to provide a secure base for a prototype

' secure UNIX operating system are being implemented at both MITRE and : .
ucLA [30]. i

A rating of good can also be extended to the highest .
performance model of the PDP=11 family, the 11/70, on which the MMU i
is a standard feature. -

g AR e B Ty S e P RGN D SR S oS 23

DATA GENERAL ECLIPSE |

: The ECLIPSE line of computers offered by Data General .
t Corporation, Southboro, Massachusetts, includes three machines, the oo
\ §/100, 8/200, and C/300 ([32]. .The latter two will be evaluated as 1

only they may be configured with the Memory Allocation and ' A

i} Protection (MAP) feature for application as general purpose computer
B utilicies.

Virtual Memor %
With the MAP feature, main memory can be expanded from its

j standard limit of 64K bytes to a maximum of 256K bytaes, in
. incremants of l6K-byte modules. MAP provides a paged virtual memory -
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organization with a 2K byte page sizes, There are 3 mats of hardware
mapping registers, two user maps and one map for DMA device
transfers. Each user map consists of 32 mapping registars, so the
logical address space per user process consists of 32 2K pages.

A single access control bit, tho write-protection bit, 1s
provided within ecach papge descriptor} the permitted modes of paer
page access are null, read, and read-writae:. Rofaerenced and modified
bits are not supported.

1/0 Accoss Control

The KCLLIPSE computers are attractive for thelr support of 1/0
accuss controlss I1/0 instruotions are not privileged. Rather, the
MAP fuature includes two 64=bit maps that control accesias by the
two user processss to the 64 I/0 devices that may be attached to the
I/V0 buss The active bit map permitting, the active user process may
perform 1/0 on both slow speed and DMA 1/0 devices. If tho bit
corresponding to a given device within the active bit map is "I,
the aotive process can exvcute 1/0 indtructious on that device. If
o', thu active process way not access the device and a protection
fault will vocur Lf access 1s attempted. This 1/0 davice access
protection can be disabled when the CPU is operating in privileged
supervisor modo.

Alwo, as stated above, the MAP feature provides a set of
mapping registers used to translate memory addresses presented by
the data channel. All DMA 1/0 devices access main memory through
the data chaunel, 80 all DMA device accesses to main memory are
mappeds This wmapping provides write protection on pages within the
data channel’s logical address space. An attempt to write (data
channel input) into a write protected memory location does not cause
a protaction faultj rather, the attempt simply fails and a bit is
det within a MAP status rvegluter.

1/0 on an ECLIPSE secured by a security kernel would be
controlled in the following manner. Users would request access to
1/0 devicos from tha kernel. The kernel would grant or deny access
based on the security levels of the davice and requesting process,
the mode of access, and whether or not the device is in use., 1If
accesy 18 granted, the kernel, operating in supervisor mode, would
set tho appropriate bit of the 64=bit 1/0 device map for the active
(roquesting) proceas. When processvs are awitched, an 1/0 device
bit wap must be loaded from memory with a map image for the new
active process. Further, so that DMA device transfera can occur on
behalf of non~active processes, the kernel must keep the data
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chanuel map consistant with the access requirements of all proceascs
that have Initiated DMA transfers.

Lxucution Domains

MAP pruvides 3 domains! two user mapped domains and one
suparvisor unmappud domuins There are only two levels of privilege
howaver, user and supervisor, BSupervivor domain can enable/disable
MAP’s various memory protection featuree and can access directly the
fivat 62K bytos of malu mamory.

Transfer into supervisor domain occurs as the result of all
futerrupts and memory protection faults, and by the execution of the
Systom Call (5YU) inutruction in user domain. SYC tranefers
axvcution to & point dafinued by & single location in low main memory
(location 2).

Data transter botweon usor and supetrvisor domain is quite
convonlant | there are two means of transfer at the disposal of the
supurvidor domains Unw is use of the MAP SINGLE CYCLE instruction
which permits the supervisor to use tho last user map enabled for
the next memory rveferonces The MAP SINGLE CYCLE {nstruction {4 onc
of weveral 1/0 instructions used to program the MAP, The MAP 1
treated 1ike any other 1/0 devico and the 1/0 device bit map is uwed
to tmake the MAP accessible only to the supervisor domain and
funaccossible to user progesses. Hence use of MADI SINGLY CYCLE 1is
restricted to supervisor domain.

The other means of data transfer is through a special mapping
register for loglical page 31 of supervisor address space. As noted,
loglcal pages 0 through 30 are unmapped, meaning pages 0 through 30
of physical memory are accessed directly {un supervisor domain. This
special map allows the supervisor domsin to transfer multiple data
words tu/from user space without resorting to MAP SINCLE CYCLE,
which can be time consuming,

Both means ot data tranafer can be used to validate the data
transfarred, provided, of course, memory protection faults can be
tolerated within supervisor domain,

No support for stack switching on domain crossing 18 provided.

Process Gontrol

Addition of the MAP option provides the relocation and
protection features necessary for a multiple process environment.
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Although there are only two user maps, process sewitching is
reasonably efficient because of the fast and flexible manner in
which all of the wmaps - two user maps, the DMA map, and the two user
[/0 davice bit maps; 112 registers in all = can be stored/loaded.
Any number of contiguous registers can be stored/loaded into/from
maln memory by DHA at approximately | microsecond per registar.

It takes only two instructions to save context = 4 general
purpowe ragistera, 4 stack registers, program countaer = of a user
process; context is saved autowatically upon interrupts and faults.
Unly a single instruction is nocessary Lo load a context. Total

context switch latency is on the order of 15 microsaconds. 'i;g

There is no hardwate support for interprocess communication.

Sugmary i3

Thae evaluation of the ECLIPSE $/200 and ECLIESE ¢/300 is
summarized in Table L0,

The two wachines are rated fair to good candidates for an
effective kornel implementations Although relatively weak in the
areas of process support, protection domains, and access righta, the
ECLIPSE line offers excellent hardware support in the area of I/0
control.

HEWLETT PACKARD

Orly ono Hewlett Packard computer system, the HP 3000 Series 1I
[32), is evaluateds Tha HP3000/I11 is a goncral purpose computer
utility designed for both batch and interactive data processing. It
is a stack based architecture and as such provides wmany powerful
opaerating features; e.g., chared, reentrant, and recursive code
vagments, efficient parameter passing and subprogram linkage. Thraee '
models are availlable; 5, 7, and 9, and this avaluation applies to
all three,

Virtual Memory

The UP3000 provides a sogmented virtual memory organization
which is tailored toward its stack based architecture. Code
segments may ba 32K bytes in leangth; data segments may range up to
64K bytess Physical main memory ranges from 128K bytea of
semlconductor memory up to 512K bytes, in modules of 64K bytes.
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Program addressing is not descriptor based in the conventional
seuse, hownver, and aceess checking capabilities are not supported -
a serious deficiencys 1un all of the virtual or mapped memory
systums examined thus far, pages or segments are defined by and
addressed through descriptors. User program addressas are virtual
and are translated into physical main memory addresses using
doscriptor information, and process access rights to the accessed
page or segment are chackeds On the HP3000, all ¢ode and data
segments currantly iu use on the systen are defined by four=word
entries within a global code segment table (CST) and global data
sugment table (UST). Thowe entries contain some of the information
that conventional segment descriptors usually hold: an absence bit,
refaerenced bit, segment address in main memory (4f resident) or on
disk (1f not resident); but since these entries are global, they do
not contain access control informatiom which 18 conventionally
process local.

Program addressing works in the following manners A set of CPU
rogletory defines the current exccuting code segment! the start and
end of thoe segment and the current point of execution (program
counter)s Another set ot registors defines the current data
sogment, some portion of which is treated as a stackj these
regiswtors define the start and end of the data segment and the
boginning and top of the stack.

All instruction fetches are from the current code segment.
Transfer of execution to another code segment {s accomplished by a
spucial hurdware fustruction (PCAL), which uses linkage information
contained in a segment tranater table (S1T) within the current code
segrient to locate the new code segment entry in the CST. PCAL may
fault to privileged software 1if the addressed code segment contains
information which PCAL uses to determine whether the transfer ia
legal.

All operands arce fetched/stored from/into the current data
seguent. A process has both read and write access to its current
data segment, since it 1is not poasible to grant & process just read
acceds or write access. The procuss must invoke the supervisor to
change its curront data segment.

1/0 Accesy Control

L1/0 instructiona can only ba executed in privileged processor
mode; user processes caunot do 1/0.

The selector channel accesses main memory directly using
absolute memory addresses; DMA devices accesses to memory are not
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madiateds Note also that programmed I1/0 through the multiplexer
5 channel involves unmediated direct access to main memory.

Execution Dogaine

Two axecution domains are provided: privileged and user
domain. Software executing in privileged domain can 1) execute
privileged instructions, 2) directly address all arevas of physical
mamory, and J) invoke code segments that have been declarad
uncallable (i.@., the uncallable bit is set in the local progranm
label or SIT entry). Also, instruction fetches to the current code
segment and data references to the current data segmant are not

subject to bounds checking., Stack underflow is also permitted in
privileged domain.

A decurity kernol must run alone iu privileged domain. An
operating system must run as & process in user dumain.

User software initiated transfer into privileged domain is
accomplished by the Procedure Call (PCAL) instruction. PCAL uses
linkage information resident within the calling and called code
sogmatits © segnent transfar tables (STT). Entrance into orivilegad
domain raeults from the invocation of a procedure contained within a
code segment aasigned to privilege domain. PCAL 4s very flexihle
bocause multiple entry points into privileged domain segments are
provided through STT linkage information. )

Parameters are passed to privileged domain software on the
user’s current data stack., Poincers that are displacements from the
top of the users stack may be passed as parameters. Validation that
these pointers reference locations within the bounds of the user’s o
stack must be performed entirely by software. §

Separato stacks are maintained automatically in user and
privileged domain. On transfers into privileged domain via external :
and moet internal interrupts, an interrupt control atack (I1CS) ia S
saet up by the hardware lmplemented interrupt handler. !

Process Control

.

The segmented virtual wemory organization provides a good
environment for multiple processes, if the envirounment is properly
managed by privileged domain software. Hardware support for a faat
process switch is provided.

PN

RO ot

There are a number of processor registers that are
automatically saved on interrupta by the hardware interrupt handler:
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current code and data segment ragisters, index register, status
reglster, top of stack registers. The contents of these registers
are saved on the user process’ stack., Two instructions (SETR, PSHR)
ars provided to save/load on/from the current stack any subset of
the above registers. Note, to load (S=bank, DB, DL, Z, status) or
store (DB, DB=bank, S=Bank) mome of these reginters require
privileged domain operation. Unlike & lot of virtual memory
machines, no mapping registars need be saved/loaded during a process
switch. Just memory locations 1 (pointer to CBT axtension for
current program) and 4 (pointer to process control block for current
procass) must be loaded to define the address space of the naw
process.

There is no support for interprocess communication or
synchronization.,

Sumary

The evaluation is summarized in Table ll. Because the
eusantial accews chacking capability on data segment access is not
provided, the HPIOU0 Serles II is rated an extramely poor cholce for
an offective kernel implementation.

79

g e I

ol

Ll 12 e T



- worjeEdTUNENO)/UcTiezyuoIgsudg
ssa001g-123u] 103 330ddng
YsS3itas 6522013 IWDIIFI5A

¥

[ I | +

[N S |

INIIVY

guyssoa)

Surg/uyemog uo 3roddng 3oeIg
nOTILPITEA JuOANIIY

sjujogd Ax3uy STd¥ITHH
Pa31n3onilg A[TEOTY2IRIATH
s3uly/sufrEo 9I0m I0 IDIY]

PRTI213UC) ST LIow3djR
TP 03 BSIDIY IOTAI] Vi
0/1 18]

2e1a PaIITPOR

Ze11 padwRISIRY
§S300Y LIuUc-aInIBxZ
£8900y LA[uo-pEay

SAMALVAA ADNAINE “NCO

* sS9s5592301g STAIITNEK

¥ urewog podeTrATig
03UI I2FSueRIL PIIT10A3ITOH

* s2ury 10 sureaoq
paInIIni1lg ATTeOTYa1eI9Ty oAl

¥ PITT0I3UO)

SF S530743p 0/1 03

sS327y

53431y

SS90I¥ e30] 33ndaxz-pedy ‘TInN

A T0wa

Teniita palusmBag ic a3eg

IRNIIVE SFEAIVAI TVIINASSA

II SOTa9S - (0GE PIENOBJ-LIINASH

“TT 21981

1003 -
Poo) +
IDRTIIIXT ¢

INIIVE

1ca3uos 8899014

SUTEWo( UOTINIBAF

101300) $5903Y 0/

L1omay [ENIITA

VIV TV¥NOLLONNA

80



y %

4
A SECTION IV
Y
) ' CONCGLUSTON

' Table 12 {s an attempt to ratv the various machines with

3 respact to oach others To do 8o, a rating from 0 to 4 is appliaed to

; wach vendor’s machine, or series of wachines, in each of the four
. arvas of evaluation. A rating of 0 iw assigned if the esmential
ir}ﬂ' fuatures are not provided; a rating of | applies 1f the cassentials

aro provided, but none of the conveniences arej a rating of 4
applicn {f all essontials and conveniences arce provided} ratings

oy betwean 1 aud 4 are ussigned depending on the number of
ot conveniances.

:w; The SCOMP and the PRIME machines are clearly the best

R candidatess SCOMP wan designed to support a security kernel and

rates tho best in the avea of 1/0 control} the SCOMP’w Security
Protection Modula (SPM) (s a descriptor=based geuneral access
controller that ineludes L/0 devicos within the virtual environments
PRIME rates the best on Process Control bocause of its innovative

. support for interprocess synchronization and its shared segment

' table arrangement.

The PDP=11/45 stands noxt, all alonei the 11/45 has already
axhibited itself as a good hardware base for a kernel
implementation.

The ECLLPSE line, GA~16/440, Varian 70 Series, MODCOMP 1IV/335,
I8N Serles 1/Model 5, and INTERDATA 8/32 all rate roughly the same;
all provide the essentials and kernel implementations are certaiunly
feasibles MODCOME 1V/35 18 notable for ite atrong support for
multiprogramming = as nmany as 15 sets of mapping regluters for user
processcs. The BCLIPSE line rates highly for its I/0 protection.
INTLERDATA’S Load Real Address (LRA) instruction 1s the best aolution
of all for argument validations LRA converts a user virtual addreas

to a physical address and sets condition codes on an access violation

rathar than generating a fault, which may net always ba tolarable in
privileged domain,

The UPIVVO0 Scrles 1l rates as a bad architectural base becauau
of its lack of access checking capability.
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