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Chapter I

INTROD OCT ION

For extended real numbers 1 
~ 

p ~ ~~~~, let . de—

note the norm of some classical Banach space L of realp

(complex) functions . Let be any subspace of L~ of

dimension n + 1. The starting point of this thesis is the

apparently new observation that (!HT~~ i l 2~~ ) 2
~~~ 

~~ 

( 
~~~~~~,

p = 1, 2, 3, ..., is algebraically identical to a con-

strained quadratic (hermitian) form in the coefficients of

~T~~• Specifically, if x ( IR~~
1 (C’~~

1) is the vector of co-

efficients of i~~~ , then there exists a symmetric (hermitian)

matrix M of dimension N N, N = (n+l)~~, such that we have

the identity

( J ~i~ JJ~ )
2P E (x ~~~ 

•
~~~~~

• 

~ x , M x ~ ~ ® x ) ,  r E Pn~~~p 
-~~~ j  ..— — —, n n

p f ac to r s  p fac tors

p = 1, 2, 3, ... (1.1)

where ( . ,• )  on the right hand side of (1.1) denotes the

usual  Eucli dean inner produc t on RN (CN), and x ~~ ~~ x

E R~” (CN) denotes the Kronecker product (see Chapter II,

or Marcus and Minc [24, Section 1.91) of the vector x

with itself p times . The identity (1.1) represents a

constrained quadratic (hermitian) form because , in gen-

eral , not every vector in R~
1 (CN) can be expres sed in the

form x ~ c~ x (p factors of x). Thus, (1.1) is the

quadratic (hermitian) form of ~1 evalua ted only for vec tors

1 
~j Q  ( \ ( )  ~.

- - ~~~~
- -
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in a~ (CN) of the special form x ~ 0 x. Furthermore ,

the matrix M can always be exhibited explicitly. The

explicit form for M and the identity (1.1), together , are

developed in several d i f f e r e n t  directions in this thesis.

Chapter II is devoted exclusively to the study of

the space P~ of complex polynomials of degree at most n ,

defined on the unit  circle, and equipped with the norms

[
~ J I r ~~(e~~ ) I P de) P , 1 p

= ( 1 . 2)
max ii (e ) I , p =

O5O~ 2r

The integral  in ( 1 . 2 ) ,  like every integral  in this thesis,

is the Lebesgue in tegra l .  (Hence , the norms ( 1 . 2 )  are the

norms of the Hardy H~ spaces.) In this space , the matr ix

M of the identity ( 1.1) happens to have an especially nice

structure which allows us to determine explicitly all its

eigenvaiues and eigenvectors (see Lemma 2.3). We exploit

this fact to show that the ratio

II
R 2 max n 2 p 

, p = 1, 2, 3, . .. (1.3)
~ O~ n~~EP~ L

! I I
~ 1 2

is , in effec t, a constrained Rayleigh quotient which is

therefore bounded above by the spectral radius of M . Thus ,

from Theorem 2.1, we have

~ ~ (n+l)
2
~~~ (1.4)

where the integer is the spectral radius of M and is

_ 
-. - . _ _ _ _ _

- s— — -~



3

also precisely the iargest coefficient in the power series

expansion of

(1 + ~ + + . . . + 2~~ P (1.5)

into ascending powers of z. More generally, this technique

is applied to the problem

(k) 
H

= max ~ n 2p~ p = 1, 2, 3, . .. (1.6)r~ p O~ ii~~EP~ [ ~~n
11 2 J

where r~~~~, k = 0, 1, 2, ..., denotes the k-th derivative

of An extension to ratios of the form (1.6) is possible

because (JJ r (k)~J )2P is a constrained herrnitian form of the

type (1.1) . As before , the matrix , denoted now by M (k), of

this herinitian form is such that its eigenstructure can be

written down explicitly . Thus , we get from Theorem 2.7

~~~~~ ~ k~~{A ~~~~}
2
~~, k = 0, 1, ... , n (1.7)

where the integer (k!)2 A 1~
’
~ is the spectral rad ius of M~~~ ,

and is precisely the largest coefficient in the power

series expansion of

~~k 
(
~
)
2 

~
9_k

~
P 

k = 0, 1, ..., n (1.8)

into ascending powers of z.

In Chapter III, we develop some general consequences

of identities of the kind (1.1). In this chapter , P~ is

an n+1 dimensional subspace of L~~[a,b], the space of

measurable real (complex ) functions defined on the interval

(a,b), -~~~ ~ a < b 4~~~, and equipped w ith the norms

* — ~~~~~~~~~- ..- — — - — - - — .— . . 
.- — .-_—- -t-- — . . . -  - — -~~~
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1 5 p

= (1 9)n p
Sup rr,~ (x)  

~ 
=

a<x< b -

where the real measurable func tion w(x) > 0 a lmost every-

where on (a,b), and satisf ies

0 < j ~i ( x ) d x  < +~~ (1.10)
a

Let {h0, h1, . . .} be an orthonormal basis for L~~[a,b] with

4 h 0, h1, hn
} an orthonorma l basis of 

~n 
Then it is

shown that if

ía 
h
~~
(x)hk(x)hZ(x)w(x)dx ~ 0, j,k,~ = 0, 1, 2,

(1.11)

then

max 5 max 
~~

hkS I I
~~
, p 1, 2, 3,

fl fl n (1.12)

where

= h
0(x) + h1(x) + + h (x)  ( 1.13)

It mi ght seem tha t (1. 11) is a very restrictive condi tion

on the basis; however , roughly half the Jacobi polynomials,

all the generalized Laguerre polynomials (properly normal-

ized), and the Bermite polynomials satisfy the condition

(1.11). Furthermore , if ~ (x) is defined on (c,d) in a

manner analogous to the def in it ion of ~i(x) on (a,b), and

if

_ _-  ----~~—.— —~~~~~.- — - — - - -- . -- _ _ _ _ _ _ _ _ _

- ~~~~~~~~~~~~~ -
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fd 
_____

J h.(x)hk(x)h~~
(x)

~~
(x)dx ~ 0, j,k,2~ = 0 , 1, 2 ,

C
( 1.14)

then

1!j r JJ~ 1
max ~i n 2 p~~~5 max /~~~ S I I ~~~, p = 1 , 2 , 3 , . ..

O~~rr E P  L~ 
H ’
~ j O~5k5 ri k n p

n n n 2
( 1.15)

where S (x) is given by (1.13). Still further , if D is

any linea r opera tor on P~ ( e . g . ,  a derivative of some

order) such that

d 
_______

jc 
D h . ( x ) D h k ( x ) D h

~~
(x )

~~
(x ) d x  ~ 0 , j , k , L 0 , 1, 2 ,

( 1.16)

then

I H D ir II ~ 1
max ‘~ r~ 2~~ max JIl Dh • DS

O�Tr E P { H ~~~ f~ j OSk Sn k n p

p = 1, 2 , 3 , . . . ( 1.17)

where S~~(x )  is given by ( 1 .13) .  Theorem 3.5 establishes

the bound (1.17)  under a weaker hypothesis than ( 1.16)

which we have called the Nonnegat ivi ty Condition . See

(3-.20) . It is not hard to see that  ( 1.16) implies that

the Nonriegativity Condition holds for the functions

Dh 1, ..., Dh~~}. The e f f e c t  of the Nonnegativity Condition

on the appropriate quadratic (herrnitian) form of the kind

(Li.) is that it forces the matrix of this form to have

only nonnegative entries.

Chapter IV develops some of the consequences of the

general results of Chapter III for the space of real (or

complex) polynomials P~ of degree at most n defined on
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various real intervals. We are most successful , however ,

on the interval (-l,+l). For example, adopting the

notation

1

II~ ll~~’~~ ~1 (l_x)
~~
(1+x) 8

I~~n
(x) ~~dx1~~, p ~ 1 (1.18)n p  

U — i

and defining

T~~ ’~~ = max ~ ~ p 

~~~~

, p > 1 (1.19)(c~,~~)O
~

7Tn EPn L~
NTn~

I 2

we show tha t, for ~ ~ > -l and ~ ~ 0,

~~~~~~ < A {n + ~+~+3~ 
(1+~ ) (1-i) p = 1, 2, 3,n , 2p 0 2 J

(1.20)

and
l+ct

( 1.21)T
( 1

~~~~ ~- A0~ n + 2

where the constant A0 is independent of both zi and p. It

is clear that the choice of weight function in (1.19) af-

fects the exponent of n in (1.20) and (1.21). Therefore ,

it is reasonable to expect the use of different weight

functions in numerator and denominator to have an effect

on the exponent of n. For example, for ~. ~ 0 def ine

[ i n ’ ’  
(c~+l ,cd-1)1

(ct ) max 
~~~

‘ n pUn,p = O~ ii ~P ~ 11 (c&,a) 
~~~ 

~ 1 (1.22)
n A

L ” n 2

and

= 

(cx ,~~) 1

max r~ p 
p ~ 1 (1.23)

0~~r (P ~rn nL n 2 

— -—-—----- - ~~~~~-~~~~~~~~~~~~~~~ --~--.-~~~~~---
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where the prime denotes differentiation . The weight func—

tion in the numerator of (1.22) differs from the weight

function in the numerator of (1.23) by a factor of (l-x 2).

Since 0 < l—x 2 s 1 on (-l,+1), we must have

s V~~~ , p ~ 1n,p n,p

More to the point, however, we show that

< A1(n+2~ +2)
2 ~~~~ )~~ , p =2 ,3,4,... (1.24)

~~~~~ < A2 (n+2~ +2)
2
~~~~~~ ~~ , p =2 ,3,4,... (1.25)

where the constants A1 and A2 are independent of both n and

p. Note that as p -
~ ~~~~, both (1.24) and (1.25) give the same

exponent for n, which is to be expected considering the def-

initions (1.22) and (1.23) . We emphasize that all these re-

suits are, in essence, corollaries of ( 1 .17) ,  that is ,

Theorem p.5.

Chapter V studies the operator M defined via the iden-

tity (1.1) and leads to a new representation theorem for a

special class of homogeneous polynomials. Following Hardy ,

Littlewood, and Polya (18 , Appendix I], any homogeneous

polynomial with real coefficients is called a “form.” A

form F(a0, a1, .. ., a ) is said to be strictly positive

if and only if F(a0, a1, ... , an) > 0 unless a0 = a1 
=

= a = 0. It can be shown (18] that every strictly posi-

tive form F can be written

5~ I
F = (1.26)

N’~

a-

________ ______ - —.-

- -
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where and N~ are sui tably chosen forms , and each sum in

(1.26) has a finite number of terms. Now, for integer

p > 1, define G~ :R
’
~
41 -

~ R by

G(a 0,a1
,...,a )  = (!1 a0 +a 1x

+...+ a x ”II~~~)
2
~ (1.27)

where • is given by (1.9) for some fixed w(x).

Clearly,  G is a stric tly posi tive homo geneous polynomial

of degree 2p in the variables a0, a1, . .., a~ and so has

the representation (1.26). We prove that G~ also has the

representation

1~
(Q )P if p odd

t t

G = (1.28)
- ~ ( Q ) P if p even

where Q~~ Q , and are suitably chosen quadra tic forms ,

and each summation in (1.28) being finite. We also show

that every quadratic form in (1.28) can be taken to have

full rank n+l. Theorem 5.8 proves these assertions. (Its

proof is easil y modified to give a natural ex tension to

complex varia bles a0, a1, ... , an . ) We remark that

Hu bert’s 17—th problem (see [281) concerns arbitrary ,

i.e., not necessarily homogeneous , polynomials F satisfy-

ing only F (a0i ai,...,an) ~ 0 for all real a0, a1, ~~~~~~~
Finally, in Chap ter VI , we presen t an algori thm for

the computation of E P~ such that

H ir ~ I I 2~ 
= max ~~~~~~ p =1 , 2, 3, ... (1.29)

°~
‘
~n~~

’n 
~~~~~~ J

_ _ _ _ _ _-  — — -  -~~~~~~~~~—. -— — ~~~~~— — - - - - —  ~~~~- —~~~~~~~~~~~~~~~~~~~~~ —

~

— - ~~- -
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(Note that n~ depends on p.) The space P~ in (1.29) can

be any finite dimensional space of functions defined on

a measur e space , provided every element in P~ has a fini te

L2~ norm . The algori thm , called the Quadratic Re laxation

Algori thm (QRA) , is attractive because it is as easy to

apply to the general problem (1.29) as it is to apply to

ratios like (1.3), or (1.12), or (1.17) . Unfortunately,

convergence of the QRA is at present unproved . Although

the QRA is shown to have a conv ergent subsequ .ence , the

limit of this convergent subsequence is not proved to be

a solution of (1.29). The QPA is easy to

program on a computer , appears to be numerically stable ,

and has (so far) always converged rapidly to what appears

to be the solution of (1.29).

Most of the topics discussed in this thesis appear to

be little studied in the literature. The pivotal identity

(1.1), af ter a litera ture search and persona l corres pondence

with both algebraists and analysts , does seem to be or igina l

to this thesis. Its subsequent application to bounding

ra tios of norms and to re presen tations of norms is, there-

fore , original as well. Although the par ticular app lica-

t ions can be stud ied by other methods , this does no t appear

to have been done in the li tera ture , ex cept possi b ly in

special cases.

All of Chapters II, III , V , and VI seem to be ori g inal ,

except of course where otherwise noted . Certain special

cases of top ics s tudied in Chap ter IV have been studied ,

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _—
- -  ~~~~~~~~~~~
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however, and we now proceed to summarize them. Since all

these papers restrict themselves to algebraic polynomials,

we let P denote the space of real polynomials of degree

at most n throughout the following discussion of the

literature .

Amir and Ziegler (2] study the problem

1r
~~~L

max . q ~ 1 (1.30)
0
~~ n~~

’n n 1 q

where the norms are defined as in (1.9) with ~ (x) = 1 on

(a,b) = (0,1). They give a characterization theorem for

extremal polynomials, ir~ , of (1.30). (They also give a

characterization theorem when the maximum in (1.30) is

taken over various subclasses of P . )  This characteriza-

tion result is used to show that for q = 1 or q = 2, the

zeros of the extremal ir~ and the zeros of the extremaln

n * interlace.n+1

Gilbert and Slepian (15 ] study the problem

J I r ~ (x ) 2dx
A (n) max (1.31)O •

~~~~~~ (P 2n I n  (x ) I dx

with emphasis on asymptotic results for n large. They

employ asymptotic methods for an equivalent differential

equation eigenvalue problem to obtain results for two

cases of (1.31). Specifically, they obtain for the case

(ct , $ )  = (—l,+l) and (y,~~) = (á,a) with 1 s a < a, the

asymptotic expansion

T . .  — - 

~~~~-
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/2 2n+2 r-
A (n) = 

(a + “ a  —1) 
[i + o(~)J~ n -‘- (1.32)

8 nn I~~-1

In the other case, (ct , 8 )  (-l ,+l) and (y, 5) = (—a,a) with

0 < a < 1, they obtain

n
— = 

~ + ~ ~J {i + o(~ )], n -
~ (1.33)

In both (1.32) and (1.33), the notation O (~ ), n 
-
~ ~~~~, is

used in place of some function, say f (n), which has the

property that there exists a constant B, independent of n,

such that for all n we have f(n) s B/n. See [7, Section

1.2].

Turan [32) and Schmidt [35] study problems similar to

(1.31), but for infinite intervals with weight functions
2

e X and e~~ , respectively . See Chapter IV , equations

(4.82) and (4.91), for details.

Handelsznan and Lew [17 ], as well as Bleistein and

Handelsman [7) ,  study the rate at which H}~~! I~ converges to

as p + ~~~~, where the norms are defined by (1.9) with

= 1 and (a,b) arbitrary . In (7, Problem 5.9], it is

shown that if g has 2k+l continuous derivatives on [a,b],

and if g attains a unique maximum at the point y E (a,b),

and if ~~~~ (y) = 0, j = 1, 2, ..., 2k—i, and if g~ 2~~ ~~~

< 0, then

= 
log p + o[l~; ~)l, ~ (1.34)

where the notation o (p~~ log p), p 
-~ ~~~~, is used in place of

- —~~~~~~ -~~~~~~~ -

~~~~~~~ i~
--

~~ ----- - - 
-~~~~~~~~~~~~~ -
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some function , say f(p), which has the property that for

any c > 0 , there exists N such that for all p > N we have

f ( p )  s cp 1 log p. Dividing (1 .34 )  by 1g 11 2 and replacing

g by n~ ~ 0 gives

_ _ _ _  = _ _ _ _  - 
lO~~~ + o~~lo~ 

~-J:~ 
(1.35)

provided only that Tt n a t ta ins  a unique maximum interior

to [a,b]. Now take [a,b] = [-l , + l] ,  and let ~~ be an

extremal polynomial for T~~
0
~~

0
~ defined in ( 1 .19) .  If

attains a unique maximum at y E (-l , +l)  with the property

that (1T~~~ ~~~~ (y) = 0, j  = 1, 2, ..., 2k—i , then

T~
0 0

~ > T~
0
~
0)
[1 - ~~~~~~~ + ~ {1 ~J] , p -

~ (1.36)

H Jackson ( 36 ]  contains many interesting inequalities ,

only two of which seem related to this thesis. Jackson

proves that if

-x) 2
In~~(x) ~~ dxJ

P = 1, p > 0 (1.37)

then
1

C p
I n ~ (x ) 5 n1~

1/2 , a < x ~ b (1.38)
(x — a)

where C is a constan t independent of n and x, and N is the

—--  — - -- - -..-.-~~——— — --- --——-- - . -  - - -  
~~~~~_ ;- -- - --- — - ——
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smallest integer greater than or equal to i/p . (A similar

result is derived by replacing x, a, b by —x , -b, -a.)

Another inequality gives an upper bound in n for the ratio

of the sup norm to the weighted L2 norm of Let w (x)

be a nonnegative integrable function on (a,b) such that

rb b — ( r +l ) / 2—x)  dx < (1.39)

for some r > 0. Then Jackson [36, Theorem 12] proves that

In (x) I I ~~~~n S Otn , n - ~~~ (1.40)

throughout any interval a+ó 5 x S b , 6 > 0.

~ernyh [9] studies the problem

1 ( k )

max 
7T
~ ~ ~~, 1 5 p s (1.41)

0~ T1n EPn~ n 
X2 j

n 2

where denotes the k-th derivative of k = 0, 1, ...,

and x 1 and x 2 are characteristic functions of the intervals

(a,~~) and (—1,+i), respectively, and (ci,~~~) is not a subset

of (-l,+l). ~ernyh proves (9, Corollary 3 of Theorem 1]

that if a ~ 
-

~~~~, then , for 1 
~ 
p 5

,t,~ 
x lr ‘‘s ’

max = n ~ g~~ njH0~~ + o(1)~, (1.42)
0~’ir ~P L i n ~X 2 J L P’n n

where n = max { t , 3 J , g(n) = n + /n2—l , and

— ---—--
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1 2k+i
= 

g (n) (~.~2 _ 1)
2

~~ 
4 ( 1 . 4 3 )

2/~~ p u/ P/g2 (~~) - 1

~ernyh’ s resul ts are not d irec tly comparable to any derive d

in this thesis.

Cer tain analogou s problems for the tri gonome tric poly-

nomials have also been studied . See, for example , Jackson

[ 3 6 ] ,  Ban [37], and Videnskii [38).

For fu t  -e reference, we record the following bound

which , although apparently new , is easily derived . For

even integer p , the bound (1.45) will be shown to be iden-

tically the 2p-th root of the trace of a matrix E of an

identity analogous to (1.1). (See Lemma 3.9, Theorem 3.4,

and Corollary 3.11.)

Theorem 1.1 Let p ~ 1 be a real number. Let

—
~~~ s a < b += and -= s c < ci s +~ ‘ . Let 

~n 
be a subspace

of L~~[a, bJ fl L~~~[c 1 d) with a basis Ch0, h1, ... , hn
} which

is or thonorma l wi th res pect to the inner produc t

= 
j 

f ( x )  g(x) w(x)dx (1.44)

where the real measurable functions w (x) > 0 and ~(x) ~ 0

almo s t everywhere on (a ,b) and (c,d), respectively , and

0 < ( 
(~J ( x ) d x  < +c~

O < j 4 (x) d x  <
C

- ~~~- --rr ~-
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Let D:P~ -‘ i4~~(c~d1 be a linear transforma tion .

Then ,

max 
[IIonn !I

~pl [ J
d

[ (D) 
]P~~~~~~~~~ (1.45)

O~n n (P nL In 2 L c 
n

where

K~~~~(x) = 

k~ O k (1.46)

Proof Wi thout loss of genera lity,  we res tric t our

attention to those n such that jn = 1. Letn n 2

ir~~(x ) = 

k~ O 
akhk (x)

Then , by the or thonor mali ty of

n 2
~ a~j = 1

k= 0

Thus , by the Cauchy-Schwarz inequality ,

I D1r~~(x) 1
2 

k~ O k k~ O k 
2

= K
W )  Cx) (1.47)

Raising both sides to the p-th power , multiply ing by ~~~, and

integrating completes the proof .

Finally , we remark that every maximum taken of ratios

similar to ( 1 . 6) ,  or (1.19), or (l.45), i.s attained. Since

s = E = l} is a closed and bounded subset of

the finite dimensional normed linear space P~ , S is compact.

— ~~~~~~~~~ — -
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Since f : + R defined by f ( iT
n

) = D7T
n h1~~p 

is con tinuous

on S, f attains its maximum on S.

— - --v 
~~~~~~~~ 

- -- — 
—

- - —fl- -~~ - . . - -~~



Chapter II

COMPLEX POLYNOMIALS DEFINED ON THE UNIT CIRCLE

A. Preliminaries

In this chapter attention is confine d to P . the col-

lection of all polynomials with  complex coeff ic ients  of

degre e at mos t n, equipped wi th the norms

= 
~~~~ J 0 ~~~~(e j 0 ) 

1
g dO~~~, q ~ 1 (2.1)

= max jn (e ) I (2.2)
O~ 0~ 2-n

where u
n E T’n The norms (2.1) and (2.2) are the norms of

Hardy spaces. If q = 2p ~ 2, then (2.1) can be written ,

by setting z = e10 and letting C be the unit circle , as

1

ll nn lI 2p 
= ~~ JC [ n n

~~ 1 ~J ,  p ~ 1 (2.3)

An inner product is defined for all f and g in 
~n 

by

= 

~~~
‘ 

f(z)g(z) ~~~~~ ( 2 . 4 )

Theorem 1. 1 is easil y extended to comp lex polynomials

define d on the uni t circle. Such an extension gives

II 
_____

p ~ 1 (2 .5)

where

K~~( z )  
k~ O k 1

2

17

— ~~~~~~~~~~~ - -- —-.—“-  -~~--.- -~~~- ——  -‘--—--- — ~~—.‘——— 

~~ ,— —-. — — — ~~— — — -~ —
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and {h0(z), h1 (z), . . . ,  hn (Z)} form an orthonormal basis

for with respect to the inner product (2.4). Since

~~~~~~ z , z~~, . . . ,  ~~~~~~~ 
form an orthonorma l basis here ,

K~~(z) n + 1 and (2.5) gives

S /i~i~~~~ 1, p ~ 1 (2.6)
n 12

Note that (2.6) is valid for all real p ~ 1.

The bound ( 2 . 6 )  can be improved upon considerably in

the case of even integer norms. Throughout the rest of

this chapter we restrict attention to the norms (2.2) and

( 2 . 3 )  wi th  p = 1, 2, 3 Before getting to the gen-

eral result (Theorem 2.1), we first examine the special

case n = 2 and p = 2. Let n2 (z) = a + bz + cz2. From

( 2 . 3 )  we have

(:!n
2

;j
4~~~= •~•r JC [ n n ]  

dz

= 

~~~ J~ 
J
~-[a: + (aS + b~ )z 

2+ ( l a l  + Ib I .4. I d  ) z

+ (~b + ~c)z
3 

+ ~cz4i2 dz

since z = l/z for z ( C. By the residue theorem of ele-

mentary complex analysis, the value of the last given

integral is clearly the coefficient of after the square

in the integrand has been taken , so that

- ---- -_ .  - ~~~~~~. -~~ - ----~~~~~— - - - _ _ _ _

— 
— . ~~~~~~ -
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I rT 2 11 4 (la !
2 + lb !

2 
+ cl

2)2

+ 2(~ b + bc) (ab + b~ ) + 2lac l
2

= la !
4 + Ib 1

4 + cl
4 + 41ab 1

2 + 4Ibc 1
2 + 4Iac l

2

+ 2(~ Eb
2 + acb 2) ( 2 . 7 )

The last express ion can be wri tten as the hermi tian

form of a certain matrix evaluated at a certain vector.

Expiicit~..y,

= 
— T 

~ o 0 0 0 0 0 o o1 aa
ab 0 1 0 1 0 0 0 0 0 ab

~~ 0 0 1 0 1 0 1 0 0  ac

ba 0 1 0 1 0 0 0 0 0  ba

E~~ 0 0 1 0 1 0 1 0 0 bb

bc 0 0 0 0 0 1 0 1 0 bc

ca 0 0 1 0 1 0 1 0 0 ca

E~~ 0 0 0 0 0 1 0 1 0  cb

0 0 0 0 0 0 0 0 1 cc

( 2 . 8 )

with the vector u and matrix M having the obvious

definitions.

What is the eigenstructure of M? A tedious computa-

tion would show that

det(M - XI) = 
_~ 4(~ - l)

2 (A - 2)2 (.A - 3) (2.9)

H owever , this computation can be avoided because all the

eigenva lue s and a compl ete se t of eigenvec tors can be

found for M by means of a very s imp le observa tion : the

_ _ _  

—
.~.— ~~~~~~~~~~~~~~~~~~~~~
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rows of M are or thogona l eigenvec tors of M and have cor-

responding eigenvalues equal to the row sums. We now

verify that the eigenvalues must be 0, 1, 2, and 3 with

multiplicities given by (2.9), where 0 is included because

M clearly does not have full row rank . The eigenvalue

A = 3 has at least one eigenvector , namel y ,

v
0 = < O  0 1 0 1 a i 0 0>T (2.10.1)

The eigenvalue A = 2 has at least two eigenvectors,

1 0 1 0 0 0 0 0>T (2.10.2)

v2 — < O  0 0 0 0 1 0 1 0>T (2.10.3)

and the eigenvalue X = 1 has at least two also

v3 = ’(l 0 0 0 0 0 0 0 0>T (2.10.4)

0 0 0 0 0 0 0 1>T (2.10.5)

Finally, the eigenva lue A = 0 ha s four easily found lin early

independent eigenvectors ,

v5
<0 0 1 0 — 2  0 1 0 0>T (2.10.6)

v 6 < O 0 1 0 1 0— 2  0 0>T (2.10.7)

arid

1 0 — 1  0 0 0 0 0> T ( 2 . 10 . 8 )

v 8 = < 0  0 0 0 0 1 0 — 1  0> T ( 2 . 1 0 .9 )

Since nine linearly independent eigenvectors have been

found , we have them a l l .

How does knowledge of the eigenstru ctur e of M help

to improve the bound ( 2 . 6 ) ?  Since

___ - .~~~ - — —- 
-
--- -
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11 1T2 11 2 = (la ! 2 + l b l 2 + i c !
2 ) 2

= a!
4 

+ 1 b 1
4 + cl 4 + 2lab l

2 + 21ac l
2 + 2 1b c 1

2

= 
— T  1 0 0 0 0 0 0 0 0  aa

~~ 0 1 0 0 0 0 0 0 0  ab
ac 0 0 1 0 0 0 0 0 0  ac

S~~ 0 0 0 1 0 0 0 0 0  ba

~ E 0 0 0 0 1 0 0 0 0  bb

E~~ 0 0 0 0 0 1 0 0 0  bc
ca 0 0 0 0 0 0 1 0 0 ca

cb 0 0 0 0 0 0 0 1 0 cb

cc 0 0 0 0 0 0 0 0 1  cc

= ~T (2.11)

we can write from ( 2 . 8 )  and (2.11),

411 11211 4 — 
lI ir~ !l 4 ~

11 11 2 11 2 
—

r-T 11

— 
ju_Mui~4
-Tu u

I-T ~~~~~I v _Mv 1 4S max~ —T (2.12)
v
~ O L v  vj

1 1

= [~ 1~ = 34 (2.13)
L maxj

where v is an a rb i t r a ry  nonzero vector in C 9 and X max iS

the largest eigenvalue of ti. The key equality (2.13) fol-

lows from the well-known fact (see, e.g. , Gantmacher (13])

that the ratio of hermitian forms in (2.12) is bounded

above by the largest eigenvalue of M and that this bound

is attaine d if and only if v is an eigenvec tor of M

corresponding to the largest eigenvalue . Hence
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(~
TMv/~

Tv) = A if and only if v = cv0, where v0 is given

in (2.10.1) and c ~ 0 is an arbitrary constant. However ,

v0 ~ aa ab ac ba bb bc ca cb cc>T

for any choice of a , b, and c, so that inequality (2.12) is

a strict inequality . Therefore ,

111 211 4
______ ‘ 3 (2.14)

This estimate is considerably better than (2.6), wh ich

gives 31/2

It will be shown that the hermitian forms (2.8) and

(2.11) can be generalized , that the eigens truc ture of

these hermitian forms can be wri tten down explicitly, and

that the inequality (2.14) can be extended to even integer

norms of polynomials in Befor e doing thi s, however ,

some def ini tions are in or der. These defini tions are

sim p ly notationa l devices. At this poin t, nothing deeper

than no tational formalism is intended because only the

notation is required for the proofs in this chapter .

Let p ~ 1 and n ~ 0 be integers. Let the p indices

a each run inde pendently over the common index

set {0, 1, . . . ,  n } .  Defin e

r = ~~~ = (ala (c~ , . . . ,  a~~) }  (2.15)

so that r has (n+l)~ elements and each element is a p-tupie

of nonnegative integers. We will always assume that F is

lexico grap hically or der ed; that is , if a = (a 1, ..., a~~)

~ F and e = (~~, . . .,  ~~~ ) ~ I’, then a ~ if and only 

- -.--— -- - .-w .. - -  ~~ - 
— —

—- - - -ii-- - —
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if there exists an integer t, 1 ~ t p, such that

a1 = Bl~ 
. .  . ,  = 

~~~~~~~~~~~~~~ 

a~ (2.16)

It is easy to see that (2.16) defines a linear ordering on

F with (0, 0, . . . ,  0) and (n, n, . . . ,  n) as the first and

last element s , respectively. (Lexicographic ordering is

not novel. See, e.g., Marcus and Minc [24, p 10].)

Let ~ = <
~~0 

,
~1 

xn
>T ( 4~ri+l Now , for each

a = (a 1, . . .,  ct~) E 1’, we can compute the -’product

x x ~ C (2.17)
a
1

and this number is uniquely defined for each a E F .  The

collection of all (n + 1)P products of the form (2.17),
linearly ordered by the lin ear or derin g in r , def ines  the

Kronecker pro duc t (see , e.g., Marcus and Minc [24, Section

1.9)) x ~ 0 x of the vec tor x wi t h it self p times.

Explicitly, the Kronecker product x 0 0 x (p factors

of x) is defined by

_ _ _ _ _  
0 x~ = <x~ X > E c (n+1)

P 
(2.18)

1 p aEFp factors

where a = (a 1, . . . ,  a~) E F. For examp le , if

x = <x 0 x1 x2
>T E C3, then

x 0x ~x 0x1
x 0x2
x x

X ~ X = 
1 0 

~ 
(2.19)

x 1x1
x1x 2
x 2x 0
x 2x 1

.
~c2 

X 2 J
- - —. -.—— -- ---— — - -w— — - - ------S V - - - - -

£_ —
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For a E r , we may speak of the a-th component of the

Kronecker product x 0 • . .  0 x (p factors of x). For exam-

ple, the (1,2) component of (2.19) is x1x2 while the (0 ,1)

component is x0x1. Also , if

T 9u =< u 1 u2 
•..u

9> 
(C ,

we can regard , for example , u6 as the (1,2) componen t of u

and u2 as the (0,1) componen t of u using the lexico graphi-

cal ordering on F. Thus , any vector u of dimension

(n + 1) P can be written in the genera l form

U = <us>
, a E r (2.20)

Similarly, any complex matrix M of dimens ion (n +
X (~ + 1)P can be ex presse d in the general form

M = (ma 8~ ’ 
a,8 E F (2.21)

where ma ,8 is the entry in the row corresponding to a E 1’

and the column corr espondin g to 8 E F, and where the rows

and columns of M are ordered lexicographically. For n = 1

and p = 2, the general form is

m (00),(00) m (QØ) (01) ffl ( 00 ) ( 10) m (00) (11)

— 

m (01) , (00) m (01) , (01) m (01) , (10) m (01) , (11)
M — m (10) ,(00 )  m (10) (0 1) m ( 10) ( 10) m (10) (11)

, (00) m (11) , (01) m (11) , (10) m (11) , (11)

(2.22)

Finally, the Kronecker produc t of an r x s matrix A

with the p x q matrix B is denoted by A 0 B and is defined

(in par titioned form ) to be the sp x rq matrix

- -
‘ --  ~~~~--— —- --—-—---~~~~-— - 

-
~~~~ - - __----- - ~~~ —



25

a11B a12B . . .  a1 B

a B a B . . .  a B
A ® B  21 22 2r

a51B a~2B . . .  a5 3

(See, e.g., (24, Section 1.9].) Proceeding inductively

by defining A 0 B 0 C = A 0 (B 0 C), one can define the

Kronecker product of any n umber of matrices each of

arbitrary dimension . Note that the earlier definition

(2.18) of the Kroriecker product x 0 . . .  0 x (p factors of

x) is merely a special case and, in fact, is now extended

in a meaningful manner to Kronecker products of the form

x 0 y 0 0 z, where x, y, ~~ z all lie in Many

elementary algebraic properties of Kronecker products are

known , but will not be given here. See [24], for example .

B. The Underlying Matrix and Its Eigenstructure

With this notation , we now generalize the hermitian

form (2.8).

Lemma 2.1 Let n~~(z) = a0 + a1z + • •~~ + a~ Z~ E

and let x = <a0 a1 a~)T ( ~~~~~ Then for positive

integer p ,

iln~ 11 2~ {~~
TM~~~u}~~ 

+1 p 

(2.23)

where u = x 0 0 x E C~
’
~ ~ , the matrix M = Em ~~]n,p ct,,,.

of dimension (n + 1) P x (n + 1)P is given by

= 6al
+...÷a

p,~~1
+. •~ +8 (2.24) 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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where a = (a 1, . .. ,  a~~) E 1’, 8 = (8l~ 
... , 8 )  E F , and

= 
fl~ if cL1+ . . .+ a ~ =

1 p 1 p [0, if otherwise

(2.25)

Proof Since

= a a~ 
a1+~ (2.26)

c*EF 1 p

we have from (2.3) and the fact tha t i = on C ,

= 

~ r JC n n  = 

~ r ‘C 71P ( Z ) T T r’ ( Z )  ~~~~~~

1 1 1 81+
= 2ni J cj ~~r 

a
8

• ~a8
z j

• I ~~ a • a z 1

La€~’ 
a1 a~

= a ~~~ a
8 

•

ctEF 8(F 1 p 1 p

~ 
i i (8~~+ 

. •+8 ) — 

~~~~1~ iTJ c
z

= ~~~~~~~~ a 8 •~~~a 8aEr BEF 1 ~p 1 p

• 
~ a

1
+ •+a 

~
8
l
+•.

-Tu M  u
n ,p

This concludes the proof.

The matrix Mn ,p  reduces to the identity matrix for

p = 1. Note , too , that the matrix in (2.8) is just M2,2.

_______- -~~— — -  -- - -  - — ;. - - - ——.——- -

Lu _~_-_-- — 
—



27

Since ~~~~ is a real Symmetric matrix , its eigenvalues

mus t be real. Also , ~~~~ is both nonnegative and positive

semidefinite . The positive semidefiniteness of ~~~~ will

follow from Lemma 2.3 in which it is established that all

the eigenvalues are nonnegative . (An easier and much more

general proof of posi tive semide finiteness is given in

Chapter III and applies to also.)

Lemma 2.2 Let a = (a1, ..., a )  K F. Then the

integer

n
N(a) = 1 (2.27)

jl , .. ., jp=0

where the sum is taken subject to the constrain t

+ . + j = a
1 + • . .  + a

is the coeff icient of z in the expansion of

(1 + z + z2 + • . .  + z~ )~ (2.28)

into ascending powers of z. Conversely, every coeff ic ient

in the expansion of (2.28) has the form (2.27) for some

a E F .

Proof Let x = <1 z z2 •“  z~l)T E C~~
1. Then from

(2.18), we have for a = (a 1, . . . ,  ct~ ) K F,

O . . .  ~~~ = 
~~~~~~

aEF
p factors

= <

ct
l•
+ +Gt

p> E ~~~~~~

For each a K I’, how many different components of x 0 • . - . ® x

- - -~~ -- . ~~— -~~~~~
--
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are identically equal to the ct—th component? Clearly the

answer is N ( a )  . Therefore, summing the components of

x 0 • . .  0 x and collecting terms gives a power series in

z with coefficients of the form N(a) for some a ( r.

Since every integer N (a) mus t occur as a coefficient, and

since

n
z p E (1 + z + • + z’~)~ (2.29)

the proof is complete.

Lemma 2.3 Let ~~~~ be the matrix (2.24). Then

- . The null  space of Mn p  has dimension (n +

- (np + 1).

ii. The nonzero eigenva lues of ~~~~ appear wit-h the

correct mul tiplicity as the coef ficients in the

expansion of (1 + z + ~2 + • . .  + z~ )~ into

ascending powers of z , and every such coeffi-

cient is an eigenvalue of ~~~~~

iii. The largest eigenvalue of Mn,p has multiplicity

1 if np is even and mul tiplicity 2 if np is odd .

All other nonzero eigenva lue s have mul tiplicity

2.

iv. Every column of ~~~~ is an eigenvector corre-

sponding to a nonzero eigenvalue of Hn,p~

V . An~j two columns of Mn p  are ei ther or thogonal

or identical.

vi. The orthogonal columns of Mn,p form a basis for

the range of ~~~~~

- —.—— -.—— — --.— —- —-—- - - — -.. — —-— - -

- - k~~~ - -
~~~~
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vii. The eigenspace of the largest eigenvalue of

does not contain a vector of the form x 0 • • ® x,

x ~ 0, x E ~~~~~ unless n = 0 or p = 1.

Proof Throu ghout this proof , let a = (a 1, . . . ,  ct~ ) E F,

8 = 
~~~~~~~~~ 

. .. , B~ ) E F , and y (y~~, . . ., y )  E r. Also ,

denote the a-th column of ~~~~ by

R = < m  >a y,a yEF

Now , to prove Cv) , note that the inner product between the

a-th and 8-th column is

~~~ 
~~~~~~~~~

= 

~~~~~

IN(a), if ct 1+ ”+a = 8
i
+. ••+8

p p (2.30)

Lo , if otherwise

so that R I R
8 
or a1 + • . .  + = + . . .  + 

~~~~~
. In the

latter case , the definition of ~~~~ implies tha t Ra = R8.

This proves Cv)

To prove ( i v ) ,  we show that

Mn ,p Ra = N(a)R
~ 

(2.31)

for each a E I’ . Fix a.  Then the matr ix ecTuation (2.31)

is equivalent to the system of linear equations

RB
TRa = N (a)m

3~~ 
for all 8 K F (2.32)

since ~~~~ is real s~rmmetric and the 3-th row is the trans-

pose of the column R8. If m8~~ 
= 1, then = and (2.32) 

—.~~~ - - ~~~~~— - - - - ..-- — .l
~~ __ - ..- -
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follows from (2.30). On the other hand , if m
8~~ 

= 0, then

R ~ R6 
and (2.32) follows again from (2.30). In either

case , the proof of (iv ) is complete . Actually , (2.31) to-

gether with Lertuna 2.2 also proves that every coefficient

in the expansion (2.28) is a nonzero eigenvalue of ~~~~~
This statement is half of (ii). To prove the other half

of (ii)~ recall tha t ~~~~ is s~’mmetric and the column rank

of Mn,p equals the number of nonzero eigenvalues, counted

with correct multiplicity (see [24]). From (v) and R
a 

= R
8

iff  a1 + ... + a = + ~~~
.. ÷ 8 ,  the column rank is

np + 1 (the number of distinct sums of the form a1 +

+ a,) and (2.31) has np + 1 solutions. Therefore , every

nonz ero eigenvalue of M is of the form N(a). From Lemma
a + • •~~~+ c t2 .2 , N(a) is the coefficient of z 1 p in the ex-

a
pansion of (2.28). Since the mapping Ra z p

takes distinct columns of M into distinct powers of z,n,p

N(ct) occurs with correct multiplicity in the expansion of

(2.28). This proves (ii). From (ii) follow (i) and (vi),

since ~~~~ is symmetric and the range is or thogonal to the

null  space (see [24] ). Also , (iii ) follow s direc tly from

(ii) by examination of the coeff ic ients in the expansion

( 2 . 2 8 ) .  For n = 0 or p = 1, the assertion of (vii) is

clear. For n > 0 and p > 1, the proof proceeds by showing

that if x 0 0 x (p factors) is in the eigenspace of

the largest eigenvalu e, then x = 0 E C”~~ . This will

establish (vii) . By (ii), the largest eigenvalue is the

largest coeff ic ient in the expansion of (2.28) . First ,

let np be even. Then the largest coefficient occurs only

_____  - - -~~ ____  ~~~~~~~~~ ~~~~~~~~~ V 

___________ _______
-
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once and is the coeff ic ient of ~
k, where k = np/2. Thus ,

the eigenspace consists of constant multiples of the

column

Ra 
— + ~~~• .  + ~(pI k>YEF

where a is fixed and a1 + + a~ = k. Suppose that for

some x =<x 0 x1 x >
T 

~ ~
n+1 and constant c ~ 0,

cR = x ® ~~~ • ® x
a

Now the ‘r—th components must be equal , so

c6 x •~~• x+ . . .  ÷ y
~
, k

For y~ = = y
~ 

= t, t = 0, 1, ..., n , we have

CISpt ,k = (x
~
)
~

or

I (c)~~, if t = n/2
= 

{0, if t ~ n/2

since k/p = n/ 2 .  If n is odd , then x~ = 0 for all t, and

we are done . If n is even , then x has precisely one non-

zero component, so tha t x ~ ~ x has only one nonzero

component and cR must have only one nonzero component .

But the last statement is false for p > 1 and n > 0.

Therefore , c = 0 and x = 0 K ~~~~~ and we ar e done if np

is even. On the other hand , if np is odd the largest

eigenvalue of ~~~~ occurs as the coefficient of both

and ~~~~~ where k = (np - 1)/2.  Let a and 6 be fixed so

that a1 +~~~~~ + c i = k a n d $1
+ . . • + 8~~ = k +1. Then

the general elemen t of the eigenspace of the largest 

- 
—~ 

- 
- -



32

eigenvalue can be written , for arbi trary cons tants c1 and

C2,

ciR~ ÷ c2R6 = <C16
1 + . . .+y ,~~ 

+ C
2 &~~~~ .

Suppose x = <x 0 x1 
• xn>

T E ~
n

~
f ~ is such that

c1R + c2R8 = x O  .. O x

for some choice of constan ts c1 ~ 0 and c2 ~ 0. Then the

y—th coordinates are equal , so

~~~~~~~~ .+y ,k + ~~~~~~~~ .+y ,k+l = x~ ~~~~~~~~ X

1

For ’r1 = •.. = y = t , t = 0 , 1, ..., n, we have

+ c 6  = ‘ x ’~~1 pt,k 2 pt,k+1

and so
1

(c 1)~~ if pt = k
1

x~~~= (c~ )P if p t = k + 1

0 if otherwise

Now x can have only one nonzero component since p cannot

divide both k and k + 1. Hence , x 0 • •  ® x has only one

nonzero component, and so ciR~ + c2R8 has only one nonzero

• component. This can ’t happen for n > 0 and p > 1, so it

must be tha t c1 = c
2 = 0. Then x = 0 E C~

’
~
1. This proves

(vii) and concludes the proof of Lemma 2.3.

Corollary 2.4 ~~~~ is positive semidefinite .

Proof By a standard resul t (see [24 , Section 4.12]),

a symmetric matrix is positive semidefinite iff all its

- --_ - —- - - - - - ---- _ _ _ _ _
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eigenvalues are nonnegative . Lemma 2 .3 shows tha t all the

eigenvalu es of Mn p  are nonnegative .

Lenuna 2 .5  Let lt (z)=a + a z + • . . + a z ’~~E P ,n 0 1 n n

and let x = <a0 a1 
• . an>

T E ~~~~~ Then

17r
fl 112 

= ~~
T
II~~ TJ~~

where u = x 0 • 0 x K C and I is the identity

matrix of dimension (n+l)~ ~ (n+l)~~.

Proof Certainly

2 2 2 2!I lTnhI 2 = la O ! + j a il + ... +

= 

k~ 0 
ak ak

so that
n ‘p

1 2p -

= 

k=0 
ak ak

n
= (a~ ~~~~ 

“ (au act )1 1 p p

n
= (a ~-“ a )(a a

a1 a~ a~

-T
= U lu

since

U = X ~~~ ~~~~~~~~ 0 x = 
~~~~~~~ a >

where a = (a1, . . . ,  a~ ) K F. This concludes the proof.

-- —~~~~~. — .— — -- --.- - ~~~~~~~ - 
- - 

-
- —~~~~~~ --~~~~~~~~--—-- --
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C. Bound for Ratio of L2 Norm to L2 Norm

For extended real numbers p ~ 1, def ine

liii ii
R = max ( ~~~~~ ( 2 . 3 3 )
n,p 0~~i~~KP~ [I n~ 2J

It is easy to see that the maximum in (2.33) can be taken

over the closed and bounded set S = 
~~n ~ 

~
‘
n 

!~n~~I 2 = U

without changing R . Since • is a continuous func-n ,p p

tion on the compact set S, attains its maximum .

Thus the maximum in (2.33) is attained. Any polynomial

for  which ~~~~ is attained is called an extremal polynomial

of ~~~~~ Any nonzero constant multiple of an extremal poly-

nomial of R gives another extremal polynomial of Pn,p n ,p

Thus, extremal polynomials are not unique . Normalizing

extremal polynomials by the requirement that they have unit

L2 norm does not necessarily give uni queness. For example,

every polynomia l is an extremal polynomial of R~~ 2.
Note that R ~ P whenever 1 

~ 
p ~ q. By Holder ’sn,p n,q

inequali ty, for  r ~ 1, S ~ 1, and + ~ - = 1, we have

~~~~~~ J k~~(e
’°) j~~~~ ldO ~~~ 

J0 n~~~~~ 

pr

2i~ J 0 1

so that

I! 5 fir II , r ~ 1n p  n p r

and this establ ishes our claim. The last inequality also

- ~~~~~~~~~~~~~~~ --
- -

~ 
-
~~
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shows that 
~ ~ n

’1 p whenever p ~ 2, so that

1r E min ç f l P ; 1 , p~~~ 2n,p

since ltn (Z) E 1 gives J1r~~IJ~~/~ITr~~J( 2 
= I.

In this section , we obtain estimates for R inn, 2p
terms of the spectral radius of Mn,p defined in Lemma 2.1.

Notation: For n ~ 0 and p ~ 1, define the integer

to be the largest coefficient in the power series ex-

pansion of (1 + z + z2 + + Zn)P into ascending powers

of z. Thus , ~~~~ is the coeff icient N = [!?~], in this

expansion .

The multinomial coef ficients An,p will  be seen to play

an important role in this chapter . For example , Lemma 2.3

shows tha t A is identically the spectral radius of Mn ,p  n ,p
Another example is provided by the next lemma .

Lemma 2.6 I l l  + z + z2 + + zfhI~~ =

p = 3., 2, 3 

- 

. 
Proof From (2. 3) we have

(H 1 +z +~~~~~ + z ~’!J 2 ) 2P = ~~.L J (l  +z +•~~ +Znl)P

• •.

z 1

~~~~ JC~~~
+z + . . .  + z ~~) 2

~ np+l~

— 

n,2p 

_ _ _ _ _  - .
—

-- - -—_~~—_-- 
-- z__ —
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We note that, for fixed integer n ~ 0, the sequence

1
= l~ 2, 3,

is monotone increasing. This follows from Lemma 2 .6 , and

the f~~t that

Ill + z + z
2 + ••• + z’~j j 2~, s Ii + z + z 2 

+ ••
~ + z’1V 2~÷2

The next theorem generalizes the bound (2.14) of the

earlier example . It is the main theorem of this chapter.

Theorem 2.1 For n =0,1, 2, 3, . ..  and for p = 1, 2, . . .,

1

5 R s {x I ~ s (n+l) (2.34)
v’i~ T n,2p n,p

The second inequality in (2.34) is strict if and only if

n 1 and p ~ 2, while the third inequality in ( 2 . 3 4 )  is

strict if and only if n ~ 1 and p ~ 3. Furthermore ,

R = v ’n + l  (2 . 3 5 )
n,~

and an extremal polynomial of R~~ 00 is jus t

1 + z + z 2 
+ • . ~~~ +

Proof From Lemma 2 . 6 , we have

I l l + ~ + + ~~~~~~~ + ~
n ii 2~ n,2p~~~

~~~~~ 
~ ~ i + ~ + + • •

~~~ + ~
n

ij 
= 

~~~~~ + 3.

which proves the first inequality in (2.34). L~t

= a 0 + a1z + + a~ z”~ and let x = <a0 a1 a~~ T

n+ 1E C . From Lemma 2.1 and Lemma 2.5,

____________________



1 1
Iir

fl hI 2 [—Tt4 ~~~~ 1~
TM~ v1~~

= —T ~ max~ ‘~~~~ ~‘ (2 .36 )
n 2 [ u u J v#O v~v J

1

= { x  }
~~n,p

where v is an arbitrary nonz ero vector in C n and

u = x 0 • •‘  0 x (p factors). Therefore,

R = max 
II iTnH 2p 

~ ~~ }~~ 
(2.37)n,2p -Ii~~ 0 

n,p

which is the second inequality of (2.34). Finally, from

the identity

(1 + z + + z~ )~ = (3 .  + z + • • •  + Z n )

(1 + z + +

follows immediately the inequality

A n p  s (n + 1)A~~~ _ 11 ~ 1 (2.38)

Since A n i  = 1, (2.38) implies

)tn,p 5 (n + 1)P 1 , 1

which proves the third inequality in (2.34). Next, note

that inequality (2.36) is an equality if and only if u is

in the eigenspace ‘~f the largest eigenvalue , namely

of the matr ix ~~~~~ From Lemma 2.3 (vii), there exists

an element of the form x ~~~ •~~~ 0 x , x ~ 0, in the eigen-

space of A n p  if and only if n = 0 or p = 1. Thus, Lemma

2.1 implies inequality (2.36) is strict if and only if

n ~ 1 and p > 2. Thus, the second inequality in (2.34) is

- - —~~~~~~~- ------ ~~~;u- — — -
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strict if and only if n ~ 1 and p ~ 2. Also , the third

inequality of (2.34) is an equality if and only if (2.38)

is an equality, which is the case if and only if n = 0 or

p = 1 or 2. Hence, we have left to prove only (2.35).

From the Cauchy-Schwarz inequality ,

= lit (z
0) 

, some z 0 E C,

= ja 0 + a1z0 + + a~ z~~l

i f[ n n
~ ~ 1a)j ~

k=O Lk=0

= liT II /n + 1n 2

Equali ty is possible with , for example , TT (z) 1 + z

n+ + z , so that (2.35) follows . This concludes the

proof.

Corollary 2.7 For n = 0, 1, 2, .

u r n  = n + 1 (2.39)

Proof Let 7t~~(z) = 1 + z + ~~~~~~ + in Theorem 2.1.

Then , using Lemma 2.6,

1
*

l n,2p 1 
— 

u iT n 2p
/n + 1 

—

~ ~~~~~~ 1

so that  taking the limit as p -* finishes the proof since

- —- ~. - -- - --——-. ---V--.- - - - - — - - — —
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ll 7T~~!L 
= 

n + 1 
= /n + 1

/ñ + ln 2

Note tha t Corollary 2 .7 shows tha t for f ixed n , both

the upper and i-he lower bounds of R~~2~ in (2.34) go to

/n + 1 as p goes to infinity .

At this point, it is appropriate to point out that the

author communicated the result

R~~2~ s { A ~~~~}~~~ (2 .40 )

(wi thou t proof ) pr iva tely to D . J . Newman who discovered

the following short proo f of this result: Wri te

= 

k~ O 
akz ~ 0 (2.41)

np
(1 + z ÷ + Zn)P = ~~ A . z ~ 

-

3=0 ~

so that

A = max A .n,p jO~ j~ np

Now , since the powers of z are or thonorma l on the uni t cir-

cle C, with z =

= 

~ JC~~~ 
l~~ dO

= dO

rip .2
= _ L 1  ~ a •~~~~a z~ dO2-n JC j 0  ct 1~”~ ~~~~~~~~~~~ 

a 1

.4 - -
- ~~- —

.-
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2

= aa a a (2.42)
j=0 a1+~ •+~~~j 1 ~2

Schwarz ’s Inequali ty gives

2
a . . .  a~ i

2
a1+• •+a =j 1 p a1+••

ç 2
• 1  a “a

+cz j  ~~~
l 

a~

2
A. a a (2.43)
~ a~+.. ~~~~~ 

a1 a

so that

s ~~~ [A ~ a1+ ~+ap=i~~~~l 
. . .  a~~~l J

a “ a  
2

n,p j=0 a1
+. ~~~~~~~~~~~ 

a1 a~)

n 2 p
= A j a. j J‘p 

~ ~ 
j

= A lit 1 2P (2.44)n,p n 2

The inequality (2.44) immediately implies (2.40).

Newman ’s proof ga ins in brev ity over the algebraic

approach of Theorem 2.1. It depends heavily on the fact

that the powers of z are orthonormal. In spaces where the

powers of z are not orthonormal, it is not clear how to

• modify Newman ’s proof in order to get useful results.

(The difficulty is caused by the fact that the product of

two or thonorrnal polynom ia ls is no t, generally , orthonorma l

- rn - — - - - — — - - .. - - -—
- — ~~~~ -~- - - 

-
~ --—- —•----

-



41

to either of the polynomials in the product.) The algebraic

approach of Theorem 2 .1 is , however , generalized without

too much additional difficulty to situations in which the

powers of z are not orthonorinal. See Chapter III.

It is interesting to note that the constants A~ of

the Schwarz Inequality (2.43) each turn out to be eigen-

values of the matrix M~ 
~ 
of Lemma 2.1.

D. The Spectral Radius A n p

The integers have a geometrical signif icance in

R~ . (This result is apparently new.) Consider first the

case (p = 2) of a square lattice with ri + 1 points on a

side. What is the largest number of points that can lie

on any line perpend icular to a major d iagonal of the squar e?

We easily see the answer is n + 1 (= A
~~~2 ) .  Next , consider

the case (p = 3) of a cubic lattice with n + 1 points on a

side . What is the largest number of points that can lie

on any plane perpend icular to a major diagonal of the cube?

In this case the answer is not so clear , but we will  show

that the answer is j u s t  A n 3 •  More generally , and more

cai~e f ul ly ,  the set F can be considered as a f i n i t e  “hyper-

cube ” lattice in ~R~’ wi th  n + 1 points on a side. Let T

be the hyperplane in &~ cons isting of all vectors in &~
orthogonal (with the usual inner product) to the vector

a 0 = (1 , 1, . . . ,  1) K 1R~ . Thus , dim T = p - 1. Let

T~ 
E a + T, a K &~. Then , we show that

max o(T fl F) = A (2.45)
aE ~~ 

n ,p

— — ———•-  - -—-—- — —- - - - — — — .~ — . — — — —.•
,- —~~~~

—•-——•--
- -~~ ,— —- — . i--- 

—
•
~~~

-- - -~~
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-

~~~

where the small “o” notation in (2.4 5) denotes the number

of elements in the set. Let a = (a1, . . .,  a )  K ~~~~~ with

a1 + ~~~~~~~~ + a~ = S. Wi th 8 = (8 11 . .. ,  8~ ) E ~ , we have

8 E Ta if and only if (8 - a) j  a 0 if and only if +

+ 8 = a
1 

+ • • •  + a = s. Therefore, T
~ 

11 1’ 
~ 0 if and

only if s K {0, 1, 2, . . .,  np ) .  Hence , by Lemma 2.2,

if there exists & E T fl I’
o(T fl ~~) = 

a

L0 , if not

An inspection of the sum (2.27) shows that N(s) = N(~ ) if

& and ~ both lie in T
~ 

fl r , so that o(T
~ 

fl I’) is unambigu-

ously defined . This proves (2.45) by definition of ~~~~~

In certain cases , the integers 
~~~~ 

possess a gener-

ating function . Polya-Szegö [29, Par t III , Chapter 5,

Problems 217-218) derive the expansions

1 

2 
=

1 - 2 ~~ - 3 ~

= l + w + 3 w 2 + 7 w 3 + l 9 ~~~

4
+ ”

1 
= X

1 2
w

/1 - 4w p O  ‘~~~~~

= l + 2w + 6w 2 + 2 O ~
3 + 7 0w4 + ”

1 
~~~~~~~~~~~~~~~~~ ~~~

— 4w j — 

l,2p+1

= 1 + 3w + lO w2 + 35w
3 

+ 126w 4 
+

Unfor tuna tely , the methods used to derive these expansions

are not easily extended to the general case. 

— .
~~~~~—-- - .  - -— - - — .. ;;

_ _
- -. -

~~~
-
~~~ - - —•---

• - -•-- . E- ~—  - -
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The integers X~~ p are also related to a certain prob-

lem in probability . See, for example , Feller [11, Chapter

11, Problem 11] .

Finally, the integers 
~~~~ 

have a combinatorial sig-

nificance tha t is explored by MacMahon [22, Section IV).

(This reference was pointed out by George Andrews in a

private communication.) A composition of an integer I is

a partition of I in which the order of occurrence of the

par ts is important . For example , there are three parti-

tions of I = 3, namely,

3 = 3

3 = 2 + 1

3 = 1  + 1 ÷ 1

while there are four compositions , namely ,

3 = 3

3 = 2 + 1

3 = 1 + 2

3 = 1 + 1 + 1

MacMahon shows that the number of compositions of I into

exactly s ~ 1 parts , wi th each par t restricted not to ex-

ceed t ~ 1 in magn itude , is precisely the coefficient of

z’ in the expansion of

= z t ) S  z5(1 + + . ..

Hence, the integer ~~~~ is the number of compositions of

into exactly p parts, each part being restricted not to

— —- S - - -- - - —
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exceed n + 1 in magnitude. For n = 1 and p = 2, we have

I = 3 and A 12  = 2 which is precisely the number of com-

positions of 3 into n + 1 = 2 parts with each part not

exceeding 2 in magnitude.

The combinatorial interpretation gives a bound for

~~~~~ Define the denumeran t D(n) of the integer n to be the

number of p-tuples (x1, . .. ,  x ) of solutions of the

equation

x + x  + “ • + x  = n  ( 2 . 4 6 )1 2 p

where x 1, . . .
, x~ are required to be nonnegative integers.

By a theorem of Bel l [6 , 30 ] ,  D ( n )  is a polynomial in n

of degree p — 1. Specifically, Bell [61 states that

1 p-l
D ( n) = 

( — 1)’ 
11 (n + r) (2.47)

r=1

Since A n ,p is the coefficient of ~
N, N = (rip/2], in the

expansion of (1 + z + z2 + + Z n1) P into ascending powers

of z, and since we require 0 s Xk s n in (2.46) to compute

A n p  [see (2.27)], we have

D ( N )  s D( ~~~) ( 2 . 4 8 )

It is not hard to show that

D(~~ ) p~~~ (n + 1)P (2.49)
2~~
’ (p — i) !

Considering (2.49), (2.48), and (2.34), gives

R 2 s f 1~ J~~~
(n + l)~ ~~ (2.50)

2~’ (p — i)!

Unfortunately, (2.50) does not improve (2.34) since 

—5- - — — --—- — -- -—--— -- - - -- - —

5 - —- -
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p-1
_____________ > 1, p = 1, 2, 3, . . . (2.51)
2~ (p — 1)1

as can be seen by showing that the left hand side of (2.51)

is strictly increasing in p.

It is possible to give explicit expressions for A n p ~
Define , for integer p ~ 1 and for all real x, the polynomial

I (x + 1) (x + 2) . . .  (x + p 
— 

1) 
> 2I (p — 1)! I P —

a (x) = (2.52)
Li, p = l

The polynomial a~~(x) has degree p - 1 in x which , on the

nonnegative integers , is just

a~~(k)  = 

+ - ), k = 0, 1, 2, ... ( 2 . 5 3 )

(For a connection between Stirling numbers of the first

kind and the polynomials a~~(x)~ see (2 9, Par t I , Chapter 4 ,

Problem 199].) The next theorem shows that, for fixed p,

is “almost” a polynomial of degree p - 1 in n.

Theorem 2. 2 For integer p ~ 1,

A
fl ,2p = ~~ (_l) J(2~)a2~~

((p_j)n - j ) ,  ( 2 . 5 4 )

n = 0, 1, 2, 3, . .

I 
0
(_l) 3(2~~~)a2p_1 ((P -j -~~)n -j) ,n=0 ,2,4,...

A - ( 2 . 5 5 )
n,2p—l —1

- - - - • — - S ~—~ S - - - - --- ‘-5--- - ~~~— -- —5-’-- - — — - - - - ---5---

S • - ~~~ • - -a.- — )_~
•_~_— — 
—~~
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Proof For p = 1, the theorem is easily verified .

Let p ~ 2. From the binomial theorem and the binomial

series (see , e.g., El , Equation (3.6.8)])

(1 + z + z2 + + Zn)P

— fi_-_~
n+l

~
p

~~1.. I - z

= (1 — z ’+l)P(l — z)~~~

{
~~~~(...l)i (P)zi (1141)] 

{kL 
ap (k)zkj 

(2.56)

where a~~(k) is defined by (2.52). Let N = [np/2]. Since

is the coefficient of ~
N , (2.56) implies

A = (_1) J(~)a (k)
~ ‘p j(n+l)+k N ~ 

p

j~~~O , k~~O

r N
L~~+i

= 
.
~~~~ (—1)~~(~’)a~~(N — j(n+l))

J = O

It is easy to see that

[ ~ I [~ 1] ~ 0 (2.57)

If ( 2 . 5 7 )  is a strict inequality for some n = n ’, then for

each integer j such that

r N 
_ _ _

+ lJ 

— L 2

we have

— 1) ~ ...~P 
; 

1]<N — j(n ’ + 1) < 0

so that by (2.52)

— _ —~~~~ — — -  — —  . — -_  — a —- - - - — — - • - - W — - - - — ~_____...___—

- -  - - ~~ -
--

-
--. -- -- 

- - -
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a~~(N 
— j(n ’ ÷ 1)) = 0

Therefore , whether or not (2.57) is a strict inequality ,

[e~i1
= )

0
(_1) J(~)a~~(N — j(n + 1)), n = 0, 1, 2,

(2.58)

Specializing (2.58) proves the various cases of the Theorem .

Table 11.1 lists a few of the multinomial coeffi-

cients An ,p • Table 11.2 gives values for the bound (2.34) .

The entries in Table 11.2 have been rounded , so to con-

struct a bound in (2.34) from this table the last digit

might need to be increased by 1. Both tables were con-

struc ted by means of a simple synthetic mul tiplica tion

scheme . A scaling trick and double preci sion ari thmetic

were both required to compute

A 100 256 1.09169 x 10510

on the UNIVAC 1108 in just under 39 minutes. Utilization

of the symmetry of the expansion coefficients of (2.28)

would have reduced the computation time by nearly half.

Alternatively , Theorem 2 .2 could have been used directly .

Th i s approa ch requires more care because of the cancel la-

tion inherent in (2.54) and (2.55).

Corollary 2.8 The following equations hold :

i. For all n ~ 0, A = 1.n ,  1
ii. For all n ~ 0, A = fl + 1.

n, 2

iii. For n = 1, 3, 5, 
~~~~~~~ 

A n ,3 = ~ (n
2 + 2n + 1),

and for  n = 0, 2, 4, . . .
~~~ 

A~~~3 
= ~-(n

2 + 2n +

- _  ----5---- - - - - -_ _

—
~~~~~ 

-

~~~~~ --5 .— .-—- - 1—~~
_ -----— -~~~
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iv. For all n ~ 0,

2 (3  2 7 3)
= — I n  + 3n +

3 (

v. F o r n = 1 , 3, 5 , . . . ,

115 (4 
+ 4n3 142 2 100 27”

5 = •]
~~~~~ 

+ n + ~ +

and for n = 0, 2, 4, . . .,

— 
ll5~~ 4 + ~~~ 148 2 112 l92 ’

~A n ,5 — r
~

-2• 1 
+ — ~-~- n  + _

~~
- n + i.~~)

vi. For all n ~ 0,

~~ r ~ + ~ 
4 115 3 125 2

A 
6 

= 

~~ 1~ ~ + -I-I- ~ ÷ -
~~

-

~

- n

74 20)+ IT +

vii.  For all n ~ 0,

151 r 7  
+ ~~~~ 

3241 5 5635 ~A~~ 8 = + 151 n + 151

6034 3 4018 2 1599 3l5~~+ 151 n + 151 ~ + 151 n + r~T)
viii. For all n ~ 0,

15619 ( 9 8 569634 7
= ~6~~~8~~n + 9n + 15619 n

1363446 6 2127531 5 2251179 4+ 15619 n + 15619 ~ + 15619

625216 3 780804 2 234288+ ~ + 15619 n + 15619

36288)+ 15619)

ix .  The coef f i cient of n 6 in A is 5887 forn ,7 11520’

all n ~ 0.
259723x . The coefficient of n8 in A~~,9 is for

all  n 0.

- -- ‘ —- - 5 - - -  - - .- --- -~~~~~~-- -- — - • - . 5 -

— S -- - ‘-S ~~~~~~~~~~~
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Proof Use finite differences in Table 11.1, in light

of Theorem 2.2.

For integer p - . 1, let c~ be the coefficient of

in the polynomial ex press ion for  ~~~~ (The next theorem

will show that c~ is well defined,) The preceding corol-

lary gives the following table,

TABLE 11,3. The Coefficient c~

( c ) ~~
p C rounded rounded rounded

1 1 1,00000 1.00000 1.00000

2 1 1.00000 1.00000 1.00000

3 3/4 .75000 ,95318 1.15470

4 2/3 .6 6 6 6 7  .95058  1.14471
5 115/192 .59896  . 95004  1.13671
6 11/20 .55000  .95140 1.12701
7 5887/ 11520 .51102 .95318 1.11839

8 151/315 . 4 7 9 3 7  .95508  1.11076
9 259723/573440 .45292 .95695 1.10407

10 15619/36288 .4 3 0 4 2  .95873  1.09819

The extra columns are included for later reference. Also ,

since (2.49) holds for all n no matter how large , we see

that

cp 2~~
l (p_ 1)! 

-. ~~~~
[
eJP (2.59)

where the second inequal ity follows from Sti r l i ng ’s in—

equality [see equation (4.21)]. An explicit form for c~,

is given in the next theorem.

‘- 5 - —--—-—--—--. —- -,~~.w_~.-_ - - -- — 
. .- —
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Theorem 2.3 The numbers c ,  p -. 1, are well def ined

and are given expl ic i t ly  by

__________  

1~~i
c = _ _ _ _ _ _ _ _ _ _  

- 
~~ (_l)k[~ )(p — 2k)~~~~, p~ l,2,3,...

~ 2~ (p - 1)! k 0

( 2 . 6 0 )

1 Si X
= 

~ J_j ~ J dx > 0, p = 1, 2, 3, . . .  (2.61)

Therefore , the polynomials (2.54) and (2.55) for are

of degree precisely p — 1 in n.

Proof By Theorem 2.2 and (2.52), it is clear that

is well defined if p is even . If p is odd , then the two

expansions of (2.55) corresponding to n even and n odd ,

respectively , show that c~, is the same in both . Therefore ,

c is well defined . Then (2.60) follows by using (2.52) in

Theorem 2 . 2  and examining the leading coefficient. Also ,

the integral (2.61) is given explicitly by Jolley (19]

(see also Bromwich [8, page 518] where it is attributed

wi thout reference to Woistenholme) and is seen to be iden-

tical to (2.60). Finally, from the irltegrdl expression

( 2 . 6 1 ) ,  it is easy to see that c~, mu st be posi tive . This

completes the proof.

We remark that  the sum (2.60) seems to be related to

Stirling nui~bers of the second kind . See (29 , Part I,

Chapter 4, Problem 169].

We remark also that Nuttall [27] states that the in-

tegra l (2 .61) is impor tan t in an electrical engineering

appl ica tion (where i t appears in cer tain “nonlinear

— -— 
-- — --.--- ---- .—-—-~~~~~ - -5- --,.
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systems subject to input processes with rectangular

spectra”). From the integral (2.61), Nuttall derives the

asymptotic expansion

/T1 3 1 13 1 I i i ’l
= - — 1120 ~~~ 

+ O[ ~~~~) J ~ P

(2.62)

and shows how to compute c~ rapid ly to high accuracy (i.e.,

18 significant decimal digits) for any positive integer p.

Final ly,  based on the preceding theorems and Corollary

2.8, we make the following Conjectures:

A. The polynomials (2.54) and (2.55) for have

positive coefficients .

B. For each fixed integer p ~ 1, the polynomial

expr~ ssions (2.54) and (2.55) for 
~
‘.r t p  each have

an asymptotic expansion of the form

= c ( n  + l)’
~

’ 1L1 + o[.J2.)], n

Conjecture B is really a conjecture about the coeffi-

cient of n~~’~ since from Theorem 2.3 we clearly have the

asymptotic expansion

= c(n + l)~~~~~l + o(!.)), n -
~ ~ ( 2 . 6 3 )

We now discuss for  p fixed as n goes to infinity.

From Theorem 2.1 and (2.63), for each f ixe d p ~ 1, we have

~ (c~)~~~(n + l)~~~~~~~1 + o(~~~ , n ~

and also

— — - -_ _ _ _ _ _ _ _ _ _ _ _ _
- 

-
~~~~~~ -—-- - —
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1 1 1

R ~ (c )~~~(n + l)2~~~~~~l + o(~ )J~ n -
~~n,2p 2p

Therefore, it is very tempting to make Conjecture C:

1 1

R = A (n + l)~~~~~~~1 + 0 (1)~~~, ~ +

n,2p p

for each p = 1, 2, . .. ,  where A is a constant sa ti s fy ingp

1 1

c2 ) ~~Ap p p

If Conjecture B is true, then we would replace 0(1/n) in

Conjecture C by o(l/n2). However , at this time we prove

on ly the following theorem.

Theorem 2.4 For p = 2, 3, 4, and 5, and for all n > 0,
I’d 11 1 1 1

< R (c )~~~~n + (—J ((c2~ ) (n + 
n,2p p p -i

(2.64)

Furthermore, for p = 2 and 3,

1 1 1(
~i~.1~~{A 

~~~~ 
< R {~ }~~ n ~ 0 (2.65)

~c j n ,p n ,2p n ,pp

where
1 1I ~~

- 1
12 

90360 , 1~ 6~ 1ll1~~= . = ~ .94962

Proof Direct computations in Corollary 2.8 show that

for p = 2 , 3 , 4 , and 5 , we have

A > c (n + 1)2P’1’ (2.66)n,2p

- - - — S_ti
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p— i

cp [n + fl ]P 1] (2.67)

Applying (2.66) and (2.67) in (2.34) proves (2.64). The

lower bound in ( 2 . 6 5 )  is proved similarly , since

_ _ _ _ _ _  - 

{~~(~~
3 

+ 3n~ + n +

(n+ l)2 I
1 1

> + 1)~’~~ =

and

1 1
I

= ~n,6 ~
/n + 1 (n + 1)3J

> ~ 11 . !  . (~ 2 
+ 2n ÷

> 1_f. {~- -  

~c3 n,3

This completes the proof.

Computation has shown that the first inequality in

(2.65) is not valid for p = 4, so it cannot be general-

ized for larger p in a direct manner. The inequality

(2,64) follows directly from (2.34). Therefore , the

difficulty in generalizing (2.64) lies in extending (2.66)

and (2.67) for all p ? 1.

The nex t resul t is essen tia l ly  a corollary of Corol-

lary 2. 8. We state it as a theorem because of its in ter-

esting form , as well as the fact that we conjecture it to

-5 --- -~~~ — 5-. - —
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hold for all p ~ 2 an d not merely the cases cited.

Theorem 2.5 For all integer n ~ 0, and for p = 2, 3,

4, 5, 6, 8, and 10,

1 ~l — 
1

~~n 2 p  ~ 
(c
e
) Pjn + {~J J ~n~ 2 

(2.68)

for all 11n ~ with equality if and only if = 0.

Proof For p = 2, 3, 4, and 5, this is merely a re-

statement of Theorem 2.4. For p = 6, 8, and 10, (2.68)

follows as in the proof of Theorem 2.4 by noting that

(2.67) is valid for p 6, 8, and 10 as well. This com-

pletes the proof.

A particularly nice result is (2.68) with p = 2;

that is,

~ ~~~~ 
< (n + l)~~~u~~j~2 (2.69)

The left hand inequality follows , as mentioned earlier ,

from Holder ’s inequality . In particular , if is

restricted to have unit modulus coefficients , then

= / n + l , and

I
(n + 1)2 

~ 
!TT

r1~
I
4 

< (n + l)~ (2.70)

The lower bound in Theor em 2 .4 can be used to es timate

how well the extrema l polynomial of ~~~~~ namely, ~~ (z)

= 1 + z + - . ‘  + z~~, approx imates an ex tremal polynomial of

~~~~~~ For ex amp le , since c10 > (.91915)10 and 

-—-- --~~— -- .-- - -- .. - -5--

- SM -
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c5 (.95004)10, we have for 
~ 

= 5

.919l5(n + 1)2~
5 n 10

n 2

n, 10

.95004(n + 1.13672)2/5

In particular, for n = 100, we have

*

~ l00~ l05.82257 < * ~ R100 10 < 6.02152

~l00
I 2

This result is, of course, not as sharp as could be had

from (2.34) using Corollary 2.8 (or Table 11.2); that is,

1r~
5.82264 < — 

100,10 
= ~i00 10

vT~T l1T 1GO I~2

~ < (A 0 5 )~~~~~ < 6.01825

with the first and last inequali ties due merely to round-

ing the lower bound down and the upper bound up .

E. Extension to Derivatives

So far , bounds of the ratios of norms of rr~ have been

investigated . We now show that bounds similar in spirit

to that of Theorem 2.1 can be g iven for ratios

II ‘ 
I In 2 p  (2.71)

n 2

where the prime denotes differentiation . An algebraic

proof of such a bound requires new theorems very similar 

—— ---- -- -.-- -~~~• - ; ~,.. -- --5— _I__ __
_ _ _ _  5- -- ~-- - ~~~~~

-- - — 
- - -~~~
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in content and proof to Lemmas 2.1-2.3. The matrix iden-

tity (2.23) of Lemma 2.1 becomes

(2.72)n 2p n,p J

where ~~~~ = [m~~~ ] with

= 

{k!1 ~k~ kJ~~ai
+. 

~
+
~p

l
~~1

+•
~ 

(2.73)

The integers (2.27) in Lemma 2.2 become

(1) n p 2
N (ct ) = II j~ (2.74)

j , ... j~~~ k=1

with the sum taken subject to the constraint j1 + ... + j

= + ÷ a~ , and the polynomial (2.28) becomes

(1 + 22z + 32 z 2 + + n2z~~~~)~ (2.75)

As in Lemma 2.3, the coefficients of the expansion of

(2.75) can be shown to constitute all the nor.zero eigen-

values of ~~~~~ Defining \ (U to be the largest coeffi-n,p n,p

cient in the expansion of (2,75), it is then easy to show

that (2.71) is bounded above by
- n ,p

This procedure gave the original proof of the next

theorem. For tunately, however , Donald J. Newman ’s short

proof of part of Theorem 2.1 can be adapted to prove the

same theorem with less wor k .

Notation: As men tioned above , let be the

largest coefficient in the expansion of (2.75) into

ascending powers of z.

--  - - - -—-  —--S --—----.— ~~~~— -.~~~~~~~ -- -.---— - - - 5 -  .,~ :_ - - - -- —- - 5-

—
S 

~~~~~~~~~~~~~~~ 
—



61

Theorem 2.6 For all 0 � E P , and for p = 1, 2,

3, ...,

I I I )  1 1 1 1
7T n L 2p ~ {A (l)

}~~ ~ n~~(l
2 

+ 22 + 32 + . . .  + n2)~~~~~~
fl~’~D

(2. 76)

Fur thermore ,

I I I  ~ /~
- n(n + 1) (2n + 1) (2.77)

n 2

and equality is attained in (2.77) for

Proof With ~~ (z) = a0 
4- a1z + ‘ - ~~~ ~ a~ z~

’ 
~ 0

z”~~( z )  = ~ ka~.z
k (2.78)

k=0 -

Now , let

z~~(l 2 
+ 22z + 32zL + ... + n2z~~

1)~ = y
(l) i (2.79)

j=0 ~
so that

(1~ = max ~n ,p 0~ j~ np ~

i8With z = e

= 
~~~~ 

di

~ ~~~~ 
dO

= 

~~ ~CH 0  
~a~ zJ}~~ dO

— 
- -

~~~~~~~~~~~~~~

- 

- 
- - _ _
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np 1 
2

= 
) . . .  (a a ) ( 2 . 8 0 )

j=0 ct1
+ . .+a~~i 

a1 P

with the sum over a = (a1, . . - ,  cL
v
) E r. By Schwarz ’s

Inequality,

2
(a •-~~~a)(a “a
1 p a1

r 2
L a

a 1 
.

2Ia a . . .  a l

(1) r 2
= A .  L a • ‘ a

~ a 1+ - •+a j ‘
~l

Hence , we have

np
ir ~ Ia ~~~ a 1

2
- n 2~ j 0  ~ a1+ -+a~~ j 

ct1 
)

~ ~ I a - I
a

~~~ j=0 ~

= 
(l)~~ 2p (2.81)
n,p n 2

This proves the first inequality in (2.76). From the

identity

(12 + 22z + ~~~ +

= (12 + 22z + • + n2z” 1 )

(12 + 2 2 z + - . .  + ~22n l)P , > 1

we have the inequality

- 5—— - -~ - -‘---...—_.-.—~—--.-- -_-~~ - 5-- 
V _________________________________

-~~ ~— — - - :  ~~~~
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< (1~ + 22 + . . .  + n,p—l

(1) 2 .Since 
~
‘n ,1 = n , this implies

~ n
2 (l2 + 22 + ~~.. + n2)~~~ (2.82)

Extracting the 2p—th roots yields the second inequality in

(2 76).

Finally, the Schwarz Inequality implies

I T r ’ r = l n ’(z0) j ,  some E C

= 

~k~ 0 
kakzO~~

~ Jkz 0
k

I
2
~
2
~ ~k=0 L k0 I

= {kL 
k2J~~ 

~~~~~ 
(2.83)

with equality possible in (2.83) for n ~T 0 ,  e.g., with

= z(l + z + -~~~
. + Z n ) .  Using the identity

k~ 0 
k2 = 

n (n + 1)(2n + 1) (2.84)

in (2.83) completes the proof.

Corollary 2.9 For all 0 
~ 

E P~ , and for p = 1, 2,

3, .

( (
~

)
~ ~~ (n + l)~~ ~ , n = 0, 1, 2, ... (2.85)

Proof Follows from (2.76) and (2.84).

5- - — ------—-,—-.- -.—--—-- - --.,—--—- — ---——— — - -. 5- —5——-—- .-
5- - 5- 5-- —-5- - .  1—~ 
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Corollary 2.10 For all 0 ~ E

l i t ’ !
2

~ n (2.86)
2

with equality possible in (2.86) for all n ~ 0.

Proof Use (2.76) since = n2. Let n~~(z) z~

to prove equality in (2.86).

The inequality (2.86) can be obtained directly. For

nr (z) = a0 + a1z ÷ + a z

I I k— l’It
fl t I 2 = 

k=0 
k:k z 

21~= ~ k ak l
Lk= 0

~ 
flI!7t~ ll~

This method shows easily that the maximum in (2.86) is

attained only for nonzero constant multiples of ii~~(z) =

These results are easily generalized to higher order

derivatives. Define for k 0, 1, . . . ,  n , to be then ,p
largest coefficient in the e:q ansion of

2
(2.87)

into ascending powers of z. Denote the k-th derivative of

(k )ir~ by tn

Theorem 2 . 7  Let 0 k < n. For all 0 ~ E

and for  p = 1, 2, 3, ..., 

-- ---5 .. - -- .-- --- -=5-
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fl 1r~~~~ll 2p 
~ k!~~~~~~~~~ (2.88)

(2 . 8 9 )

~ k ! ~~ (2 . 9 0 )

where

= (2.91)

Furthermore ,

i~~
(k) i~ ~ k! /~ (2.92)

- , n 2

< k~ / n -k  +1 (~)
with equality attained in (2.92) by

l r ( z) = z~~ l + z + z 2 -I- ~~- •  +

The proo f of this theorem so closely follow s the proof

of Theorem 2.6 that it is not given here. Alternatively,

the proof could proceed algebraically by proving results

analogous to Lemmas 2.1-2.3. We emphasize that ( 2 . 8 8 )  is

the spectral radius of an operator M~k~ which can be de-

fined in a manner analogous to M~ ,0 in (2.23) and in

(2.72).

A more natural bound than (2.88) is given later in

Theorem 3.7. The result given there is not, however , as

good as (2.88).

- - - .- - 5- .5 —5— .-. - -  --  --  — — .~ - - 5- - - - -—
— - - ~~~ -~~~ ---- .5~ F
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Corollary 2.11 Under the conditions of Theorem 2.7,

(k) 1 1liii 1kri ~p < 1 1 
~~~~~~~~ + 1) (2.93)

lIt fl It 2 ~2k + 1)

Proof From (2.91),

2 n  2 n+l
< {k 

.2k 1 
~~
2’

~ ~~~ 

(
—

~
--

~~ ~~
~~~) j =k i k (2k + 1) ( k !) 2

so that  in ( 2 . 8 9 ) ,
1 11 1 1 1 k r  2k+l I~~ ’ 2j51—

k! (~~)P ~~~~~~ < (k!) ~ n~~ 
(n + 1)

[(2k  + 1) (kt)

which proves (2.93).

Better estimates than ( 2 . 9 3 )  can , of course , be found

by using better estimates of Q in the proof of Corollary

2.11.

Corollary 2.12 Under the conditions of Theorem 2.7,

1

lim ’ x~~~~}~~ = Q ( 2 . 9 4 )
1 n ,pp_p

~ 
-

Proof Define

n
it

n
( Z )  = ~ j ( j  - 1) ~~~~~ (j  - k + l)z~

j=0

Then

(k ) . 1
li lT hn 2P < k , r~~

(k )
}~~~~ . k ,  v’~~l i t  n,p• n 2

Since

—5- 5-. .- -5 5 - 5- - - - _ _ _ _ _ _

- . .~~ 5-~ 5-. -
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l i t  
(k )

_______  = k! /~n ’12

( 2 . 9 4 )  follows immediately.

--5_ _.  5- -.- - --- ---- ~~~~-- 5--- -5 --  - - _

- - — - • -~



Chapter III

COMPLEX FINITE DIMENSIONAL FUNCTION SPACES

A. General Spaces

The method of the preced ing chap ter can be general ized

considerably . One direction is to replace the unit circle

by a rectifiable Jordan curve as in SzegO (31, Chap . XVI].

Another direction is to replace the unit circle by a real

interval and change the integral to some Lebesgue—Stieltjes

integral as in SzegO [31, Chap . I). A modified version of

this latter direction is taken here because of the nature

of the examples in Chapter IV; however, the last part of

this chapter deals again with complex polynomials on the

unit circle.

Let w(t) and ~ (t) be nonnegative Lebesgue measurable

func tions on the real intervals (a,b) and (c,d), respec-

tively , such that —~~ ~ a < b ~~ +~~~ , —co ~ c < d ~ 4-~~~, and

0 < ~ (t)dt < +cv , 0 < J q. (t)dt ( +~~ (3.1)
c

We fu r ther assume tha t w(t) > 0 almos t eve rywhere on (a ,b).

For extended real numbers p ~ 1, let L~~1a ,b) be the class of

measurable comp lex valued func tions f on (a,b) such that

f

~
1

b 
~ w (t)dt~~ < ~, I 

~ 
p ~ +~~ ( 3 . 2 )

! f ll~ = 
a

inf sup ~g(t)j, p = (3.3)

~ g a<t<b

68
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where the inf in (3.3) is taken over all bounded measurable

functions g on (a ,b) which equal f almo st everywhere . Note

that II fll~ is not necessarily equal to !lf~~ because these

norms depend on the interval of def in i tion of ~ and ~~~ , re-

spectively. Note also , that w(t) > 0 almost everywhere on

(a,b) implies that if~l~ = 0 if and only if f(t) = 0 almost
everywhere on (a,b). From this point on, we will  consider

two measurable func tions equivalen t on (a ,b) if they are

equal almost everywhere on (a ,b). As is customary , we re—
(A)

gard L~~[a1b] and L~~Ec~d] as equivalence classes of functions .

Therefore ,

(f 1g)~ = ) f(t)g(t) (t)dt (3.4)
a

defines an inner product on L~~[a,b],.

Lemma 3.1 Let p ~ 2 be an integer. Let ( L~~[c,d],

k = 1, - . . ,  p. Then

,-d p p

) IT g~~~(t )  q~~~t ) d t  ~ fl I~~~~~~I
0 

(3.5)
c ’k =l  k=l -

If ~ 0, k = 1, . . . ,  p, almost everywhere on (c,d), and

if ~(t) > 0 almos t everywhere on (c ,d), then (3.5) is an

equality if and only if there exist nonzero constants

. ,  c~ such tha t c1~g1~ = c2~g2 j = . . .  = c~~ g~~ almo st

everywhere on (c,d).

Proof For p 2, the Cauchy-Schwarz Inequality gives

~~lg l (t)g 2(t) ~ (t)dt ~ Ilg 1lT~~!g2~~

• -- - - -- — 5 -  - 
- -—-———5-.——- -—5--- - - .

~ 
.-

- • ——-5- ~SM —~ - , _  . 
— - —~~~



70

If g
1 ~ 0 , g

2 ~ 0 , and ~(t) > 0 almost everywhere on (c,d),

then we have equali ty i f f  there exist nonzero constants c1

and c2 such that c1~g1~ = c2~ g2 l almost everywhere on (c,d).

Now , suppose the result holds for some p ~ 2. With

1
p + l  q

= ~~~~~~~ ~k
1 1

~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . ~~~~~ ( 3 . 6 )

1
(p q

~ ~~~~~~~~~~~~~ (3.7)

= 

k=l ~~k p+l 
< + (3.8)

where (3.6) is J-l6lder’s inequal i ty , (3.7 ) is the induction

hypothesis , and (3.8) follows from pq = p + 1. If ~ 0,

k = t , . . . ,  p, and q (t) > 0 almost everywhere on (c,d),

then (3.6) is an equality iff there exist nonzero constants

.~~ and ~ such that

p+l q
= 

~ lg 1 -
~ ~~ a.e. (3.9)

By the induction hypothesis , equali ty holds in (3.7 ) i f f

there exist nonzero constants c1, . . .,  c~ such tha t

______ ~~~~ . ~~~~~
- 

-
——“ 

-- 
—~~
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c1~ g1 f = ~~~~~ = c~~I~~~l i a.e. (3 . 10)

Therefore ,

d p+i. p+1

Jc~k~ l 
c
~ k 

=

if and only if ( 3 . 9 )  and (3 .10)  both hold . Now (3.9) and

(3.10) imply

= ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ a.e.

a.e.

p+1
= , a.e.

where S is the obvious nonzero constant. With

1
ac ‘tp +l

cp+l 5

we see that

c1~ g1 1 = = c~jg~~I = c~+1 I~~~+1 I 1 a.e. (3.11)

Since (3.11) also implies (3.9) and (3.10), this completes

the proof.

Lemma 3.2 Let p > 1 be an integer. Let P~ be a sub-

space of L~~(a ,b]  n I4~~[c~d] with  a basis {h 0, h 1, - . . ,  h~~~}

which is or thonormal wi th respect to the inner produc t

(f,g) . Let

ir~~(t )  = a 0h 0 (t )  + a1h1(t) + ~~~~~ + anhr (t) K

-~~~~~ —5- — 5-— - —5--.. —-5——— --5 -5- - - - - - - - - - -~ —
— — •-- 5- --S. -. - i--. - 5-

— -
~ --5-
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and let x = <a a a >T ~ c~~
1. Then0 1  n

1

li rt - 
F
T ~U L u} (3.12)n 2p n,p

and
1 1

-T -T ~~l i t  I~ {u i u} {u u} (3.13)
n 2

where u = x 0 . . .  0 x (p factors of x) E ~~~~~~~~ I is the

identity matrix of order (n+l)~~, and L = is then,p

hermitian matrix of dimension (n+l)~ x (n+l)~ given by

= (h~ 
.. .h ~~ h . •h~ 

)
~ < +~~ (3.14)

1 p 1 p

for all a = ( ct1, . . ., a ) E F , ~ = 
~~~l’ ~~ $ )  E F.

p

Proof Since

n
= a “~ a h (t) .~~ h (t) (3.15)

a1 a~ a1

we have

(lIit n ll~ ~2p 
= j [it~~(t)]~~[7r~~(t)]~~4 (t)dt2p-’

C

n
= a ~-“a h •..h

~~~~~~~~~ ~ ~ 
8p1

r
a~~~~~ - a h  h 1a 1 a~ a 1 apj

= a “a a
a 1, • • • ~~ 

~~~~ 
8
l~~ 

, 

~ 

a 1 a~ ~l 
~~~~~~ 8

~
T L~ un ,p

-5 -. —--- — - — - - -5- —— - - - — -5~~—- - - -—  

~~-~~:-~~ -— - -~~— — 5 -  I__ ____ -
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This proves (3.12). That ~~~~ is hermitian follows from

= . The finiteness of (3.14) is an immediate8, c~
consequence of Lemma 3.1. Finally, since the basis is

orthonorrnal,

(lIh n
n ll~ )

2 
= Ia~~l

2 
+ Ia l l

2 + + la~ I
2

= 

k~ 0 
ak ~k

so that

w 2 p I~~
(ll -rr

fl h 2) = 
tk=O 

ak ak)

= (a -“a )(a — “a
a1 , . .  1a~=0 

a1 a~ a1 a~

-T= u  U

This concludes the proof.

Lemma 3. 3 Under the hypotheses of Lemma 3. 2, the

matrix ~~~~ is positive semidefinite .

Proof Let v = <v,~> , a = (a
1~~

...1 ct~~) E F, be an arbi-

tràry vector in C . Then , wi th ~ = 

~‘~l’- 
~~~~~~~~~~~~ 

E F ,

~8~~ F ~a ,8 v~~ a~ F

= <(V 0i ha • h ) ~~> E r

where

— —5 - -— —  - 5-— —5- —5- — — - ---5— — — — - - -  - — .5---—
— . 5- - ~~- -—-- - -



n
v0 = v~ ~~h8 ”~ h8l’~~~~’ p 1 p

Therefore ,

~TL~~~~v = 

a1,J.,a~=O 
a1,...1 a~~~ 0 a 1 a $

= (v 0,v0)~ ~ 0

Since a hermitian matrix is positive semidefinite if and

only if its herinitian form is nonnegative, the proof is

complete -

The next result uses the term “reproducing kernel. ”

This terminology is not universally accepted . For example ,

Szegö [31, equation (3.19)] uses simply “kernel polynomial”

when discuss ing algebraic polynomials . In any event, all

that is needed here is the definition embodied in (3.17).

Theorem 3.1 Under the hypotheses of Lemma 3.2, the

t race of ~~~~ is given by

Trace (L~~~~) = t~~
(t , t )

~~Y (3.16)

where
n

K ( t ,s) 
~ 

hk (t)hk (s) (3.17)
k=0

is the “reproducing kernel” of in L~~[a,b].

Proof Trace (L~ 
) =

aEF

- —  • - --- ~~~~—~~~~~~~~-5- — 5- - - - —  3 ~~~
. -- -5 -  — -—- -

~~~~~~~~~~~~~~~~~~~~~~~
- - —~~~~ - -— - - ----5 5-.— ..-  -5 ~~~~~

— . - ---
--——--

-
- 
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a1,J.,a= O  f: 
ha

1
•••h a h:1

..•h
a ~

~dI n 21p) -

~ 
~ 

1h ~(
j 

J~ ~c [k=0 -J

= ~flK~~(t,t)!f~ J

This completes the proof.

Corollary 3.4 Under the conditions of Theorem 3.1,

for all 0 ~ it E P ,

~ /IK (t ,t )~~~~ (3.18)

n 1 2

Proof Put ir~~ (t )  = a0h0(t) + a1h1(t) + + a h ( t ) .

By Lemma 3. 2,

______  = 
[~
T 

~~~~ u~2~

~ i
~T ~~~~ v~~~<~~max -T

V v j

1
= t A } ’~ (3.19)

where v is an arbitrary vector in C and A is the

largest eigenvalue of ~~~~~ Since the trace is the sum

of the eigenvalues and ~~~~ is positive semidefinite and

_ _-  - • - - - - -5---- -

- 1~-~~~ 
- —5-
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so has only nonnegative eigenvalues (see , e.g., [24, Sec-

tion 4.12]),

A ~ Trace (L~n,p

and this proves the corollary .

Note that Corollary 3.4 is merely a special case of

Theorem 1.1. See also Theorem 3.4 and Corollary 3.11.

B. Spaces Satisfying a Nonnegativity Condition

We now restric•t our attention to those spaces for which

~~~~ is a nonnegative matrix , i.e., has only nonnegative

entries .

Definition The functions {f0, f1, 
~~~~~~~~~ 

f~~} E L~~(a ,b]

fl L~~~(c,dJ satisfy the Nonnegativity Condition in L~~~(c~d]

if and only if

0~~~~(f ...f ,f ...f ) < + ~ (3.20)
8~~ a 1 cz~~~~

for every choice of a = (ct 1, - . . ,  a~ ) E F and B = (8
i.~

E F.

Note that the finiteness of the inner products in

(3.20) is implied by the requirement that each be in

L~~~(c,dJ and Lemma 3.1.

It is clear that the matrix ~~~~ defined in (3.12) is

nonnegative if and only if the orthonormal basis

{h 0, h1, . . . ,  h~~~ } of P in L~~[a,b] satisfies the Nonnega—

tivity Condition in the space L~~~[c,d]. This condition may

seem to be very restrictive , but an inspection of the

-5- -- --- --5------ --- 5 --- - - -- - ~~~~
—

~~~~- - ~~~~~~~~~~~ - ----5-
- - - -- - 5- ~~~.- —I- - ~~- - 5-
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examples in Chapter IV shows that a great many of the

classical orthonormal polynomials in L~ [-1,+1) satisfy the

Nonnegativity Condition in L~~
[_1 1 +l] for many different

weight functions 4.

Theorem 3.2 Let p ~ 1 be an integer. Let be a

subspace of L~~[a,b] fl L~~ [c~d] with a basis {h0, h1, . . .,  h~

which is orthonormal with respect to the inner product

(fig)~ and satisfies the Nonnegativity Condition in

4[c,d]. Then, for all 0 ~ E P , -

I _ _ _ _ _lii II~ /
~ max /Ilh S H ” (3.21)

~“ k n pIt Tt nl~2 0~k~n

where

S (t) = h0(t) + h1(t) + . . .  + h (t) (3.22)

Proof Let i t t )  = a0h0(t) + + a h ~ (t) ~ 0.

First, suppose that there does not exist hk with IhkIl~ p > 0.

Then lhk ll~p 0 for all k, and Minkowski’s inequality gives

k~O
l
~~~~~

k 2 p = 0

Hence the left hand side of (3.21) is identically zero and

(L2L) necessarily true. On the other hand , suppose there

~. .xia - k such that  IhkII 2~
’ > 0. Then, via (3.20),

) 1

k
L C

‘ci —
(S )~~(S ) ~n

‘I C J

s (3.23)
F’ 2p



78

Therefore,

0 < Is (t) l~~4i (t)dt < -s-~ (3.24)
‘I c Ti

Now , from (3.12) and (3.13),

Il it~.~ll~~ ~~~~~~~ u
l l T r
~ ll � L u u

~~~max
T

~~~~~ p v~~~~ 
~ {X }~~~~~

V L V  V J

where v is an arbitrary nonzero vector in C , and A is

the largest eigenvalue of the hermitian positive semidefinite

matrix L~ - Furthermore, L~ is nonnegative because of then,p n,p

Nonnegativity Condition in L~~~fc ,d1 . Now Gershgorin ’s theo-

rem (see, e.g., Marcus and Minc [24 , Section 2.21) applied

to any nonnegative matrix implies that the largest row sum

is an upper bound for all the eigenvalues. Thus, from

(3.14),

A~~~~max~
1
~~ lJ

ct 8)cL EF 8~ F

I n
= max (h,. h ,li . . -h  )

p 
C(~ a~

= max ( h3 
- . h~ ,h~ - ~~~ )

a 1 1 . . . ,a 0 ~l’” ’3p 1 r 1 p ~

= max ((S )~~,h “~~h 
) ( 3 . 2 5 )n a ci. ‘~1 p

max h (t) - -h ( t ) I IS (t) l~~~(t)dt (3.26)
a 1 c~~ n

-

- 5-—- T~~~ ~~~~~~~~~ T~~~ -T~---— --~ -
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Now let W ( t )  = ~(t) Is~(t )  I~ . Then (3.24) implies that

Lemma 3.1 can be applied in (3.26) to get

rd
A 5 max J Ih~ -(t).-.h

~ 
(t)IW (t)dt

1 p

rd
= max J I h k(t)I~

W(t)dt
OSkSn c

rd
= max J lh k(t)S (t) I~~~

(t ) dt
0~ksn c

Since (3.21) follows immediately , this concludes the proof.

Corollary 3.5 Under the conditions of Theorem 3.2,

~ it n 2p 
~~~ /~ J~ < -i-co (3.27)

;j~~ 1 w rp n
n 2

where

B~ = max IIh II~ (3.28)rp 0~k~n 
k r p

and the infjmum in (3.27) is taken over all extended real

numbers r ~ 1 and s ~ 1 satisfying + ~~
. = 1.

Proof From Holder ’s inequality,

J
f
~~
!hksn I

~~ 
=

5
c~~~~~~~~If 1c

I9

~~~~~i

= (!!hk~
$ IJ S l~~ ) , k = 0, 1, . . . ,  n

which proves the first inequality (3.27) . The finiteness

- -5 

. —_I~T - .
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of the bound follows from the case r = s = 2 and the fact
that 

~n 
C L~~~[c1 d]. This completes the proof.

Corollary 3.6 Under the conditions of Theorem 3.2,

for all ‘
~n ~

fl it s fi s JI~ “ -n l
W ( 3 . 2 9 )n 2 p  n 2 p  n 2

and

~ / n+ 1  B~~ lIit~ ll~ ( 3 . 3 0 )

Proof From Minkowski’s Inequality,

Is~ll~~ ~ k~ O k2 p  s (n -F l)B~

On the other hand, (3.23) proves that

= max Ilhk ll~ s

Also, for r = s = 2 in Corollary 3.5 , we have

s /B~~I$ s lI~ ‘I ir~~IJ~ (3.31)

The last three inequalities prove (3.29) and (3.30)

immediately .

Corollary 3.7 Under the conditions of Theorem 3.2,

1 1
I • I ~ 

.
~. f

l “~~~~~~
—

! t
fl 2p 

~B~ flS t~~
1, n~2 ~ , p > 2 ( 3 . 3 2 )

~ 
L co fl co J I 

~n 1- 2 ~ fl ’ co

provided tIe norms flhk~~
, k = 0, 1, . . . ,  n, are finite.

— -—- -5- —~~. •. .---.-- - -.------. --—-~~ - --~~~~ ---
— - --- -‘-- -5- 5-—--
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Proof For each k = 0, 1, . . .,  n,

(Hh ksfl ll~ )~ = 
Jc

Ih ksn
P 

~

s (
~
Ihksfl fI~)~~

2 
JC

Ihksn
2 

~

S (II hkII~~lIs fl !I~ )~~
2 (ll hk lI~ )

2 
J 1 5 n 1

2 
4

= (lIh I 4)~~(lI S 1 4 )p—
2 

~15 i~ )~n c o ’ n 2

Extracting 2p—th roots proves (3.32).

The examples studied in Chapter IV will show that

(3.32) gives (in some spaces) the same order of magnitude

bounds for all 2p norms that the next theorem gives for

all norms. For example , when (a,b) = (c ,d) (-l,+l)

and 4(t) = w ( t )  = 1, Lemma 4.5 will show that the Non-

negativity Condition required in Theorem 3.3 is satisfied .

Th ere fore, from (3.36), for  all polynomials ii
~~ 

of degree

at most n wi th real or complex coe ff i cients, we have

[ f l  + 1) (n+

5 (n + 1) 2P1 
~~~~~ 

p =1 ,2,3,... (3.33)

since

f/k + .

~~

. Pk (t)
1.
~

_ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _  
—5-
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form the orthoriorma l basis {h k }, where Pk (t) is the k-th

degree Legendre polynomial , and B~ = /n + ~~~. On the other

hand, Corollary 3.7 will lead to Theorem 4.2, which in this

space implies that

IIit~ I1~~ s A (n + 
3 1 - 

~~~~~ p = 1, 2, 3,

where the constant A can be taken equal to /~7~ exp(l/l2).

Theorem 3.3 Let p ~ 2 be an integer . Let be a

subspace of L~~[a,b1 Ii L~~~[c,d] with a basis {h0, h1, . .

which is orthonormal with respect to the inner product

(f~g)~ and satisfies the Nonnegativity Condition in the

spaces L
~k

[c ,d], k = 2, . . . ,  p. If B~ < co~ then for all

it E P ,

fl it fl 4 
~~~~~~~~~~~~~~ B~~ 

- 

2p-lJ m n h1
232~ I,~ ( 3 . 3 4 )l/ ~T j

and

~ f
!IS~ ll~~ 

2 {B~~} 2
~~~~I I i t I, w (3 .35)

Proof (By induction on p) Let p = 2. For r

and s = 1 in (3.27) gives, for all ii~~ E

~ /B,~iIs~~g i~ lf it I~~

which proves (3.34) for p = 2. Now , suppose (3.34) holds

for some p ~ 2. Then , put it~~ = in (3.34) to get

,— — --5---- -  —-5- . — —_.--- - - - _ _5 - .__
-- - -- - --5 --5—

-

—-5- —5- 5---  a tS_ C. . ‘ 5-- -
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1

u s f~~~ 
B~) 

- 

2
P_
l! ll S~~

i(
~~l2~~~

(/i~TJ

From (3.27), with r = co and s = 1,

lii 5 v”B 4 I~S uI~ 
‘l IlTn 2p+1 n 2p n 2

1

ll s~ l l~ 2p—1

[Bf
~~~~~B~

J

1
2~~

1
~~~~~~

] 
n-2jit ii

1

= ‘~~T B~~ 
—~ [IIS I!~’1~~ 

l
w

L~~rJ  
n - 2

and this completes the proof of (3.34). The proof of (3.35)

is similar . Let r = 1 and s = co in (3.27), so that for all

IT E P ,n n

II ’rr s /B4I1S II~ lii 11 wn 4  2 ~~~co n 2

which proves (3.35) for p = 2 .  Now, suppose that (3.35)

holds for some p ~ 2. Then put it~~ = hk in (3.35) to get

1— 1 1

Ih ~ {~s ~4 } ~~~ .k 2p n - co

so that

______ 
1

B 4 s (11 5 fl 4} 
2
~~

1
{B4 

2P 1
f l - c o  2 }

Therefore , by (3.27) with r = 1 and s =

~ ‘ i~ ~ ITS I
~~ 2p 

- V 
2
p n ~ 

II ’lT n 2  

—-5 - -- -~~~~~~~~~—- -5—
,

~~~~~~~~~~ -

-- 
- 

- 
—-
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5 ~[Il s~ fl~) 

- 

2
P l

{ 
$J 2P 1is 1;~J~11~ 11 w

= (Il S~ l l~ J

which completes the proof of (3.35).

Corollary 3.8 Under the conditions of Theorem 3.3, if

4(t) = w(t) almost everywhere on (a,b), then

1— 1

s (/~ T B~~~
J 

2p—1 (3.36)

and
1

l F lT
fl

hI w
p s (ii s~i i~J 

2~~
1 

(3.37)

Proof Follows from Theorem 3 .3 , since B~ = 1 and

lIs~ l l~ =

We remark that ( 3 . 3 6 )  and (3.37) give the same bound

as (3.30) and (3.29), respectively, as p -
~ for the case

4 = IA) .

C. Extension to Linear Transformations on the Space

The preceding development can be extended easily to

finding upper bounds for ratios of the form

I Dir j~n 2p (3.38)
Itr i 2

where D is some suitable linear transformation on P~~.

Typically, D will be a derivative of some order. The next

lemma generalizes Lemma 3.2 and does not require the

-- .5 - ._- 5-- -- - -- -----5 - -~~~~~~~~~~ - - -  - -~~~~ -- - - ~~ ~~~~~~~~~~ -
- - - .-.~~~-- ~~~~~~~ - - k— - — - -~
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Nonnegativity Condition .

Lemma 3.9 Let p > 1 be an integer . Let P~ be a sub-

space of L~~[a ,b] fl L~~~[c~d] with a basis ~h0, h1, ..., h~~~}

which is orthonormal with respect to the inner product

(f~g)~~. Let D:P~ -~ L~~~[c~d] be any linear transformation

~~ 
~

‘

~~~
- Let

Tr (t) = a0h0
(t) + a1h1(t) + - + a h ~~(t) E P

and let x = <a0 a1 a~ >T ~ ~~
+l Then

{~
T 

~~~~ u}~~ 

+1)P 

(3.39)

where u = x ® 0 x (p factors of x) E C , and
E4 = [V ~

] is the herinitian matrix of dimension (n+l)~n,p
X (n+l)~ given by

V = (Dh ... Dh , Dh “ Dh ) < +
~~~ (3.40)

for all a = (a 1, .. ., a~~) E F , ~ = 
~~~l’ - ~~~~ ~~~~) 

E F.

Proof Since D is linear ,

[DlT~~(t)]~ = a~ •~~ a Dh (t)~~~-Dh (t)
- 
. a1~~...ic *~ =0 1 p 1 p

(3.41)

The rest of the proof is too similar to the proof of (3.12)

to repeat here.

Lemma 3.10 Under the hypotheses of Lemma 3.9, the

matrix ~~~~ is positive semidefinite .

-- —~~~ - — -— - - — —-—--- 5 — - -- - 5-—, - - --5 -
-- -~~ —~~- ~~~;c- - ~~~~~~~~~~~

- - .
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Proof Follow the proof of Lemma 3.3 using (3.40)

instead of (3 .14)  -

Theorem 3.4 Under the hypotheses of Lemma 3.9, the

trace of ~~~~ is given by

4 (D)Trace(E~~~) = filK~ (t~t)Il p1 
( 3 . 4 2 )

where

~~~(D) 
(t,s) = 

k~~0 

Dh
k

(t )  Dhk(s) (3.43)

Proof Follow the proof of Theorem 3.1.

Corollary 3.11 Under the conditions of Theorem 3.4,

for all it E P~~, ir~ ~ 0,

!IDit~~~I I~~~~ 
~ /lIK~~

’
~~~~

(t ,t ) l l ~~ 
(3.44)

2

Proof Follow the proof of Corollary 3.4.

As an aside, we note that Erdely i (10, Section 10.61

states that Hahn [16] and Krall [20] proved that if

G = {g0, g ., ..., g~ } is an orthogonal system of poly-

nomials, then G is a “classical” system if and only if the

derivatives {g~ , g~ , ..., g 1~
} form an orthogonal system.

The “classical” systems are defined here to comprise only

the Jacobi , generalized Laguerre , and Hermite polynomials.

Thus , if D is the derivative and G is a classical system,

then ( 3 . 4 3 )  is related to a reproducing kernel of DP~ .

—-- .- - -

~

-- - - -  - . 5 - - - -

— — S -‘5 - ‘5 -. - E ~~~~~~
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The next theorem generalizes Theorem 3.2 and does

require a Nonnegativity Condition. This result is the main

theorem of this chapter .

Theorem 3.5 Let p ~ 1 be an integer. Let be a

subspace of L~~[a,b] fl L~~~[c~d] with a basis ~h0, h1, ..., h1.~}

which is orthonormal with respect to the inner product

(f~g)~~. Let D:Pn 
+ L~~~[c~d] be a linear transformation

such that {Dh0, Dh1, ..., Dh~ } satisfy the Nonnegativity

Condition in 4[c,d]. Then, for all 0 ~ E

I Dir II~n 2p s max /llDh . OS I~ (3.45)
05k5n k n p

where S~~(t) is given by (3.22).

Proof The proof of (3.45) is, in its essential details ,

analogous to the proof of Theorem 3.2 and will not be given

here. We note only that (3.24) is replaced by

0 < J IDs~~( t ) I ~
D 4 ( t ) d t  < -I-co (3.46)

The next three corollaries are given without proof

since their proofs so closely parallel the proofs of

Corollaries 3.5 through 3 .7 .

Corollary 3.12 Under the conditions of Theorem 3.5

IlDir t i~
~ 

inf ~~~~~~~~~~~ < -I-co ( 3 .4 7 )

where

- - - --5----- -~~~~~- - - - -5 -- - - -- --- -- - - - -__

~~~~~~~~ —.—.~
-—-5—-- 

-
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M4 = max llDhk ll~ p (3.48)rp

and the infimum is taken over all extended real numbers

r ~ 1 and s ~ 1 satisfying I + I = i.r s

Corollary 3.13 Under the conditions of Theorem 3.5,

for all ‘IT E 1’ ,

ll D1tn Il~ p S fiDS II~ liT l
w 3.49n 2p n 2

and

b i t  I1~ s /~~T M
4 Jit I~~

n 2 p  2p n ’ 2 (3.50)

Corollary 3.14 Under the conditions of Theorem 3.5,

_ _ _ _ _ _  < ~~~~~~~~~ II~~ 
f J D S~ 1~~ ~

- 

~ coJ , p ~ 2 (3.51)
h i t n 2

provided the norms flDh 0 ll~~, li Dh I~ , ... , lI Dh~ hl~ are f in i te.l c o

Theorem 3.6 Let p 2 be an integer . Let be a sub-

space of L~~[a,b] fl L4 [c,d] with a basis {h0, h1, - .., h~~}2P
which is orthonormal with respect to the inner product (f,g)~~.

Let D:P -‘. L4 [c,d] be a linear transformation such that

{Dh 0, Dh1, ..., Oh ) satisfy the Nonnegativity Condition inn

k = 2, ..., p. If < +co, then for all ir1~ E

hl Dit fl 4 s ‘~~~~~~~~~~~~ 

~~~ 
2p~ i~~ os~~i~~~~p-i

n llit~ l~ 
(3 . 5 2 )

and

i 1 1

!IDit I~ [lID S ‘~J 
- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
(3.53)

~~~ 2P L f l ’~~

5- —— -—5 -—- —--- - -5-— — ----—-- --- -- -- - - — - - -  i - - - ——--5-- --

-5 - - __k1__ -. -- - 
— .

~ —
a-- - -
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Proof Follow the proof of Theorem 3.3 replacing all

references to Theorem 3.2 by references to Theorem 3.5

We point out that the algebraic methods developed in

this chapter can also be applied to the more general problem

f l  (D
1

ir) (D
2

ir~~)”- (Dit ) ll~max
0E it EP~~~ ( Il t~ lI~~)~

where D1, .., D~ are different linear operators on P~ . Thus, if

are the algebraic polynomials of degree at most n , and

Dklr
fl 

= ~
(k)  is the k-th derivative of it , and w = 4 E 1,

then we could obtain a bound for

I kr ~~~~~~~~~~~~ 
..

n n  n n ‘2

0
~

IT E P L  (ll ir ~ fl~ )P

by following the proof of Theorem 3.2. [To see that the

appropriate Nonriegativity Condition is satisfied for this

ratio, refer to equations (4.38)—(4.41) and (4.53).]

D. Complex Polynomials Defined on the Unit Circle, Revisited

As mentioned earlier , all these results are easily

translated into results for complex polynomials defined on

the unit circle. The reason for this is simply that every

integral appearing in this chapter can be replaced by con-

tour integrals on the unit circle . Thus, using the notation

of (2.1) and following the proof of Theorem 3.2 gives

h i t  lb 
________

- ~ s max / ‘~h S (3.54)‘kr~ ll 2 0~k~ri k n p

— ‘
~~~~~~~~ 

- - - --5---- T~~T~~T ~~~~~~~~ - ~~
— - : -

~~~~~~~~~~~
-—:-- -- -‘--- -
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But h
k (z) = ~k is the appropriate orthonormal basis satis-

fying the Nonnegativi ty Condi t ion, so (3.54) is merely

krn fl 2p 
~ Jil l + z + z 2 

+ - .  ~
n (3.55)lb n 11 2 p

Since

Ils~ b b~ = (A
~~,~~

) P
~ 

if p = 2, 4, 6,

llS~ II~ > ( X ) ~~~, if ~ 
= 1, 3, 5, .

we see that (3.55) is almost the central result of Theorem

2.1. The cause of this deficiency is due entirely to the

necessity of taking absolute values inside the integral in

(3.26) in the proof of Theorem 3.2. Thus, an examination of

(3.25) yields the essential inequality of Theorem 2.1, while

(3.26) does not. The same phenomenon occurs in the proof of

Theorem 3.5, which is easily modified to yield

Theorem 3.7 Let P~ be the collection of all complex

polynomials of degree at most n with norms given by equation

(2.3). For all ~ E P1~, let ir~
1’
~~(z) denote the k-th deriva—

of ‘Itn’ k = 1, 2, 3 Then, for all ir~ E P~ , ir~ ~ 0,

(k) 1
f l 2p s /n (n-l)- (n-k+l){A ~~~~}~~~, p = 1, 2, 3,

(3.56)

where is the largest coeff ic ient  in the power series

expansion of

I dk (1 + z + z2 + z~~)~ (3.57)
dz -~

—5--- -

-

- - 
.~~~~~~~~~

-- - - - -  

~-:~~i. 
- 

- - ~~~~ -
5-
~~~
-..VT~~~~~~~ - -
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Proof Follow the proof of Theorem 3.5 and consider

the remarks inunediately following (3.55).

Note that Theorem 3.7 is a more natural result than

Theorem 2.5. The bound is, however, not as good , as the

next corollary shows.

Corollary 3.15 with defined via (2.87), and

under the conditions of Theorem 3.7,

(k!)2~ A~~~ ~ ~~~~~~~~~~~~~~~~~~~~~~~ (3.58)nip n,p

Proof We only indicate the proof. As stated follow-

ing Theorem 2.7, (k!)2~ A~
1
~ is precisely the spectral radius

of the operator ~~~~~ Since the bound (3.56) is an estimate

of the spectral radius of ~~~~~ we must have (3.58).

By exam ple, it is seen that (3.58) can be strict. Let

n = 4, p = 2, and k = 1. Then

= 288n ,p

while

,(l) = 25n ,p

so that

= 288 < 400 = 42A~ 1~



Chapter IV

APPLICATIONS TO CLASSICAL ORTHOGONAL POLYNOMIALS

A. Jacobi Polynomials

The Nonnegativity Condition (3.20) is satisfied by

nearly half the Jacobi polynomials , all the generalized

Laguerre polynomials (properly normalized), and the Ilermite

polynomials. The Jacobi polynomials turn out to be signi-

ficantly easier to handle by the methods of Chapter III

because they are essentially bounded on (-1 ,-fl). At the

end of this chapter , some general results are quoted from

Askey ~3,41 which give some sufficient conditions for a

given set of orthogonal polynomials to satisfy a Nonnega-

tivity Condition.

Throughout this chapter , we will denote by P~ the

collection of all polynomials of degree at most n , n ~ 0.

We stress that these polynomials are allowed to have corn-

plex coefficients. The Ganu~a function r (z) is defined as

in Abramowitz and Stegun (1, Chapter 6] for all complex

z ~ {0, -1, -2 , . . . }. We have the well known identity

Ni + z) zF(z). For integers n 0, Ni + n) = n!

Fina l ly ,  the Pochhamnier symbol is defined by

Iz(z+1) ”(z4n—l), n ? 1
(z) =~~~

~ L” n = 0

for  all complex z ~ 0, and the binomial coeff icient

92
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r(z+l)

~¼u) r(u+l)r(z—u+l)

for all complex z and u such that z, u, and z - u are not

negative integers.

Let p~~ ’~~ (x) be the n-th degree Jacobi polynomial of

order (cz ,~~), a > -1, 8 > -1, as defined by Szegö (31, Chap-

ter IV]. The Jacobi polynomials satisfy the orthogonality

relation

J (l_x) a(i+x )8P~~ f~~ (x)P~~ ’~~ (x)dx = 
n,m (4.1)

—l n m

where

1
__________________  

7 
— o

2a+8+lr (a+1)r(6+l) 
—

h ‘ = 1 (4.2).n
(2n+a+8+1)F(n+ct+8+1)F(n+1) ‘ 

~ 
> 1

2~~~~
1r(n+a+l)r (n+8+1) 

-

Define

S~
a18) (X) = 

k~O 
h~~’~~ ~

(a~8) (x) (4.3)

Define g(k,m ,n;c*,8) via the expansion

n+m
~ (c&18) (x)P~~

’8
~ (x) = 

k~O 
g(k,m ,n;a,8)P~~’~~ (x) (4.4)

The expansion (4.4) certainly exists and uniquely defines

g(k,m,n;a,8). The question is, for which (ct ,B) is it true

that

g(k,m ,n;a,8) 0 for all k,m ,n = 0, 1, 2, ...
(4.5)
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Miller [261 gives g(k,m,n;a ,8) explicitly, but in a form

that is not useful here. Gasper [14] found necessary and

sufficient conditions for (a,8) to be such that (4.5) holds,

but without exhibiting the coefficients explicitly . Part

of his result proves that (4.5) holds for all a ~ 8 > —l

satisfying a +8+ 1 ~ 0.

In another direction, Askey [4 ] ,  following Szegö [31 ,

Equation 9.4.1], gives

Cx) = 

~ 
t (k ;a , 8 ,~~) P~j’8~ (x) (4.6)

where ‘
~
.‘ ~ 0 and

t(k;ct, 8,y)

— 2k+ + +1’ 
F(n+k+ct+8+l)r(n-k+a-y)r (k+y+8+l)r(n+~3+1)— C 

~ ‘r (n÷k÷y+8÷2)r(n-k+l)r (k÷~+l)r(a-i)r(n+8+a+l)

(4.7)

An examination shows that for 8 > -l and a > y ~ 0 , the

coeff icients  in the expansion ( 4 . 6 )  are all positive .

Lemma 4 ..l Let a 8 > -l and a + ~ + 1 ~ 0. The

polynomials

Cx ) , ~~~~L P 8 )  ( x ) ,  ~~~~~~~~~ p~~t # 8 )  ( x ) }  ( 4 . 8 )

sa t i s fy  the Nonnegativity Condition ( 3 . 2 0 )  in the space

L~~~[-l ,+ l] ,  where

w (x) = (1 — X)a (l + x)8 (4.9)

If in addition a > 0 , then the polynomials ( 4 . 8 )  s a t i s fy

the Nonnegativity Condition in every space L~~~[_ l 1+l]~ where

~t ( x )  = (1 — x) ’r (l + x) 8, 0 ~ y < a (4.10)

____ - ,- -.—..——~~~--— -- - ~~~~~~~ —~~-~~~ ----- — _____  
—--- . --—~~~~~~~~~~~~~~~~~ —--

-~ 
,
~~~~~~~-~-- .
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Proof Gasper (14] proves that with these conditions

on a and 8, (4.5) always holds. Let (i11...,i )  E r and

~~~~~~~~~ E r. Then ( 4 . 5 )  implies that the expansions

F (x)  E ~~‘ (x )  ~~~~~~~~ 
8) (x ) = ~~~~~~~~~~~~~~~~~~~ (x )

G ( x ) P.  ‘ C x ) ” .~~~~ ‘ (x)  = b .P .
a l C x)

j =0 ~

ha~e a1 ~ 0 and b. ~ 0 for all i and j .  Thus , using the

orthogonality conditions

j

l 
(1 - X )

a (l + x)8F(x)G(x)dx
-l 

= 

~ 

a~b. J
(l _X )a (l +X)8P~

a
~~
) (x)p~~

’8
~ (x)dx

= ~ [a~b~~s~ ~/h 
l8) h

(a
~ 8)J ~ 0

which proves that the polynomials (4.8) satisfy the Non-

negativity Condition in L~~~(-i ,+l]. For a > y ~ 0, the

expansion (4.6) holds, so that

J ( l  - x)~~(1 + x)5 (x)G (x)dx

= ~~a~ b . J ( l - x)~~(1 + x)8P~~
’8
~ (x)p~~

’8
~ (x)dx

= ~ a .b. J (1_x) Y (l+x )8[ ~ t(k;a,8,y)P~~~’~~ (x))
i,j ~ — 1 k=0

• 
1r~ 0

t ? 8 ~~~~~~
Y f 8

J~~~
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= a b ~ 
tt(k;a,B,y)t(r;a ,8 ,y)d /h~~

’8
~h 

(~ 8)J 
-

k ,r k ri , j  ~ ~ k , r l

This concludes the proof.

For all it E P , we adopt the notationn n
1

!it ~(a 18 ) 
= IJl 

(l_ x) a ( l+x) 8 :i t~~(x )  i P dxJ
P

~ 1 ~ pn p

(4.11)

where a > -1, 8 > -1.

Theorem 4.1 Let p ~ 1 be an integer. Let a ~ 8 > —l

and a + ~ + 1 ~ 0. Then , for all 0 ~ it E Pn n

~~~ n 2p 
~~~ /h (a , 8)

!~P (a , 8 ) S (a , B ) !I (a , 8)  (4 . 1 2 )k n p
~ ~(a , 8)  — 

0~k~nn 2

Alternatively, if a ~ 8 > -l and a > 0 , then

( y ,  8) _______________________________

max ~/h ( a ,8) IP ( a ,8) S ( a ,8) II (Y ,8 )  (4 .13)
(a ,B) — 

0~k5n 
k

I~ flll 2

provided only 0 ~ y < a.

Proof The polynomials {h~~~’8~ P~~~’8~ (x) } form an

orthonormal basis on (-1, +l) wi th  respect to the weight

funct ion ( l_ X ) a (l +X) 8 . Lemma 4.1 shows that they s a t i s fy

the Nonnegativi ty Conditions needed in order to apply

Theorem 3 .2  directly.  This completes the proof .
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Lemma 4 . 2  Let ct ~ 8 > — l and a ~~ 0 . For all ? > — l

and .5 > —1,

max ,h~
a
~
8)p (a~

8) ~~~~ = h~
a18)(fl~a), n= 0, 1, 2,k iI~0~k5n

(4.14)

Furthermore ,

h~
a,8) (n+a) < M {n + a+8+ 

, n = 0 , 1, 2, ... (4.15)
where

11
M = 

1 max(~
’
~~~~~

2) 2eC r(l+a)
L 2a+8+lF(l+a) r ( 1+$)  ‘r ( l +c~T~ 1+8

( 4 . 1 6 )

C = fl[1+a+ 8 + r~J
Proof From szeg~ (31 , Equation 7 . 3 2 . 2 ] ,  since a ~ 8,

_ 1~~~l~~~~~
8) 

(x)I = ~ (ct~ 8)(1) = (k+a) k = 0, 1, 2, . .
(4.17)

Now , (4.2) and the fact that the supremuzn norm of a poly-

nornial is independent of (‘y,.5) in this case, implies

= h ’ 6 ~P~ ”’~~ (1), k ~ 0

I
71 12k+c&+8+l F (k+a+8+l) F (k+c&+1)

= r (1+a)t 2 8
~~ 

r (k+8+1) r (k+l) J k > 1 (4.18)

Since for a l l x > y >  0

r (1+x) 
— 

x r (x) Fix)
r(1+y) ~ F(y) 

> r (y) (4.19)

— . -—.——.— - - — .
~ 

. -
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(4.18) implies

(1) < h~~~
8) P (a 18) ( 1) , k = 1, 2 , 3 ,k+l

(4.20)

By inspection , (4.20) is seen to hold for k = 0 as well,

and this proves (4.14). Now, one form of Stirling ’s

approximation [1, equation 6.1.38] is

x+ l 8 (x) ‘~ 0 < 8(x) < 1, x > 0r(1+x) = x 2 exp [_x + l2x

(4.21)

Hence , for x ~ y > -1, x ~ 0,

n+x+i
F(n+x+1) < (n+x) 2 

[ Y _ X + l 2 (f l ÷x )J l  ~ ?expr (n +y + l)
(n+y) 2

n+yj e~~~[Y 
- X + l2(~ +x))1

fl ~ 1= (n+y )x—y
[
1 + 

2 
_ _ _ _ _ _ _

l+x 
________

1
< {...___J (~ +y)X~~ exP [l2(l+X)JI n ~ 1 (4.22)

Theref ore , from (4.18), for n ~ 1,

h(a ,6 )  (n+a\ < 
I cC 2n+a+8+l ( 8  

a ar(1+a) (l+a+B)]~~ 7}~
/ 1F 2 ( l+a )  2a+ ~ ~ L 1+8

which pro”es (4.15) for n ~ 1 since (a+8+l)/2 ~ max {0 ,8}.

The proof of 4.15 is completed by examination of the case

n = 0.

Corollary 4.3 Let p ~ 1 be an integer . Let a ~ 8 > -1

and a ~ 0. Then for all it E P , it ~ 0,n n n

i~ 1 (y ,8)
n 2p ,h (a

~
8) ~n+a~ 15

(a,8)1~ (‘y, B) (4.23)
~ TT 

(c& ,8)  I n ‘
~ n / n p

n 2
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for all I sati s fy ing 0 ~ y ~ a.

Proof Follows from (4.14) and Corollary 3.5 with

r = ~~~ a n d s = l .

Corollary 4 . 4  Let p ~ 1 be an integer . Let a ~ 8 > -1

and a ~ 0. Then for all iT E P , it ~ 0,n n n -

i~~ II ~~, 8) ~ ~“/~4T h (a,8) 

~~ 
(4.24)

Proof Use Corollary 4.3 with y = a and the fact that

= ~~ + 1

Theorem 4 . 2  Let a ~ ~ > -1 and a ~ 0. Then, for all

E P~~, it p~ 0,

< A {n  + ~~~J ! ~i t I l ~~
l B ) , p = 1, 2 , . . .  ( 4 . 2 5 )

where

A = / a+~~~{ M 3 j P

B = (1 + a) (1 — ~)

and M is given by (4.16). Furthermore , for all n ~ 0,

~ 1 (a , 8) M J f~ + 
a+8+3)~~~~ 1~~~,

(a 1 $) (4.26)
n I2cz+2

and the exponent 1-4-a in (4.26) cannot be replaced by a

smaller number .
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Proof The case p = 1 is trivial. For p ~ 2 , use

Corollary 3 .7 .  In view of Lemma 4 . 2 ,

(ct , 8)  
— ~

‘

‘I n IL 
k=0 k

1n a -f—
< M  ~~~(k + a) 2

k= 0

~n+l
< M I  (k + a) ~~dkJ o

~ 
3 (n + a + 1)

a + 7

where a = (a +~~~ + 1)/2 .  Therefore , from ( 3 . 3 2 ) ,

( c z , 8 )  1 1 3 1 1 1

I i t fl I! 2 
8�~~~ 

[M(:+a~~~~~)~~
f a

n+ 2I2~~~~~~~~~~

(a+ ~~ )~~~~

where

= (a + 1) (1 —

which proves ( 4 . 2 5 ) .  To prove ( 4 . 2 6 ) ,  let

-TT~~(x) = 

k~ 0 
akhk Pk (x) (4.27)

Then

(z) + • + a h  ~B ) p~~~~8) (z)

some z € [— 1 , 1]

• — ——— - ----.-.—— -—-— —— ——-— - ~~~~
- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
— —

- -
• --~~- -•• .- ~~~~~~~ - —. •— - 

~~~
- -
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I n
5 ~ ak I~~~~~~~~

th
~~~~~

P (z)
[k= 0

~ ~~~~~~~~~~~~~~ ~ [h
(a,

~~~
(1c÷a)

i
2I~L k 0

a-4-8+l 2a+lT
~

~ MI ! ir ~~~~~~ ~ Ik + 2 J j , using (4.15)

1
2a+2 17

5 MIt i~~~
18

~~~{n + 2 ) /(2a + 2)1

Simplifying the last inequality proves ( 4 . 2 6 ) .  F ina l ly ,

the claim that 1 + a cannot be rep1acec~ by any smaller ex-

ponent follows from examining the polynoir.~al (4.27) with

ak = h~~~
18) P~~~

l 8 )  ( 1), k = ~~~, ~~~, ... ,

Then proceeding as be fore , we see that

,~ 
(a , S )  

= 
~ 

I (a~~8) [~~~~[h
( a ,8) (k+ a) ]

2
~ 7 (4.28)n~~ n ”2

Now , the p-roof of ( 4 . 2 2 )  can be altered to g ive a lower

bound, which when applied to the quantity in brackets in

(4.28) gives

k ‘~ k 
) M ( k  — 1) , k 1, 2, .

for some cons tant M independent of k .  Then
1

[~~~~~
k (k)1

J 

I ~> ~~ (k - l)2a+li
Lk= 2

1

> 
1 k2~~~ dk}

L.~~~
l

- 

• 
-

~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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> ~{ 2cx+2 
— l}~ ~ I~(n 

— 1)~~4-a, ~ > 1

This completes the proof.

We remark that Theorem 3.3 can be applied in the above

situa tion for  L~ norms . If this is done , the same result
2P

as (4.25) is obtained . Therefore , Corollary 3.7 is actually

more general than Theorem 3.3. Similarly, it will be seen

(Theorem 4.4) that Corollary 3.14 is more general than

Theorem 3.6 in some situations.

Theorem 4.3 Let p ~ 1 be an integer . Let a 8 > —1.

For each integer m ~ 1, define the operator D
m on P~ by

Dmf(X) = —
~~

-
~~~ f(x), f E P

dx ’

Then , for all it E P , it ~ 0,n n n

m (a+m ,8+m)ID it 1
n 2p

( a , ~
)

~~~ 2

~ max /h~~~~~
8 lD mp~~~~~~~~ D

m
S h I t ~~~~

4-m 1~~~
4 -m) (4.29)

0~ k~n 
k k n p

Proof Szegö [31, Equation 4.21.7] shows that

Cx ) = —~~(n + ~ + ~ + 1) ~ (u +m~ 8+m) (x) (4.30)

so that the functions (DmP0, D
mP1, 

. ..
, D~P~ } satisfy the

Nonnegativity Condition in L~~~[-l 1 +l ]1 where p(x)

= (l_X )~~~
m (l+X)~~

4-m , by Lemma 4.1, since a+m ~ ~+m > -l and

(a+m) 4- (~ +rn) + 1 ~ 0, for rr. = 1, 2 , 3, . .., and for all

- > -1. Apply Theorem 3.5 directly.

-- •-- •-- --

~

--

~

- - - .- - - - . •_ -- - - - - - -~~ - - - --~~~~~~~~~~~~~~~~~~~~~~
-

- 
---.~~--- -
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Theorem 4.4 Let a ~ 8 > -1 and a ~ 0. Then, for all

71 E P , ~~ 0,n n

< A(n+a+8+2)B II Tt ~~~~~~ p = 2, 3,... (4.31)n2p  n 2

where

l—~
_ _  ______i p
_ _ _

f_ _ _ _ _ _ _ _- 

~2 ( a  + 1)(a +

B = (1 + a) (1 — !) + 2 —

p p

and M is given by (4.16). Furthermore ,

N (n+ a+ 8+2 )~~~
3 J I ir i,~~~

8) (4.32)
2/~ (a+l)v ”~T~ 

n 2

and the exponent 3+a in (4.32) cannot be replaced by a

smaller number .

Proof We will use Corollary 3.14. From (4.17) and

(4.30), for k 2 1,

= 
k+a~~~ l h (a~ 8)P

(a+l 18~~
)(l)k k-i

— 
k (k+a+B+l) h~as8 )Q~~a)— 2(a+1)

( 4 . 3 3 )

so that

(a+l ,8+l ) 
— max h (a18 ) P , (a , 8 )~, (a+1,8+l)M -

OSk<n k k

_ _ _ _ _ _  

ct4N (n+a+ 8+ 1) ( 4 . 3 4 )
2 (ct+1)

— -  • .~-~~-.•- I-- --- - — 
•. •~~~~~~~f—. 

• 

- 

- •

— •.
~~~~~-
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from Le71una 4.2. Now, (4.33) implies also

~~ 
(a,8)

1~ 
(a±l,8+l) 

< 
M n a4

n 2(a +I) k~ 0

2)~~~~
M

2(a+1) (a+~i) 
( n+a+8 +

Next ,

‘;s’ ( a , 8 L  (ct+ 1,8+l)
I n

= ~ k

II _______— 
k+a+8+l

— 

2

n
— k+a+8+i k
— 

2 h~~~
1’84-

~~ 
k—ik=l k—i

~ (ct+l 18+l )’l (ct+l ,8+l)
k—i

n ~~~~~~ 1
2
~~

= f ~ k+cz+8+l k
2 h +1,8+1)j 

~k-i

n 
[k
+a+B+l 2 [(2k+a+8÷i)r(k+a+8+l)rk+l)

2 1 L 2~~
8
~~ F (k+a+1)F(k+8+l)L~~’ 1

(k+a+l) F (k+ 8+ 1) T
(2k+a+8+1)F(k+a+3+2)r (k)J (

I ~ k4 a+ 8+i  2 4k
= 

~ 2 J k+a+B+lj

•
i1I n

S ~ (k+a+ 8-s-1)2 ’7

- k=1
4-

-I — .•- 
~~~~~~~~~~ 1L - - - — - — •• — •~~ - - .  - - -
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3

< .-~~
- (n+a+$+2)7 (4.36)

Applying ( 4 . 3 4 ) — ( 4 . 3 6 )  in (3 .51)  proves ( 4 .3 1 ) .  To prove

(4.32), let be as in (4 .27 ). Then

t ’~ç~IL = 

~k~ O 
akhk Pk (z) some z E (—l ,+l]

(z) 
~~~~ 

1
(a ,8)J ~ r (a,8) k (k÷a+8+l)(k+a~ 7
2 

~[k= 0 L k 2 (a+l) ~
.. k J _ J

< 2 ( a + l ) n u1 2~~~~~~k~ O
+8+ 1)

~~~~~~

< M 
I T T  1

(a,$) (n+a+8+2)~~~
3

2 ( a + l )  n 2 ,/2a+6

which proves (4.32). That the exponent 3+a is best possible

can be proved in the same manner as the analogous result in

Theorem 4.2, by consider ation of the polynomial Tin 
given by

ak 
= h~~ ’

8
~P~~

’8
~~(l), k = 0 , 1,

in- (4.27). This completes the proof.

B. Gecenbauer (Ultraspherical) Polynomials

Even more can be said for the Gegenbauer , or Ultra-

spherical , polynomials. These polynomials are defined (see

Szegö [31 , p. 8 0 ] )  for v > —
~~~~, v ~ 0, by

~ ( v)  C x )  = 

F (v -f~~) r(n  + 2 \ )  (v— ~~, v—~ -) 
(x)  ( 4 . 3 7 )

F ( n + v +  7)

______________ --- ---•-— •-•- • -- - .- Ir ~~~~~~~~~~~~~~~ • - .~~~ -.•-- • -
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Vilenkin gives (3 3, p. 4913 the expansion

~ (‘~ (x )P~~~ C x) = ~ s(k,m,n;v)P~~~ Cx) (4.38)

where K = t i n - m I ,  ~n-m (  + 2 , . ..,  n+m- 2 , n+m}, 2r = n+m+k ,

and

(k v) k4-v r (r—n+v)F(r—m+v)F(r—k+v)r(k-1-l)r(r+2v)
S ,m ,n , — 

~~~~~ r ( r — n + l ) r ( r — m + i ) r ( r — k + l ) r 2 ( v ) r ( k + 2 v )
(4.39)

Also , szegö [31, Equations 4.10.27-8] states that Gegenbauer

proved that

, ., ( n / 2]  , .~

~~~Vi C x ) = 
~ 

a(k,n;
~~
,v)P

~~~ k
(x) (4.40)

k=0

where ~‘ > -i> 0 and

k . — 
(n—2k+p)F (~i)F (k+v—ii)F (n—k+v~ 4 41a( ,n,~~,) — k! F ( v ) F ( v - M ) F ( n - k + I J + 1)

Theref ore ,

a(k,n;L1 ,v) > 0, v > > 0 (4.42)

Lemma 4 . 5  Let v > 0. The Gegenbauer polynomials

{P~~~ ( x ) ,  P~~~ (x), . . . ,  P~~~ (x) } (4.43)

• s a t i s fy  the Nonnegativity Condition in every space ~~~~~~~~~~~

where p = 1, 2, . . . ,  and
1

2~~~~4 (x) = (1 — x ) , 0 < (4.44)

Proof The nonnegativity of the coeff ic ients  in ( 4 . 3 8 )

shows that (4.43) satisfies the Nonnegativity Condition in

where w (X) (1 - X
2 ) V for u > 0. The nonnega-

tivity of the coefficients in the expansion (4.40) completes

- -• - - -.-- — -. — - — —• --- —•—-.- - — —-.~~~~~~ —--~- - -- - ;-- • • —•
- -. • - - . - - - p — - - .
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the proof.

Note that the expansions (4.40) and (4.6) are quite

different in nature, so Lemma 4.5 gives new information,

except in the case ~i = v.

Define , for v > 0,

1
2\ )— 1 (n+v) r (n+l

~~~ = r ( v ) {2  
it F (n+2v) ~ 0 (4.45)

Then the functions {h ~P~~~~(x)}, k = 0, 1, . . .,  n form an

orthonormal set on (-i ,+1) with respect to (1 — x2)v~~

(see [31, Section 4.7]). Define

S~~~~(x) = ~ h~~~ P~~~
k=0 k k Cx) (4.46)

For all E P~ , we adopt the notation
1I~

C v )  
= f ~l ( 1_ x 2 ) ~~ C x )  dx ‘ 1 5 p < (4.47)n p  

[j l _ i

where v > 0. Note that (4.47) is a special case of (4.11).

Theorem 4.5 Let v > 0. Then, for all 0 
~ 

11n ~

lI -it
n 2 p 

~ max 1/hi 1P1
~~~5

(~.~~1 1 (ui ), p = 1, 2,..(4.48)n p
J -Tt 0~k~ nn 2

for all 0 < p s v.

Proof Use Theorem 3.5 in light of Lemma 4.5.

Corollary 4 . 6  For all 0 ~ it ( p , and for  0 < p s
n n

I (ii ) 
___________________________________lT n I 2 p  

~ /h~~~
C4-

~~~ ) I Is~~~ ”~~~ 
( 4 . 4 9 )

nC v )
n~ 2

- -_  - - -

- ~~~~~~~~- :~~~~~~~~~~~~~~~
- - 

- -
---

-
-- ---
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Proof With r = and S = 1 in Corollary 3.12, we have

(U) _________________________

(‘a) s ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ (4.50)

Szegö (31, Equation 7.33.1] gives, for v > 0 ,

max ~~~~ C x) = ~ ( v )  
(1) = (k+2v—l) k ~ 0 (4.51)

—l~x~+l

Therefore, considering (4.19),

= h((~
4-2v l’\ k > 0k k k \ k  1’ -

1

— 
r (v) [2 2 V l  (k -s-v) r (k + 2v )

— F C 2 v ) L ii F (k+l) .1

1

— 
F(v) 12

2v~~ k+v 
_ _ _ _ _ _ _ _— 

F(2v) L it k+2v r (k+l) J

< 
~~~~~~~~~~~~~~~~~~~ 

k = 0, 1, 2, ... (4.52)

This completes the proof.

We remark that Corollary 4.6 is not a special case of

Corollary 4 .3 .

From Szegö [31 , Equation 4 . 7 . 1 4] ,

DmP~
v) 

Cx ) = 2m (~))m
p
~
v
~
m) (x) (4.53)

so that from Lemma 4 .5 , the polynomials

{D
mP~

v) 
Cx ), D

mP~
v) (x), . . .,  DmP~~

J) Cx)

satisfy the Nonnegativity Condition in all spaces L~~~(-l~ +l]~

where ~ (t) = Ci - x2)~~, 0 < p s v-s-rn. Therefore , we have a

result which is much stronger than Theorem 4.3. 

.—- •--- - - - -— .-- - .---- - - -  --— - - 
~~~~__ ;~~~- - -

--- -
1.. — - - 

— - - -~~
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Theorem 4.6 Let p > 1 be an integer. Let v > 0.

Define the opera tors Dm on P ’ as in Theorem 4.3. Then, forn

all E 
~n’ 

tn ~ 0,

IIn 2D s max /h~~
),DmP~

v) 
• ~~~~~~~~~~ (4.54)

(v3 n p
lit II 0sk~nn 2

for all 0 < p 5 v-s-rn.

Proof Use Theorem 3.5 together with (4.53)

Theorem 4.7 Let v ~ ~~~~. Then for all it E P , it $ 0,n n ri

, 1 1 (v) < A(n+2v+l (it 1 2 
p = 2, 3, 4, ... (4 .55 )liT fl .12p

where
1

~ 8 /~ 1~
A = /~ {~;~J {~‘ 5)
B = (v4) (l— ~ ) + 2

4 and
_ 1 3

2~~ 
1

Cv + 7) exp ( l 2 ( l + 2 V ) )
( 4 . 5 6 )= 

r (v4)

1.
Furthermore ,

M
I’t fl l

~~ 
~ _ _ _ _ _ _ _ _ _ _  

V+ 2 ( v )  (4.57)
(2v-s-l ) 12v+S

where the constant M is given by setting a = 8 =v4 in (4.16),

and the exponent in (4.57) cannot be replaced by a

smaller number.

— - — • -•••—,—•- -.—-..— — — 
- — - ... _. ! r — .
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Proof We will use Corollary 3.14. We have

= max
OS k Sn

= max 2vh~~~~p~~~~~~ C l )
i5ksn

1

~2vF C -~) 
12

2u_l
(k÷v)F(k+l)]7/k÷2v\ I= max

l5k5n [ it F(k+2~ ) ~ k-i)]L
1

[2~ F (v) [2 2v~~i k Ck+ v) (k+2 v )  F (k+2u+1

1

= max F (2u+2) L~~ F (k )lSkSn L

= 
2 F (v+1) n2 Cn+v) C n + 2 v ) F ( n + 2 v ÷ l ) 1 2 

(4.58)
~~ F (2v+2) 

[ F(n+l)

From (4.22), we get

______________ 
1

_ _ _ _ _ _ _ _  

2u4 2v exP C 1 2( 1~~2 ) )~ ~ ~ 1 ( 4 . 5 9 )F(n+2v+l) 
< ( l + 2 v )I’ (n-s-i)

and so

v+2 -M~
”
~ < Q (n+2v) (4.60)

where , in simplifying Q, we have used the dup lication formula

for the Gamma function [1, Equation 6.1. 18]

F (2z) = (271) 2 2 2 (z)F(z +

Now , (4.58) and (4.59) show that

+1) 
~

1 (v)
= 2v 1) ~ h~~~ P~~ 1 !~k=1

= 2v ~ h P ~~’~~
1
~ ( 1)

k=1

n
< Q ~ (k +2v )~~

4 -2
k= 1

< ~~ -~in -4 .2v + 1) ’
~~

3 (4.61 )

- r~~~
- - -  - ________ 

£~~
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Finally , recalling the expansion (4.40), we have

n
= 2v1~ ~ h Cv) p (v+l)I (v)

k k—i 1 2‘ k = l

= 2~ ~ ~~~~ ~~ 
(k—2t.fv_l)P

~~~ t 1~~
’
~2‘ k=l t=0

= 211 
~ ( ~ ~~~~~~~~~~~~~~~~~~~~~~~1 s=1~-k— 2t=s 

k J s—l(,2

r~ 
_ _ _ _
s+v— l_______________________________________________= 2! 

~ ( v)  k-~ 
h

~1i~~ 
(4.62) 4

[s =4 h5 1 t= S

What is needed is an estimate for the inner sum of (4. 62)

over k— 2t = s, for each fixed s ~ 1. Let N = [!~!].

N
h~

’
~ < 

~ h~”~k-2t=s k 
~=o s+2t

= 
2 2 F ( v )  ~ 1[( s + 2 t + v )F ( s+ 2 t + i )  

1

(s+2t+2 )
t=0

1

= 
2 2 F ( v )  N r s+2t ... s+1 (s+l )

t~ ot
2t+2v_1 s+2v F (s+2v) (s+2t+v)~~

U—
1 1 1

2 7F (v) 1 F(s+l~~
7 

~ (s+2t+v)
7

t=o
1 1 3

7
= 

2 ( v )  f I’(s+l) 
~ (s-s-n+v+1) (4. 63)3r ~LF(s+2v)J

Since

(s+v—1~
2 ir(s+v—1)F (s+2v—l)

I = 
2v—l 2

s—i ~ 
2 1’ (v)F(s)

it F(s+2v) (4.64)
~~V—1~,2 (v) F (s)
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(4.63) and (4.64) in (4.62) imply

2 n
4 1 it F (s+2v) ~ f2

2V_l
F2 (v)r(s÷l)(v) 1 ( v) ~ L 

~ 
2v-l 2 Cv) F (s)~ ~ 

it F (s+2v)s=l 2 F

(s-s-n+v+l) 3}

n
<~~~ 1

— L (s+n+v+1) 4

s=1

< ‘~

so that

5
~~~ < + + i]7 (4.65)n

Finally,  using (4.60), (4.61), and (4.65) in (3.51) con-

cludes the proof of (4.55). A ptoof of (4.57) is unneces-

sary since the supremum norm is independent of v and (4.32)

holds for a = = v-~~. This completes the proof.

Theorem 4.7 and Theorem 4.4 give an interesting com-

parison. We have

(v+i) , Cv ) 1
~ v ~ ~~~~ ~ ~ 

1 (4.66)

2 v+l4 
= ( l—x 2 ) ’~~~ (i -x 2 ) ’~~~ providedsince 0 < ( 1—x

1v ~ ~~~~. Now, def ining for v 
~

t ( ~t ’ (v+l)

= 
f l p

0~ it~~E P ~ [ ( i t ~~i (~~~ 
~~~

, 
~~ ~ 1 (4.67)max

and

I (it 
( v )

= 
- n pmax

0~ 1r EP~~~ Tl (I~~~ J 
p ~ 1 (4.68)

_ _ _ _ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~ - - - _ _ _ _ _ _ _
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we see tha t (4.66) implies that

s v~~~~, v ~ ~~
, p ~ 1 (4.69)n ,p n ,p

But much more than (4.69) can be said. Theorem 4 . 4  gives

2+(v-s-1)(l 1 1
- 

~~~~~~~~~~~~~~ 1U~
”
~ < A (n+2v+1) 2

n,2p 1 ~~~~~~~~ 0, p = 2,3,4,...

while Theorem 4.7 gives

2+ (v+~ ) (1 1
< A (n+2v+i) p v >~~~~~

, n~ 0, p =2 ,3,4,...n,2p 2 ‘ -7

where the constants A1 and A2 can be taken independent of

both n and p.

C. Laguerre Polynomials

Let L~~~ Cx) be the n-th degree generalized Laguerre

polynomial , a > -1, as defined by Szeg~$ (31, Chapter VI.

These polynomials satisfy the orthogonality relation

J L~~~ (X)L~~~ (x)x
ae

_x 
dx = 

6n,m (4.70)
0 n m (a)1 2{g~

where 1

g (a)  
= ~F l +a)(n~~)~ (4.71)

Let

n k (a) (a)
5

(a )  
= ~ (-1) ~~ Lk (x) (4.72)n k=0

Define the norms, for ~~ ‘
1

( a )  
— 
[ ~~ I 

71n ) I Pxa e~ x dx
j 

~ ? 
1 (4.73)

“~ n~
I p -

n nNote that = ~ for all nonconstant it E P . Also ,

—

~~~~~----- --. - Th— -:------ ~~~~~~~~~~~~~~~~~~~~
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the notation (4.72) and (4.73) should not be confused with

earlier (identical) notation for the Gegenbauer polynomials.

Szegö [31, Problem 94] states that

(_ 1) ~~~~ffl ~~~ J ~~~~ CX )L~
a) (x)L~~~ (x)x

ae
_x
dx ~ 0 (4.74)

for all k,m ,n = 0 , 1 Since the expansion

fl+m
(_1) n~~~~ a) (X)L

(a )  (x )  = ~ C(k,m,n;a) (_l) kL~~~ (x)m

(4.75)

cer tainly exists , it is easy to see that (4.74) implies

C(k,m ,n;a) ~ 0 (4.76)

f or all k ,m ,n 0 , 1 Watson [34]  gives an explicit

expression involving a hypergeometric function, but a sim-

ple form seems unavailable . Even for a = 0, the formula for

the coefficients seems rather complic ated (see Gillis and

Weiss [39] )

Szegö [31 , Equation 5.1.14] g ives

~~ [ — u ~ L~~ ( x) i  = (— 1) ~~~
1L~~~~

4-
~ ( 4 . 7 7 )

and Bailey [5) a t t r ibutes to Erdelyi the relation

m n (a+m ) F ( l+ a+m +n )  m (m ) k (n+k ) !
x (-1) Ln Cx )  = 

n! k=O k!F(i-s-a -fn+k)

(_l)~~~
kL~~ ((x) (4.78)

It is a simple matter to see that the appropriate Non-

negativity Conditions are satisfied in order to prove the

next resu l t .
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Theorem 4. 8 Let p ~ 1 be an integer . Let a > -1.

Then the equations (4.70)—C4.78) imply that for all -it E Pn n
t n ,’ 0 ,

lI -it 11 (a) 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

_______  
(a)  (a)n 2~ ~~~~~ g (a)11L

(a)
S !!p ( 4 . 7 9 )(a) — 

O5k~ i~‘In 2

li ii’ (a+l) _____________________________________________
n ’ 2 p S / max g (a)

11
L , ( a ) S , ( a )  (a+l)  (4 . 8 0 )

I -Ti 1 (a) 
l~k5n 

k n lip
n 2

n s / max ~~~~~~~~~~~~~~~ 1
(a+2p) (4.81)

iIxit ’ II~~~ 
—___________________

lit ( (~ OSk Sn k n
n 2

Proof Use Theorem 3.5.

Further information seems difficult to extract from

Theorem 4.8 primarily because the polynomials are not essen-

tially bounded wi th respect to xae~~c , so that Corollaries

3.7 and 3.14, as well as Theorems 3.3 and 3.6 , are not

applicable . Since estimates for the higher norms of ~~~~ (x)

do not seem to be available , the utility of Theorem 4.8

seems limited .

Turán [32] proves that for n ~ 1

~~ 
-
~i ’ (  

(0) ~
) n 2  I 1 

-

( 4 . 8 2 )
(0)~ 

= 

2 sin ( ~ 2~nI.~~hm n~ 2 4n+

where the norms in (4.82) are , of course , given by (4.73)

and the maximum in (4.82) is attained only for nonzero con-

stant multiples of

-

~ 

- - —  - - - - — --- - -- •-- --.-- ---- ---- - ~~ 
~~~~~~~~~~~~~~~~~~ — _,
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Tt
n

(X )  = 

~ 
sin(2~~ 1)L~

0
~ Cx)

We know of no other results related to (4.79) through (4.81).

D. Hermite Polynomials

Let H~~(x) be the n-th degree Hermite polynomial, as

defined by Szegö [31, Chapter VI . The Hermite polynomials

sati s fy  the or thogonality relation

2 6
e~~ H (x)H (x)dx = 

n,m (4.83)n m 
~h }

where
1

h = ( /~ 2~ n !}  2 (4.84)

Let

n
S ( x )  = 

~ h kHk (x )  ( 4 . 8 5 )
k=0

Lebedev [2 1 , p. 96] g ives the expansion

min~ n ,m) kH (x)H (x) = 2 k!(~)(~)H + 2 k (x) (4.86)

and from Szegö (31 , Equation 5.5.10],

~~ H .(x )  = 2nH 1 Cx) (4.87)

De f ine  for  all E

I i t~~I ( p = ~J e~~~~
j i t n (x )  ~ dxv, p ~ 1 (4.88)

Theorem 4.9 Let p ~ 1 be an integer. Then , for  al l

_lT
n 
( P ,  ~ 0,

- _____-- - - - - -- --- - . - - - - -- ~~~~~-- —-- 
- - --- - -- . . —  -
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Il -TI II __________n 2 p  
5 max Vh~JFH1 S II (4.89)

Il um
nlI 2 05k~n 

,~.. n p

I n  ‘
-Ti
n 2p s max I2khkjjHk l S I  (4.90)II n 112 15k5n

where the norms are defined by ( 4 . 8 8 ) .

Proof The appropriate Nonnegativity Conditions are

satisfied because of (4.86) a4nd (4.87). Use Theorems 3.2

and 3.5.

The remarks concerning the limited utility of Theorem

4.8 apply here as well.

The only bound in the literature related to (4.89)

or (4.90) seeris to be one mentioned by Turan (32], who states

that E. Schmidt [35] proves that

f II it ’ II 1
max n 2~ = (4.91)

0~ -ir (P II Trn II 2Jn f l .

where the norms are , of course , qiven by (4.88). The max-

imum (4.91) is attair~d only f or nonzero constant mul tiples

of Hn (x)•

E. Remarks

In conclusion, there are two results  of a general

nature which can be useful in guaranteeing that the Non—

negativity Condition is satisfied . Let p0(x), p1Cx ), .- .,

be any sequence of orthogonal polynomials normalized so

that p~~(x) = x~ + .. .  . Askey (3] proves tha t if

‘ ~~~ i~ii~~~~~~~ ~~~~~ ~~~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -



118

p1(x)p~~(x) = p~~ 1(x) + a~p~~(x) + bnpn_i (x) (4.92)

holds for n = 1, 2, . . . ,  and if an ~ 0, b~ > 0, and a
~ +1

~ a~ , b
~+1 

? b , then

n-fm
= AkPk(X), Ak ~ 0 (4.93)

k= J n-rn

holds for all n ,m = 0, 1 Askey applies this result

successfully to Laguerre, Her-mite, Charlier , and Meixuer

polynomials.

In another direction , let w (x) be a positive function

on (0,~~) such that f ~ x’w (x)dx exists for n 0, 1 

Let tPn (x)
} be the orthonormal polynomials with respect to

w(x) standardized by ~~ (O) > 0. This can be done since all

the zeros of p~~Cx) are interior to [0,~~). Let (x) } be

the polynomials orthonormal with respect to X
a
W(X) and

standardized by p~~~ (0) > 0, where a ~ 1 is a fixed integer.

Then Askey [4] shows that

~~~(a )  Cx )  
k~ 0 

akpk ( x ) ,  ak > 0 (4.94)

for all n =  0, 1 Askey conjectures that (4.94) holds

for any a > 0.

- - 
- -- - -



Chapter V

REPRESENTATION THEOREM

A. Permutable Operators on

In previous chapters , we have def ined the operators

in Lemma 2 .1, M~
1
~ in equation (2.73), ~~~~ in Lemma

3 .2 , and ~~~~ in Lemma 3.9. In this chapter, algebraic

properties common to all these operators are studied and

a Representation Theorem is proved (Theorem 5.8).

Let F be either ~ or C. Let V be the vector space

= F’1 equipped with the inner product

-TCX ,Y ) v = y X , X 1~ E V (5..l)

The earlier def in i t ion  of F = ~~ in (2 .15 )  is slightly

altered in that the common index set {0, 1, 2, . . . ,  n} is ,

in this chapter , replaced by (1, 2, . . . ,  n}. Therefore , F

has n~ elements. Lexicographic ordering is still def ined

here by ( 2 . 1 6 )  . Let (e 1, . . .,  e,.} be the usual basis for V;

that is, ek h’s all zero components except the k-th component

which is 1. Define the Kronecker product

p 
~~~ea = e a ®~~~

.. ~~ e1~ ( X F  = F
1 p

to be tha t vector wi th all zero components except the

a (a1, . . .,  cz~ ) E F component which is 1. Let Xk
= <x~~, . . . ,  x~~~ ( V, k = 1, . .. ,  p. Define their Kronecker

produc t

119
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~
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— - _ _ _ _ _ _ _ _ _



120

npx1 ® ”~~ ® x  E F

by 

• • •  0 x = (x~ 
...x

~ )e~ (5.2)p cx = (a 1~ ...~ a~ ) ( I ’  1 p

Define

= Span {e® : a E F } (5.3)a fl ,p

Any element of 0~V of the for m (5.2) is said to be decom-

posable. Any element of ®Pv which cannot be written in the
form (5.2) for some vectors x1, . ..,  x~ in V is indecomposa-

bie. If u ( 0~V and v E ®~V , define the inner product by

-T(u,v) = v u (5.4)

It is not hard to see that if u =  x1 ® 0 x and

v = y1 0 
. . •  0 yr,, then

Cu ,v) = (X
1~Y1

)v (x sY~
)
~

-T
~ YkXk (5.5)

k=l

Let S~, be the group of permutations on the integers

{l , 2, . . . ,  p). For each a E 5 ,  def ine the permutation

operator P(a) on 0~V via

P(a)x 0 .-- 0 x x 0 0 x (5.6)
1 p a~~~(l)

for all decomposab le elements x1 ~~~ ~ x in ®~V . Since

the basis elements (e~ : a E F) of are decomposable ,

P (a) can be linearly extended to all 0~V. That this exten-

sion of (5.6) yields a unique and well defined linear operator

_ _ _  _ _ _ _ _ _ _ _ _  —.——- ;.- - - -
-

________ ~~ .—
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on 0~V is proved by Marcus ( 23, Chapter 1]. Thus, for all

~ E S , P(a) E ~
‘(® ~V), the space of all linear opera tors on

0~V.

Let T E .! CV) , the space of linear operators on V.

Then def ine 0~T K ~~(®~V) via

xl ® 
...  ® x~ = (Tx

1) 0 ® (Tx~ ) E ®~V (5.7)

for all decomposable elements in o~v. Since {e~ : a K F)

are decomposable , 0~T can be linearly extended to all 0
EV.

That this extension yields an unambiguous operator on all

0~V is shown by Marcus [23 , Chapter 2 1 .  Let the matr ix of

T with respect to {e1, - . .,  e }  be (at . ]  and let the matrix

of 0~T with respect to (e1~, a E U be (Aa 8 1 • Then Marcus

shows that

p
A = II a (5.8)

4 a , 8  k=1 ctk , 8 k

for all a = (a 1, . . .,  ci
v
) E F , ~ = (B l~ 

. . .,  8~ ) K F. Note

that (5.8) merely states that the matrix of the Kronecker

produc t opera tor ~~T is just the Kronecker product of the

matrix of T wi th itself p t imes. (For a def in i t ion  of

Kronecker product of matrices, see Chapter II.)

-Marcus [23, p. 245) defines B E Z(0~V) to be a bisym-

metric opera tor if and only if

BP (a) = P(c)B, VIJ ( S~ (5.9)

Let denote the totality of all bisyinmetric operators on.

®~V. The matrix of B E is denoted

- -
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B = [ba 8 ]s a,8 ~ F (5.10)

Marcus (23, Theorem 2.6] proves that B K S
~ 

if and only if ,

for every a E S~ ,

ba 8  = baa 8a ’ cz,8 E F (5.11)

where ac and Ba are defined by

aa = (a 11 ...~~ct~ ) a  = (a (1)l
...l ct0(~~)

) E 1’

(5.12)
Ba = ~~~~~~~~~~~~~ = 

~~~~~~~~~~~~~~~~~ 
E F

A much deeper result is

Theorem 5.1 A linear operator B on ~~~ is bisyrnmetric

if and only if B is a linear combination of Kronecker product

operators 0~T, T E 2’(V) . I~ other words,

= Span (&~T : T K ~~CV) } (5.13)

Furthermore , in (5.13), T can be taken to be nonsingular.

Proof See Marcus [2 3, Theorem 2 .7]  and the remark s on

page 249].

Up to~ now , we have presented only known results. We

will now define and study an apparently new subspace of the

bisymrnetric operators We define an operator L K ~r(0~V)

to be a permutable operator if and only if

LP(c) = P(a)L = L, Va E S (5.14)

Let be the space of all permu table opera tors on

- - ______  - —~~~~~ —-—~~~~~~~~~~~~~ - — - - -  — —
~~~ —~~~ - - 

~~~~~~~~~~~
—

~~~
—-

-4-. - - c—
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Theorem 5.2 The syminetrizer S on €?v is an element

of Ep

Proof The symmetrizer S K ~
‘(o~V) is defined by (see

Marcus [23, Theorem 2.6])

S = 
~~~~~

- 

~ P(y) (5.15)
YES~

Let a ( S - Then

SP(a) = ~ P ( Y ) J P ( a )
- YES~

= —~~. 

~ P(ya) (5.16)
~~ y ( 5

where the last equa tion follows from Marcus [23 , p. 7 2 ] .

Since , for f ixed a E S , {ya : y € s~
} = Sr,, we see from

(5.16) that

SP(o) = S

Similarly , P(a)S = S and this concludes the proof.

The next theorem is the analog of equation (5.11).

Theorem 5.3 A linear operator L on ~~~ is permutable

if and only if , for every a ,y  ( S~~,

aa ,B = aa a 8 y, cz ,B  ( F (5.17)

where (a a ,8 1 is the matrix of L with respect to the basis

{e~~, a E F ) .

_ _ _ _ _  - -

_ _ _ _ _ _ _ _  - - -~~~~~ - - - - -
—--- 

- - - 
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Proof We have

0Le
B 

= 

~ 
ac~ B

ea (5.18)
ci EF

so that

P(a)Le = 

c&EF 
aa 8 1P ( a ) e ~J

V 0
— 1. a

~ B 
e —laEF ‘

= 

aEF 
aa a B  e~ (5.19)

Similarly, (5.18) gives

LP(y)e~ = L e® -lBy

= a —l e0 ( 5 . 2 0 )
Ct EF a ,B y  a

Since LP(y) = L = P(a)L, equating (5.19) and (5.20) gives,

for all a , y K 5 ,

a
~G 8  

= 

a B y 1 ci ,8 K F (5.21)

In (5.21) replace 8 by By to get

aa B

and this completes the proof.

Marcus ( 23, p. 132] defines the completely symmetric

space to be the range of the synunetrizer S defined by

(5.15) and shows that

dim ~7(p) = 
(n+p_l~ (5.22)\ P /

- - - - --- _—

~~~~~~~~

--- - 
- - -  - - - -~~~~~

.~~~ — I-. - - - — —
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Furthermore , S is idempotent; tha t is , S2 = S. Therefore,

u E Range (S) = ~~~~ if and only if Su = u , if and only if

P(a)u = u for all a K S~~. This last statement follows from

the fact that P(a)S = S for all a K S~~. The next result

was pointed out to the author by Herbert Robinson in a pri-

vate conversation.

Theorem 5.4 L E ,Z(€FV) is a permutable operator if

and only if

L ( N u l l ( S ) )  = tO) (5.23)

and

LCRange (S)) C V~~~ (5.24)

Proof First, Let L be permutable . Let u E sPy. Then

S CLu) = 

~
j- ~ CP(a)L)u

aES~

= - ~-(~ L \up! 
~aES~ I

= Lu

and so Lu E Range(s) = V~~~ which proves (5.24). Let

U K Null (S). Then Lu = (L S ) u  = L ( S u)  = 0 which proves

(5..23). Conversely, suppose (5.23) and (5.24) hold . Let

w K ®~V . Since S is hermitian , there exists u € Range( s)

= V~~~ and v E Null (S) such tha t ~i = u + v. Then for all

a K S~~, P ( c i ) u  = u and P(a)v K Null (S), since SPCa )v

= P(a) (Sv) = 0. Now

L P ( a ) t ~ = L(P(a)u) + L(P(cr)v)

= L u + O

= L(u + v)

=

- -— ——— - - -~~~--- — —  —- - -~ - - — ___. — 

— 
~~~~~~~~~~~~~~~~~~ -
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Similarly , since Lu E V~~~ by (5.24),

P(a)Lw = P(a) (Lu) + p (a) (Lv)

= Lu + P(a) (0)

= Lu

= L C u  4- v)

= Lw

Hence L = P(a)L = LP (a) and so L is permutable.

Corollary 5.1 L K implies that the rank of L is

less than or equa l to

(n+P_ i)

Proof Range CL) C and dim V~~~ is (~~~
_1)

Corollary 5.2 If T K !(V) is nonsinguiar , p ? 2 and

n ? 2, then 0~T ~ E .

Proof Marcus [23 , p. 54-63] shows that

rank [0~T] = (rank T)~ = n~

Since

> (n-~-P-.l), for p ~ 2 and n ? 2

the rank of ®~T is too large to allow &‘T E E~ .

Corollary 5.3 For p ~ 1,

E = {MS~M K 2’(V~~~ ) } (5.25)

Proof Let M K ~~~~~~~~ Since MS(Null(S)) (0) and

MS (Range(S)) = M(V~~
’ ) c V~~~ , we have , by Theorem 5.4,

_  _  _ _
- -



127

E D {NS I M K

Now , to prove the reverse inclusion , let L E E . Then

SL = LS = L, so that Lw = LSw for all w K 0EV. Since s is

the projection of 0~V onto V~~~~, we can always write

Lw MSw K

where M is the restr iction of L to ~~~~~ Thus , M .E ~t(V
CP)).

This concludes the proof.

The significance of this last corollary is twofold.

First, it shows tha t the permutable opera tors are essen-

tially general linear operators on ~~(~~~ • Second , because

of this general nature, not much can be said about the

eigenstructure of permutable operators. Despite this ,

however , we do have the following theorem.

Theorem 5.5 If L is a hermit ian permutable operator

on 0EV , then L has at most n (= dim V) decomposable orthog-

onal eigenvectors in ®~V with nonzero eigenvalues.

Proof Let u = x ~ ~ x~ ~ 0 be such that Lu = Xu ,

A. ~ 0. We cla im tha t uk = xk ® ® X
k 

satisfies

Luk = XU k~ k = 1, . ..,  p (5.26)

Since Range CL ) C ~~~~~~ x1 ® ~~~ ® x~ E V~~
’ , so that for

all a K S~ ,

x 1 ~ . x~ = P(cy 1)x1 ~ 
. -

~~~ ® X~

= X ( 1) ® ® X ( )  

- -
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Marcus (23, Theorem 2.3] implies that

X
k 

= ckx (k )~ 
k = 1, ..., p (5.27)

with
p
f l c k~~~~Ok=l

Clearly (5.27) implies

Uk 
= X

k 
0 = Ck X

1

k = 1, ..., p (5.28)

for some 6k ~ 0. From (5.28) follows (5.26). Now, let

V = . . .  e y ~ 0 be such that Lv = iW, A ~ 0. As

before , we have

Vk yk O ”~ 
OY k CkYl O ”  0y~ , Ck~~~

O

and

Lvk = AVk, k = 1, . . .,  p

Since L is hermitian , u and v may be taken orthogonal;

that  is , with C =

0 = (u,v) = C ( x 1 ~ 
. ~ x1, y ® . . .  0 y1)

p
= C  II (x ,y )

= c { (x 1,y 1)~~}~

so tha t x1 j y1 in V. Therefore, any set of decomposab le

eigenvectors of L are such that the “ f i rs t” vectors in any

Kronecker product representation of these eigenvectors are

pairwise orthogonal. Since dim V = n, there can be at most

~~~~~~~~~~~~~~~~~~~~~~~~~ ~ TI 
‘

~~
-- - -—--

~~~~~
--
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n such eigenvectors which do not map to 0 under Lq This

completes the proof.

There exist “natural” candidates for the decomposable

eigenvectors for a hermitian permutable operator L on O~V.

Let

- 
(x 0 0 x , Lx 0 • - -  0 x)

n - (x 0 . . .  0 x , x ~ ~ x)

Clearly,  A.’ is well defined . Let x~ E V be any vector for

which the maximum is attained . Let

= max (x 0 0 x,Lx ® .. ® x)
xEV (x 0 0 x , x ~ . . .  ® x)
xJ-xn

and let x~ _1 K V be any vector for which this maximum is

attained . Continuing in this fashion , one generates the

sequence of real numbers

and the sequence Xk ® ® Xk K ~~V, k = 1, - . . ,  n. Are

the elements Xk 0 0 Xk the decomposable eigenvector s

of L wi th  corresponding eigenvalues The answer is no ,

since L need not have any decomposable eigenvectors. On

the other hand , we conjecture that if A. is an eigenvalue of

L with a corresponding decomposable eigenvector , then

A. E {Aj ,  A~~, - . . , A~’,}.

Since a permutable operator L E ~L
’(o~V) is also bisyrn-

metrie , L has the representation of Theorem 5.1. Specifi-

cally , there exists a smallest integer N ~ 1, and constants

-- - - - --— ---- - -  - -~~ - -
__________
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c1, . . .,  CN in F, and linear opera tors A1, . . .,  AN in~~~CV )

such that

N
L =  ~ c A1 0 • • • OA  (5.29)

k=l k __ 
_ _ _ _ _

p factors

where det Ak = ±1, k = 1, . . ,  N.

What more can be said of the matrices A1, . .. ,  AN
(5.29)? One question is whether or not the matrices A1,

- ,  AN in (5.29) are necessarily hermitian if L is hermi-

t ian.  The example

ri 0 0 ~
L =  1 1 0  = A 1 -~~A1 

+~~~ A2~~~ A 2 -~~~ A3~~~A 30 1 1 0

0 0 0 1

where

Ai = [b 01 , A2 [°~~~~, A 3 = [ 011
Lo ij [1 ~ L—l oJ

gives the answer, since A 3 is not hermitian , provided only

tha t N = 3 is the smallest number of ma trices possible in

this case. The proof that two matrices do not suffice

is quite easy. However , we do not know that the

representation ( 5 . 2 9 )  is, in any sense , unique . Therefore ,

it is still conceivable that ther e ex ist for this example

three matrices which are hermitian and represent L.

— .- _a-___-- — ----- - —--- - --— —-—_ - -_-- -____ -_. -- --- — a- - -  - - - - -  - - - —-- --- 
-
-—— - —
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Theorem 5.6 Let L be a permutable operator on

where p = n = dim V ~ 2 .  Then any representation of L in

the form ( 5 . 2 9 )  has the property

N
c det Ak = O

Proof Let [a~~~~] be the n x n matrix of Ak, k = 1,

. , N. Throughout this proof, let a = ( a 1, . . .,  a~ ) E I’

and B = (8,~, ..., B )  K F. Since the n~ x n~
’ matrix of

Ak 0 O A k is, from (5.8),

l i l a
Lt=l a~

iB t a,B K F

we have the matr ix  of L given by

r N  p
I ~ c I i a (k)
[k=l k t=i atiB t a,8 E 1’

By Theorem 5.3 , for all a, y E

N ~ (k) N 
~ (k)

k~ l 
C

k 
1 1 a

8 
= 

k~ l~~~ t~ l
aay t ,B c t

so that

c ~ a (k )  
- ~~ a~~~ = 0 (5.30)

k=l k t=l at,Bt t=l

Since p = n, we can put a1 
= 1, a2 

= 2 , . . . ,  a~ = n , and

for y ( 1)  = 1, ..., y (p) = n, (5.30) becomes

~ ck ~ a~
3
~ - ~~ ~~~~ = 0 (5.31)

k—i. t=1 ‘ t t=1 ‘ a(t)

~~-
- ~-~~~~~ ---- 

- - ~— -4
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Let a be any odd permutation in 3~~. Now , whenever the

p—tuple (B 1I...~~8~~) is an even permutation of the f i r st 
~

integers , 
~
8a(l)’~~ ~

Bo (p)) is an odd permutation. There-

fore, summing (5.31) over all those coordinates 
~~~~~~~~~~~~ - ~~~~

which are even permutations of the first p integers ,

N f P D

~ 
Ck ~ II - it ~~~~k=l B even t=l ‘ t t=l ‘ a(t)

N
= 

~ Ck det Ak ( 5 . 3 2 )
k=l

where ( 5 . 3 2 )  follows by defini t ion of the determinant of Ak

and the fa ct that as B runs over all even permutations , Ba

must run over all odd permu tation s . Thi s conc ludes the

proof.

Theorem 5 .6  can be extended to the case 1 < p ~ n.

Theorem 5.7 Let L be a permutable operator on

where ~ c p ~ n = dim V. Then any representation of L in

the form ( 5 . 2 9 )  has the property

• ~ Ck det ~~~~ = 0 (5.33)
k l  -

where the matrices A]~
P), . . .,  A4~~ are any p x o submatrices

of A1, . .. ,  AN~ 
respective ly, formed by elimination of the

same n - p rows and n - o columns from each of the matrices

A1, . . .,  AN .

Proof Let r1, . . . ,  r~ and s1, . .. ,  s~ be the row and

column indices, respectively ,  re tained in the construc tion

— -  - - - - .  - - ~~~~~~~~~~~~~~~~~~~ - - -
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of a particular set of A~~~~, .. . ,  ~~~~~ Equation ( 5 . 3 0 )  is

still valid.  Specialize ( 5 . 3 0 )  by taking a1 = r1, . . . ,

= r~ and y ( l )  = 1, . . . ,  y (p) = p, so that (5 .30 )  becomes

N ~ ‘k’
~ 

Ck II a ’ 
B 

— II a ’ B = 0 (5.34)
k=l t=i r~ , ~ t=l rt, a(t)

Now let a be any odd permutation in S~~. Whenever the p—tuple

(8 1, - . . ,  B~ ) is an even permutation of the f i r s t  p integers,

($~y ( ~~)~~ . . .
~~~ 

B~~ p~ ) must be an odd permutation of the f i r s t

p integers. Therefore, summing (5.34) over those coordi-

nates (81, . . .,  8~ ) which are even permutations yields (5.33)

and completes the proof.

B. The Representation Theorem for L2~ Norms

The algebraic properties of the preceding section yield

a representation theorem for L2~ norms . The representation

is given here in the context of Chapter III , but it is

easily generalized to arbi trary finite dimensional spaces

of measurable funct ions on which an L norm can be defined .

Theorem 5.8 (Representation Theorem) Let w C t )  be a

Lebesgue measurable funct ion  defined on the real interval

(a , b ) ,  -
~~~ ~ a < b ~ ~~~~, such that

0 < J w(t)dt <
a

Let be a real subspace of L~~~[a~ b]~ for  some integer

p > 1, and let {h 0, h 1, . . - ,  ~~~ be a basis for 
~n

• Then

there exists an integer N ~ 1, and nonzero real constan ts

_ _ _ _ _ _ _  - -a-— a 
~~~~~~~~~~~~~~~ -

_ _ _ _ _   _ _ _ _ _ _ _
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c1, • . .,  c~ , and (n+1) X (n+l) real matrices A1, . .. ,  AN
sat isfying

det Ak = ±1, k = 1, . ..,  N (5.35)

such that, for all ir (t) = a0h0(t) + a1h1(t) +

+ a h ( t )  ~

1
I T Tc1(x A1xJ + . . .  + CN IIX ANxJ (5.36)

where x = < a0 a1 • - • an >T E ff~n+l and the norm in ( 5 . 3 6 )  is

given L
~
y ( 3 . 2 ) .  Furthermore , if 1 < p ~ n+l, then

N

~ 
Ck det ~~~~ = 0

k=1

where ~~~~~ . . . ,  A~ P~ are any p x p submatrices of A1, . . .,

AN 1 respectively, formed by elimination of the same n-p+ 1

rows and n—p+l columns from each of the matrices A1, . .. ,

AN.

Proof First , we show that the operator L on
n+l -V = IR , defined via the matrix

[(hBi
•••h

Bp
t ha1

•
~~
•hap

)
w]a 8 E F

is a permutable operator . Let a E ~~ and y E Si,. Since

(h 8 •~~•h ,h “ h  = (h ...h ,h “~ h
1 B.~, a1 a~ 8a(l) 80(p) ciy (1) ciy (p) W

Theorem 5.3 shows that L is permutable . From Theorem 5.1

and the representation ( 5 . 2 9 )  and equation ( 3 . 1 2 ) ,

-- — - ---~~~~~~~~~~ - . - _ _ _ _•1 — S -  — - -- - _ _ _

_ _ _ _ _ _ _ _ _ _ _ _  -~~~~ - -~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ - --—~~~- -~~~-~~-- - -- -  - - - _ _ _ _ _ _ _
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= (x ® ® X)
T 

(L x 0 ~~~ O x )

N
= (x~~~~~ -~ O x )  { ~ 

ck Ak ® O A kk=l

.

N T
= 

~ 
ck (x ® . . . ® x )

k=l

{(A k x ) 0 0 (Ak x ) )

N
= 

~~ 
ck ( x A kx) .. .  (x TAk x)

k= 1

T p
= 

~ C~~(X Ak x)
k=l

Using Theorem 5.7 completes the proof .

Remark Theorem 5.8 is stated for the real case , but

it could just  as easily have been stated for the complex

case instead .

H Theorem 5.8 raises an interesting question . Do there

exist representations of the form C 5 . 3 6 )  sa t i s fy ing ( 5 . 3 5 )

but not (5.37)? The operator L defined in the proof of

Theorem 5.8 g ives rise to a representation (5.36) which

necessarily must satisfy (5.37). So the question may be

recast in the following manner .  Does a representation

( 5 . 3 6 )  necessarily lead to a representation of the operator

L? The answer is no. Let x = <a b> T K Then

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
~~~_
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~J ( a + bt)4dtJ~~ = {x ® x T L x 0 x }~

where

1 1/2 1/2 1/3
1/2 1/ 3 1/3 1/4

L = 
1/2 1/3 1/3 1/4
1/3 1/4 1/4 1/5

(We note that L resembles the Hu bert matrix.) Clearly L

is permutable , and a computation shows that

L x®x = 

k~ l
k k

where

1 1 31 87
— ~~ , - 

~~~ 
- 

~~~~~~~
, _4

~5’ 
-

r—l i~1 ri ii ro ii Ii i~1 1—0 11
A1,...,A5 

= I I I~ I I ’ I I ’ I
L 1 1 Li —1] Li 1] Li 0] Li 0

Since

k~ l
k k 2 4 0

we know that, by Theorem 5.6,

5

~ 
c~~A1, ® A

k—i

It would be interesting to know what the correct (i.e.,

smallest) value of N is here. By direct example , it can be

shown that N ~ 7, but whether or not 7 ma trices are required

is an open question .

- ------ - - — ——a- - -- - - - — .~ — — - - -  — 3 - —
— ----- — — ——— ——
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Do there exist L K ~Z(~~~V) such that

(x 1 o ® x~ , L x1 ® o x~ ) > 0 (5.38)

for all x1 ~~~ 
- - .  ® x~ K ~PV and yet L is not positive

definite on 0~V? The answer is yes for p ~ 2 and n ~ 1.

In fact , L can be taken to be a permutabie operator as well.

Examples are the operators L defined in the proof of Theorem

5.8, which satisfy (5.38) and cannot be positive definite

because the rank of L must be less than (n+l)~ for p ~ 2

and n ~ 1, by Corollary 5.1. (Incidentally , L is positive

semidefinite by Theorem 3.3.)

C. Open Approximation Questions in ~Fv
We end this chapter with two conjectures and sOme

open questions. Let L be a hermitian permutable operator

on ~Pv. Then the Rayleigh quotient

(x 0 ” - ® x , L x  ® “ o x )
max 1 p 1 p

® x , x1 o - - .  ® xi,)

is certainly bounded above by the spectral radius of L. We

conjecture that (5.39) can be computed by the Quadratic Re-

laxation Algorithm of Chapter VI, modified slightly in

equations (6.5) through (6.9) to accommodate the more gen-

eral form (5.39) . We also conjecture that the Rayleigh

quotient

(x ® • — ox , L x , ®~~~~~~~
“ O x )1 p ~ . P (5 40)

~~~~~~~~~~~~~~ 
(x
1 ® 

• . -  0 x , M x 1 ® 
- . .  

~~~ x~ )

can also be computed by a Quadratic Relaxation Algorithm

pat terned af ter the one in Chapter VI , where both L an d M

_ _ _ _ _ _  - 
_-~~ - - - -----. — - -

________
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in ( 5 . 4 0 )  are permutabie operators on O~V with M satisfy-

ing the condition (5.38).

Finally,  we ask the following approximation questions.

Let v0 K ®~V be any element of O~V. What can be said about

= mm 11v 0 — x1 ~ 
- . .  ® x II (5.41)

x1® . . . ® x  E0~ V

where the norm in (5.41) is defined via the inner product

(5.4 )? Clearly , if v0 is decomposable, then c,~ = 0. In a

somewhat dif ferent vein , we can ask , “How dense is the set

of decomposable elements in the unit sphere of

Specifically,  what can be said about

c = max mm 11v 0 -x 1 ~ 
.

~~~~~~
• 0 x Il (5.42)

v0E0~V x10• . ~®x E®~V 
p

11v 011$1 IIx 1®~~
.0X~ ll~ l

and is C di f ferent from

= max {c 0 } ? ( 5 . 4 3 )
V0 EO~ V

II v0 fi
These que~ tions seem to be d i f f i c u l t .

—..- . .-----



Chapter VI

QUADRATIC RELAXATION ALGORITHM

A. The Algorithm

We propose, without proof of convergence, an algorithm

for the computation of K such that

~Dir ?I~R 2 
= max n~~ p (6 .1 )n , p 0~ TT EP ~Ti~ Ij~

I DIT * II
= 

n P, p = 1, 2, 3, .. . ( 6 . 2 )
*TI 2

where D is a linear t ransformation as specified below . The

algorithm is presented in the context of Chapter III , but

without assuming the Nonnegativity Condition. It can be

adapted in an obvious manner to a more general setting in

abstract measure spaces. Alternatively , it can be adapted

easily to more general algebraic settings as mentioned at

the end of Chapter V.

Let 
~n 

be a subspace of L~~(a ,b] r~ L~~~(c 1 d]~ for some

integer p ~ 1, where w (x) > 0 and ~ (x) > 0 a.e. on the in-

tervals (a ,b) and (c,d), respectively , and satisfy the con-

ditions (3.1). Let D:P~ -.- i4~~[c 1 d] be an arbitrary linear

transformation on P~ . The norms in (6.1) above are defined

by (3.2). We will be keeping n fixed throughout this dis-

cussion , so we modify our notation to allow it , it 1, . . . ,  7T~~

to be arbitrary functions in P~ .

139
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Lemma 6.1 For n = 0, 1, 2, . . .  and p = 1, 2, 3, . . .,

Ifd P  2II ID~T . (x ) I
(R n 2 p ) 2

~ = rnax~ ~ ( 6 . 3 )

j l , 2 , . . . ,p j =l . a

Proof We have

max 
J

ID7T (x) 2
~~~(x) dx

O~ 1T EP £Jakx  1
2 w ( x ) d x i P

~d p  2J il L Dir.(x) I
c = 1  ~5 max (6.4.1)

O
~~

TI
jEPn II 

~J
. 

ITr . (x ) 1
2w ( x ) d x

j=1,...,p j=l a

- 1
d 2 p

~ [J IDTr ~ (x) I P
~~(x ) dx J

max c (6.4.2)
O
~

itjEPn j=1 
1

b 
(x) 1

2w (x)dx
j=l,...,p a 

—

fJd ID~j(x) 
2~~ (x)dxJP

S It max C (6.4.3)
j~ 1 0~ 7r~~EP~ 

- 

(x )  I
2t~(x)dx 

-

rd

J j D i t x I
2
~ ct~ x d x

= 

0~~~EP~ 
[ I 1~~~~~~~

’
~~~ 

1
2 C ) d ]

P

where Lemma 3.1 was used in (6.4.2). Hence the inequalities

(6.4.1), (6.4.2), and (6.4.3) are in fact equalities and

this concludes the proof .

—-- a - . --  

~~ IE~~~~~~~~~~ -~~:~~~~ ~~iT - _ _ _ _ _ _ _



141

The Quadratic Relaxation Algorithm is based on Lemma
6.1.

Algorithm (Quadratic Relaxation)

(0) (0) (0)
it be any given nonzero(1) Let 711 , it

2 
- -
~

functions in ‘n’ and define

d pJ II I D7r~ °~ Cx) 
2 q (x) dx

= ~~ ~~1 (6.5)p 1b (0) 2IT j ‘ i t .  (x )  I w ( x ) d x
j=l a

Set k = 0 and r = 1.
( k )  (k)  

•~~~~~ ,(2) Given 71
1 ~2 

in P~ , and 1 s r s

define

CdI DTT (x) 1
2 ~~

(k)

= max j~~~C 
(6.6)

M~~~ J I ( )  I 2
xdx~

where
p

C x )  = II I D 7 1~
1
~ (x )  I

2
4~ x) (6.7)

j=1
j  ~r

p b ( k )  2~~~~ = It I I ir ~ Cx) w (x)dx (6.8)
j=l ~a
j~ r

Let ~ be any nonzero polynomial for which the ratio in (6.6)

attains its maximum. Define

1* , if j =

(6.9)~ (k+ l)  
= ( k )  if j  ~ rj

L tT j

t L  ~~~-
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(3) Increase k by 1. Replace r by

r - k. p + i
LpJ

where ( ~ denotes the greatest integer function.

(4) Go to step (2)

The sequence T~~~ , k = 0, 1, 2, . .. ,  generated by the

algorithm certainly has a limit since

T~
0
~ s T~

1
~ s T~

2
~ s s ~~~~~ 

(6.10)

which follows directly from (6.6) and (6.3). Also, for

each j = 1, 2, . . .,  p, the normalized sequence

~ 
(k )

, k = 0~~l~ 2 l . . .J  
- 

(6.11)

must have at least one limit point. Let S. be the set of

limit points of (6.11), and define

S~ = {c~.. 2 K S~ and c l = 11

Then there exists

E S n S ~~ 
... ~ S c p (6 .12)1 2 p n

The proof of (6.12) is an immediate consequence of Lemma 3.1

and the definition of ~ in (6.9). In essence, (6.12) states

that each of the p sequences of polynomials defined by (6.11)

has a subsequence which converges to ~? . Unfortunately, this

is not enough to assert that ~ is an extremal polynomial for

Rn, 2p~

~
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Conjecture If E S~ fl fl Sr,, then

II Dir II
R 2 

= ______ = lim T(k) (6.13)n , p 
II ir I~~

If the extremal polynomial JT~ for ~~~~~ is unique up to con-

stant multiples , then we further conjecture that

(k )
u r n  = ~~ ~~~~~~ 

~ 1, 2 , .. ., p (6.14)
k -’-~ l ii~ ‘~Ij  2

B. Computational Considerations

Before proceeding to an example, some remarks on the

solution of (6.6) are in order. Let

n
ir(x) = a h Cx)

r=0 r r

and let a = <a0 a1 
.. a~ >T K ~

n+l Then we have

= 

~~~~ ~~~
n+l{~

T
Ba} 

(6.15)

where A and B are hermi tian matrices of dimension (n+l)

(n+l), and B is positive definite. Explicitly, letting

A = (a~~~] and B = [b~~ ]~ we have

~~~ = 

J 

Dh~~(x) Dh~~(x) W~~~~(x)dx (6.16)

~~~ = 
ja 

h~ (x) h . ( x )  w ( x ) d x  ( 6 . 1 7 )

Since W~~~ Cx ) is a known function , l
~
y de f in i tion of the

- 
- 

algorithm , the matrices A and B can be found expl ic i t ly .

.
~ — -- -~~~ - ----- -- 

__ _____ ___J_._. ._~~~~~~~~~
____ 
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It is well known (see, e.g., [131) that the ratio of hermi-

tian forms (6.15) is maximized by the largest eigenva lue of

the eigenproblem

Aa = ABa (6.18)

and that all the eigenvalues of (6.18) are nonnegativ2. Let

A max be the largest eigenvalue of (6. 1 8). Then it is also

well known [13] tha t

-T

—T = A (6.19)
a Ba

if and only if a ~ 0 lies in the eigenspace of ATnax Thus

we can f ind  the coeff ic ients of ~ in (6.9) by computing any

vector (~ 0) in the eigenspace of the largest eigenvalue of

(6.18).

The eigenproblem (6.18) is equivalent to the

eigenproblem

B 3Aa = Aa (6.20)

Numerically, however, solving (6. 20) lead s to annoying dif-

ficulties. Although A and B are both hermitian , the produc t

B 1A is not, in general , hermitian . Therefore , to solve (6.20)

on a computer , one has to use a computer program for solving

the eigenproblem of a general complex r~.atrix. Numerical

roundoff in the computation of the product B 1A then yields

computed eigenvalues which are not strictly real. To avoid

this difficulty , it is better to solve the eigenproblem by

another method . Mart in  and Wilkinson [25] give an efficient

_ _ _  - - -. —~~- 
—- -- - 

-- - ~~~~~~~~~ - - 

— ~~~ .- - 
~~~
-

~
-- . 
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method for solving (6.18) when A and B are real symmetric

matrices. It is easy to see how to modify their method

to adapt it to the case A and B hermitian .

Incidental ly ,  it can be shown [13] that if A and B

are real , then the eigenvectors can be taken to be real

as well. Therefore, if the Conjecture is true , then there

exist extrernal polynomials of ~~~~~ defined by (1.6) having

real coefficients.

C. Example

We apply the Quadratic Relaxation Algorithm to the

maximum problem

1

~r3/2 -

~~~~~

U]. Ja 0 + a1x + a2x dx]
R = max (6 .21)

a0,a1, a2ER ~j l a o + a1x + a2x
2

I
2dx~~

’2

Define , for a = (a0, a1, a2) E

F(x;a) = Ia 0 + a 1x + a 2x 2 1 2 (6.22)

Recalling Lemma 6.1, we have

~ ~-3/2
I F C x ; a ) F ( x ; b ) F ( x ; c ) d xJ 1R = max (6.23)

3 r 1. rl ri.a, ,c( 
j F x;a dxJ F(x;b)dx

J 
F(x;c)dx

—l —1 —1

The Quadratic Relaxation Algorithm is easy to apply . At

each step we compute the matrices in (6.15) via (6.16) and

(6.17). Although these integrals can be computed

explicitly, we prefer to approximate them numerically by 

- - --- - - - -- a - - - - — 
—

-a - 
- - - - --- - -
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the trapezoidal rule. Specifically , the integral (6.16) is

replaced by

~~~ 
= 

~~~ r~~ 

Dhj(xr
)Dhi (xr)W~~~~

Cx r) ( 6 . 2 4 )

where N = 500 and +1 = x1, .. .,  XN 
= 3/2 are equispaced in

[1, 3/2].- Similarly, the integral (6.17) is replaced by

= 

~4r 
~~~

‘ hj(Yr
)hj(Yr)W (x r) (6.25)

where N = 500 and —1 = y1, . . .
~~~ 

y
~ 

= +1 are equispaced in

[-l ,+l]. The prime on the summation signs in (6.24) and

(6.25) means that the f i rst and last terms are taken with

weight 1/2. In this example, of course, the operator 0 in

(6.24) is the identity operator and the basis functions

{h 0, h1, h2 } are {l , x , x 2 }.

Starting with the vectors

a~°~ = (—3 , —2 , —1)

b~
0
~ = (—2 , —1 , 0)

c’°~ = (—1 , 0, 1)

we get , for the f i rst three steps in the Quadra tic Relaxa tion

Algorithm,

~~~~ = (— .26238420, +.21498490, +.9407l037)

bW =

= c~
0
~

T~
1
~ = 5.2856113

a~~
2
~ — a (U

b~
2
~ = (— 26378420, +.21l90785 , +.94106987)

=

- --- - --- - “  --- a -~~~- -—- -- - - _ a— - - - - -- - - -
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T~
2
~ = 75.203450

a~
3
~ = a~

2
~

b~
3
~ = b~

2
~

c~
3
~ = (— .26120187, +.21748675, +. 94 04643 0 )

T~
3
~ = 1601.0732

We used the convergence criterion

0 s ~~~~~~ — ~~~~ < 10 6

and foun d that the algorithm converged in the eighth step

to

a~
8
~ = (— .26118456 , +.2l752387, +.94046053)

b~
8
~ = a ( 8

~l
(8) (8) 1 to within 8 significant digits

c = a  J

T~
8
~ = 1601.3516

If the algorithm has converged to an extrema l polynomial ,

then we have
1

R = 3.4204332 = (1601.3516) 6

and is attained by the extrema l polynomial

71 * ( X )  = .94046053x 2 + .2l752387x — .26118456

The algorithm converged to the polynomial ir * for every set

of initial vectors ~~~~~ ~~~~~ and c~ °~ that was tried.

All computations were performed on a Univac 1108 in single

precision which gives 8 or 9 significant decimal digits,

although the summations ( 6 . 2 4 )  and ( 6 . 2 5 )  to compute the

matrices of the eigenp~ol-iems (6.15) were accumulated in

double precision which gives 18 or 19 significant decimal

digits. 

-a .~~~~ - - — — -
L - - _________________________________________________________________
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