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The Importance of Multiple Choice

Chuck Rieger
Department of Computer Science

Un ivers ity of Mar y land
College Park , MD 207112

Ab stractVA level of organization of inferences in which
competing plausible alternatives can be compared , and
all but one ac ti vel y re jecte d , is a very important
aspect of any comprehension model. Multiple choice
inferen ce structures help the model st ay tune d to the
compre?iension context , and help establish a framework
in which inference producers are less likely to
outstrip inference consumers , a common problem of
inference systems. I look at four different modelling
areas in which the same issues dominate , and suggest
t hat t he struc ture of knowle dge is gre at ly influence d
if one adopts the point of view which places emphasis
on multiple choice .

1. Introduction

In any comprehension model , there must be a more or less

equal number of producers and consumers. That is , for every

inference the system is capable of generating, there must be some

other part of the model that is capable of responding to the new

inference. Still another way of putting it is that any

compre hension system must be capable of understanding its own

inferences.

This paper is about problems of inference consumerism. I ,

and I suspect most others , always find it easy to write

ge nera ti ve rules of inference (ones that trigger on or iginal

I
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inputs to the system) , but extremely di ff icult to deal w ith all

the loose ends created in the process. Most of the inferences are

reall y insightful for the first level or two , but then it becomes

very tedious to keep the system closed; most inferences that get

generated simpl y fall between the cracks. This is not pleasing as

a model of comprehension .

The problem usually seems to be that we are tempted to write

overl y schematic inference patterns , ones that can res pond to

infinitely many other inferences besides the small , fin it e se t we

nave in mind when writing the rule . The infinity usually comes

from too liberal a use of pattern variables in the inference

sc~iemata. In the system that results , we get “comprehension ” as

we knew we would on the finite world which motivated the

development of the inference schemata. But if the domain is

shifted only slightly , while the producers still produce , there

are no consumers for them! Doug Lenat discovered this problem in

AM , where he had constructed a nice set of inferences

(heuristics , in his case) out to several levels , but where , after

the range of his forethought had been exceeded , the ru le sy stem ’s

open—ended nature reared its head ; at that point , the producers

had outstripped the consumers.

The same type of problem has always bothered me. It takes

only one afternoon to wr ite a collect ion of rules to “com prehend”

a passage from , say , a children ’s story. But what does one have

after finishing? It’s hard to say, because after one or two small

domain shifts , or after the system runs too long, the consumers

2 
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become mismatched to the producers. This is not the way humans

reason; humans somehow keep their inference systems closed so

that producer output somehou always wraps around and manages to

tickle consumer patterns , no matter how long the system runs.

In this paper , I want to show how inference

producer— comsume r problems might be eased by multiple choice

inference structures . This is the main thread. Another point I

want. to make is that active rejection of all alternatives but

one , performed by multiple choice inference structures , is

perhaps the most important and theoretically interesting topic of

ooth comprehension and learning. I try to convince you that the

developm ent of the typical production rule— , script— , or

frame—based style of encoding knowledge is only the first step in

a comprehension system. The second step is to build additional

inference structures that superimpose multiple choice and active

rejection.
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I do not fully see the connection between multiple choice

and the inference producer—consumer problem. But I would be happy

to stir up more discussion of the whole topic of decision

struc tures in comprehension models that must deal frequently with

alternatives . My purpose is to call attention to this important

second aspect of comprehension , since I feel it has been lar gely

over lookea in the rush to represent base knowledge using

production rules , fr ames or scr ip ts.

I discuss the same issues from four different points of

v iew , in four modelling areas in which inference is important.

If , in fact , multip le choice and ac ti ve reject ion as Illustrated

in these example domains are important Issues , there are

implic a tions for the structure of large rule , frame or scri pt

oases. In the last section , I tr y to summarize th ese

i1nplicat ions.

2. Exam p le

Suppose I hear “John pounded Mary on the back. ” What do I do

that can be characterized as “com prehension ”, and , more

important , when and how do I know that I’ve gotten the point.

dhat I do seems fairly obvious: I somehow expose this input to a

system of inferences about one person pounding another , probably

conditioned by prior context , and monitor the results , looking

for “hits ” or connect ion s with other patterns previously

generated or predicted .



Presuma b ly, my personal system of inferences has been build

gradually , more or less one small c hunk of inferen ti a l knowle dge

at a time , for a period of many years. When I was 3, perhaps th~

only cause—effect explanation of an “X pounds Y on the back”

event was that Y was choking and X was trying to help. Perhar s

when I was 5, I saw that this could be an effective means of

physical retaliation , when t he o ther  gu y wasn ’t looking ! Perhaps

later on , I discovered it was also an expression of

congratulation s, and still later that it was also part of the

ceremony of certain religious sects.

Suppose , t hen , that these four explanations of pounding have

oeen tu cked awa y in a large system of rules. In some loose sense ,

I will always be able to comprehend instances of’ pounding,

because I can always proffer a plausible causal explanation ,

wnether or not it is an appropriate one . But there is an

imp ortant difference between offering a plausible explanation and

“comprehension ” . In my view , “comprehension ” re fers more

properly to an activity in which the exper iencer convinces

himself that , among all the possible interpretations , he has

found the most appropriate one in the context at hand. In other

words , whether or not he is in fact correct in his interpretation

of an even t , a human can usua lly fee l t he “click” of

comprehension that tells him he has locked onto the right

interpretation .

Comprehension , therefore , seems to be more a process of

discern ing among plausible alternatives at each step, rat her t han

5
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simply generating them and following one arbitrarily. This means

that , if we have four plausible explanations of pounding, we can

only comprehend instances of pounding after having taken all four

into account and actively rejecting three and adopting one. But

to do this , we mus t have some basis for compar ing th e four

plausible alternatives ; they cannot be truly separate inference

ru les in a lar ge rule base , even if they entered one at a time

hi storically. They must rather have some mutual structures in

com.non that allow them to be contrasted along various dimensions.

If thi s li ne of reason ing is correct , the conclus ion seems

to be that comprehension cannot occur until all plausible

alternatives have been considered , compared In context , and all

but one activel y rejected , for good reasons. If this is in fact

the mechanism of comprehension , then the evolution of a rule

system must go as follows: a new rule is acquired , use d several

times somewhat at random to see if it really works; if the rule

seems correct , it is w oven gra dua lly into some sort of

discrimination structure in which it represents a new alternative

ex p lanation for an even t for wh ich several ot her ex p lanat ions

alreacj exist. It is in this significant process that

diagnostics — questions that can differentiate all the various

plausible explanation s — become compiled. (I also believe that

“learning ” is most accurately characterized by this process of

weav ing a new p laus ib le ex p lanation of an event into a

d iscrimination structure that can actively reject all but one

explanation for any instance of the event.)

6
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I believe that it is such discrimination structures that

distinguish a child ’s com prehens ion from an a dult ’s. A child is

la rgely a col lect ion of unor gan ize d rules , each of which is a

plausible explanation of some event. A child can therefore offer

plausible , but perhaps inappropriate explanations of many events.

But , lacking parts of the data structures and mechanisms of

active rejection of all but one competing plausible explanation ,

crie child perhaps does not comprehend in the same sense an adult

does; he is not as confident in saying whether or why his

explanation is the appropriate one in context. (Alternatively ,

perhaps his active rejection machin ery is working, but his

limited repertoire of plausible alternatives for any given event

causes iniscomprehension . In either case , the active rejection

mechanisms play a central role.)

The point , therefore , is that when I hear something ‘ike

‘Jot.n pounded Mary on the back ,” I do not simply ask “Why did he

do that?” Instead , I ask , “Why did he do that? Pick one: (1) to

reme dy Mar y ’s choking, (2) to vent anger at Mary , (3) to

congr atulate Mary for some accomplishment , or (11) to save Mary ’s

soul. ” This will force the •differentiation and active rejection

mechanisms into play, and , as a method of writing inferences ,

will force us into identifying the consumers of the inference

(i.e., if the answer is (1), what do we do next?).

Multip le choice inference systems are , I sus pect , another

face t  of the  prob lem addressed by M i n s k y ’ s f rames  and Schank  and

Abe l son ’s sc r ip t s  and p l ans .  The tenet  of these t h e o r i e s  is t h a t

7



comprehension is mostly a matter of knowing what the ingredients

of a situat ion or event are so that a system knows what details

are important to fill in or react to. Frames and scripts are both

attempts to focus inference along the paths deemed most relevant

by the current context , a.k.a., collect ion of act ive f r ames  or

scri pts.

Demanding that frames and scripts not only define what

aspects of a situation are relevant , but also restrict the range

of possible outcomes to an explict set of alternatives for which

consumers are guaranteed to exist is critical to a comprehension

model. For , in even a frame or script—based model , although

there is tight control over focus of attention , without multiple

choices and the accompanying differentiating processes , there is

no guarantee that the adopted line of reasoning will be the most

appropriate one. In other words , I th ink there are two issues :

h ow to organize knowledge as production rule— , frame— or

script— like structures to define relevance and focus in an

inference system , and (2) how to superimpose the multiple—choice ,

active rejection mechanism on top of this knowledge . Frames and

scrip ts relate more to base representation (that used to express

tue individual rules of a domain) ; multiple choice and active

rejection relate more to the mechanisms that manipulate the base

representation ; the two theories are complementary, but somewhat

independent . (I suspect that similar feelings motivate Davis ,

for  one , to propose meta— rule structures. However , I wou ld not

classify my multiple choice and active rejection hypotheses as

meta— knowledge.) 8



3. Some Exam ples

Illustrations of the importance of multiple choice

techniques in comprehension can be drawn from almost any domain.

I want to consider them in four m odel categories: meaning—based

parsing, problem reduction problem solving, inference , and

interactive systems. Most of’ the discussion relates to projects

with which my group has been involved .

3.1. Multiple Choice in Meaning—Based

Pars ing

The traditional approach to parser construction , whether at

a s y n t a c t i c  or s e m a n t i c  level , has been to w r i t e  a sys t em of

rules about linguistic and world knowledge . The rules , which

descrioe sentence and concept—level constructions , are then

interpreted by a more or less uniform interpreter. Most such

systems can be thought of as production systems , with various

control twists superimposed. In writing the rules for such a

sy. tem , the experimenter is encouraged to seek and express the

regularities of meaning and syntax; he is implicitly concerned

with the conciseness and generality of the rule system.

I believe that the entire concept of sentence—level rules ,

interpreted by a uniform interpreter , is ill— fated as a model of

human language understanding . It is my belief that most of the

r ichness of both the con tent of language , and of the control

p a r a d i gm s  wh ich  i n t e r pr e t  it , derive more from word— level

Knowledge  t han  f rom sen tence—le ve l  knowledge .  As a r e su l t  of t h i s
9 



nelief , I believe that a natural language parser should be built

as a population of autonomous word experts , each of which is

capaole of discrimina ting its intended sense in context.

In the Sense Expert Parser we have built , there is

essentially one expert process for each word of the vocabulary.

rhe parse of a sentence in this framework amounts to calling up

the experts which the input sentence references , informing each

of its location in the sentence (i.e., telling it who its

neighbors are), then turning the population loose as a collection

of asynchronous , parallel computation s which may interact both

am o n g  themselves and with several levels of model context (the

story comprehension model , in our case). Being autonomous , each

wore expert is free to grow to any size to accommodate all the

nuances and idiosynchracies of its word ’s usage , as well as to

accommodate the possibly numerous “standard” senses of the wor d .

Since eacn expert can be paged from an essentially infinite disk

file , and since only as many experts as there are words in the

input sentence nee d be in memor y s imultaneousl y , the theory is

also quite practical. We have written several reports describin g

the theory and implementation of the Word Parser [I, so I w i l l

not go into any of the interesting problems of parser control

here.

What I do want to emphasize , however , is that t hi s view of

.La~ guage leads naturally to word expert structures that do a lot

of mult iple—choice question asking, to make inferences that

n arrow down the possible sense of each word in context . In fact ,

10
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although we are redesigning the system now to look more like a

collect ion of CONNIVER corout ines , the interna l stru cture of each

sense ex per t a lwa ys has been that of a di scrim ination netw ork

whose terminal nodes are meaning fragments that come to be

stitched into the sentence—level meaning translation produced by

a parse. At each node of the discrimination net , there is a

multiple choice question about either the local sentence

env ironment or the model environment. A typical question of one

ex pert to another is: “What is the likely semantic category of

the referen t of your senten ce com ponent?: PHYS OBJ , H U M A N ,

ABSTi~ACT—CONCEPT. Based on the outcome (specifically, the active

rejection of two of these three alternatives) , the asking expert

poses another question , and so on , until he is confident that

enough of his context has been probed to make an accurate

inference about the intended meaning of the word.

I feel that active rejection is fundamental to language

u n d e r s t a n d i n g .  At each s tep of sense d i s a m b i g u a t i o n , there  must

be c lear  ev idence  for  the  super ior it y of one inter p reta tion over

all  o t h e r s , and hence an a c c o m p a n y i n g  q u e r y  tha t  asks not

aosolu te  ques t ions , but  r e l a t i v e  ones capab le  of d i f f e r e n t i a t i n g

the  a l t e r n a t e  i n t e r p r e t a t i o n s .

It. is also my bel ief  that  the  s y n t h e s i s  of i n d i v i d u a l  word

senses , acqu i red  one at a t ime  t h r o u g h  more or less haphaza rd

e x p e r i e n c e , in to  these m u l t i p l e  choioe sense exper t  s t r u c t u r e s  is

the  most bas ic  mechan i sm of l a n g u a g e  a c q u i s i t i o n  and  l e a r n i n g .

11



3.2. Mult ip le Choice in Pro b lem

Solving

In open—ended domains , e.g., every day l i f e  for  a human ,

where there are not always ob v ious solutions to pro blems,

mu ltiple choice structures play a role analogous to that in

p a r s i n g .  Suppose a p rob lem so lv ing  sys tem is c o n f r o n t e d  w i t h  a

task: “Move object X f rom i ts  present  loca t ion  Y to a new

location Z.” If we are dealing with blocks on a table top, the

proolem has an obvious solution . If however , I approach you with

this task as a real world problem , if you decide to solve it , you

will undoubtedly ask some questions. The point of the question

asking will be to find out more about X , Y and Z. Why ?

Undoubtedly to enable you to select an appropriate strategy , s.

that you can see several steps ahead , say, to give me an estimate

of how much it will cost. Specifically, you will probably ask

sucu ques t ion s as: “What is X?” , “Where is It now?” , “Where is it

to be moved? ” , you w i l l  have  to  select f rom among the  h u n d r e d s  of

s t r a t eg i e s  you know for  m o v i n g  objects  in the world . Thi s is an

oov ious  p rob lem , but it is a r e q u i r e m e n t  of an o p e n — d o m a i n

p roo l em so lver  that is not ordinarily experienced in a restricted

domain problem solver , such as one for the blocks world , or one

for electronic circuit analysis.

My point is tha t  b u i l d i n g  an open—domain  p rob lem solver

leads to a d i f f e r e n t  set of issues , and hence a d i f f e r e n t

u n d e r l y i n g  o r g a n i z a t i o n  f rom b u i l d i n g  a r es t r i c ted  d o m a i n  p rob lem

so lve r .  Jus t  as word senses , and a c t i v e  r e j e c t i o n  of

- 
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inappropriate ones becomes the central issue of an open— domain

parser (as opposed to , sa y , a blocks—world parser , where ever y

word has a relatively unambiguous interpretation ), strategy

selection (that is , active rejection of all but the most

contextually appropriate strategy ) become a main topic in an

open—domain problem solver . Just as with word senses , there must

be not only the strategies themselves , but a lso stru ctures for

differentiating ones with similar goals according to their

appropriateness in specific situations.

I believe that it is the same sort of evolutionary synthesis

of isolated strategies into multiple choice strategy selection

structures that reflects learning in problem solving. There is

one critical difference , however , between selecting appropriate

strategies via multiple choice differentiators and solecting

appropriate interpretations for words during comprehension . It is

that in problem solving, while optimality of the selection

process is highly desirable , it is not critical to the ultimate

success of the endeavor. (I could , after all , move a mount ai n

w ith a teaspoon.) In comprehension , on the other hand , optimality

is everything; the speaker or writer is in the business of

transmitting enough information to allow the correct (optimal)

select ion of each word’ s meaning and of each thought ’s

interpretation . If you miss the “optimal” interpretation , you do

not comprehend , at least in the way ‘she speaker or writer

intended.

13
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3 . 3 .  M u l t i p l e  Choice in In fe rence

As I po in ted  out  in the  example  a t  the b e g i n n i ng ,  m a k i n g

i n f e r e n c e s  is not just a matter of’ f ind ing p lausible

explanations , i.e., of s imply f iring off pro duct ion rules , or

applying frames or scripts whenever their preconditions match the

situ ation . That , certainly, must be the first step. But the

important difference between this step and “com prehens ion ” is

that comprehension demands a next step wherein differentiating

questions are posed to decide upon the most relevant of the

plausible explanations. If you are writing scripts , and severa l

of them are triggered by “X got on the subway ” as plausible

explanations , the next , and by far most important step, is to

invoke somne sort of decision procedure to decide which to adopt

at the controlling script. If you are w r i t i n g  p r o d u c t i o n  rules

for  i n f e c t i o u s  diseases , and severa l  ru l e s  f i r e  on “X ’ s

t e m p e r a t u r e  is above 102” , the n e x t  s tep should be to e x a m i n e  the

c o m p e t i n g  p l a u s i b l e  e x p l a n a t i o n s d i f f e r e n t i a l l y ,  v ia  a decision

procedure  a imed at the relative disambiguation of the

explanations. Cumulatively, the sequence of local , re la t ive

disainuiguation s leads to a global , more absolute inter p re tation.

There are man y levels of a com p rehens ion mo del at which

mu ltiple choice inferences are essential. Fauser has made some

interesting points about text relevance , and has developed a type

of prediction mechanism he calls “interest patterns ”. Roughly

speaking, for eac h new input to the system , in addition to the

story—level prediction/fulfillment mechanism that is running

(i.e., the level that from “M innie went to the cupboard” predicts

that “Minnie might be looking for food”), a relevance—level

14



m e c h a n i s m  is constantly generating interest patterns. These are

patterns that characterize the nature of information the

com prehender would expect to hear more about , rather than the

information itself.

Fauser ’s favor ite ex ample , “John shot Bill. He died” ,

illustrates the importance of interest patterns in certain

referen ce tasks. Here , knowing (or predicting) whether Bill died

is a s t o r y— l e v e l  task tha t  the  sys tem might  wel l  wan t  to p e r f o r m .

But , at the  relev ance le vel , it s u f f ices to note  t h a t  B i l l ’ s

physical state is at issue , regardless of the outcome . When the

“he ” in the following sentence refers to a person whose physical

state is being characterized , the interest pattern makes it

r e a s o n a b l y  clear that information about a person ’s physical state

in the context of the first sentence most properly belongs with

the  r e f e r e n t  of “Bi l l” .

I men ti on interes t pat terns and r e l e v a n c e — l e v e l  e xp e c t a t i o n s

because , for these types of predictions to function properly ,

there must be an element of multiple choice . The system cannot

s imp ly pos t an interest pattern say ing “I am now interested in

Bill’s physical state ” , and ex pect that pattern to be use ful in

all possible future contexts. (Suppose the next sentence were

“His trigger finger ached” , a s tatement about someone ’s phys ical

state , but probably not Bill’s in that case !) Rather , it must

sa y : “I am interested in Bill ’s physical state. Specifically, it

is now relevant to know whether Bill was (a) totally unharmed ,

(b) mildly injured , (c) seriously injured , or (d) killed. I will

15



be satisfied only when a statement of’ physical state that relates

to one of these charac te r iza t ions  is discovered. ” These choices

can be quite valuable to the system , since their definitions can

be compared to compute differences. The differences can then

serve as sources of diagnostic questions that are actively posted

to monitor future inputs.

Multiple choice inferences seem especially well—suited to

the task of tracking down causal explanations. Suppose the input

is “Minnie was hungry. ” There can be many reasons, each

represented by a cause—effect pattern somewhere in the

comprehender , why a person might be hungry. The import of this

input can vary tremendously according to which explanation is

chosen . For example , Minnie might be an overeater , always hungry;

she might be hungry simply because it is dinner time , and she

hasn ’t eaten since lunch ; or , she might be chronically hungry

oecause she has too little food. To “comprehend” this sentence

therefore seems to demand that the “X is hungry ” inference pop up

and actively pose questions that could help differentiate these

three conditions. It might , for ex ample , ask about Minnie ’s

financial well being ; if the answer is that Minnie is pretty well

off , then the third plausible explanation can be actively

rejected . It. might then ask whether or not Minnie is known to be

a glutton , how long it’s been s ince Minnie ’s last meal , an d so

forth. The point , again , is that in order to make a good

infe rence , the system has to be aware of all the plausible

alternatives , and has to select among them by invoking diagnostic

questions before making the inference . In doing so, it will also

16
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help explic it ly identi fy the app ro priate consumer.

3 .4 .  M u l t i p l e  Choice in

Interac tive Systems

The case for multiple choice data structures in interactive

CAl or CAD systems , those which deal directly with some external

int e l l igence , is perhaps the most obvious and familiar. In a

typical exchange , the sy stem askes the user or des igner a

question . Based on the response , a model construct is generated ,

or some sort of model response emitted.

R e s t r i c t i ng  inpu t s  to such a system to precisely those forms

for which there are well—defined consumers is paramount. For

example , suppose we are in the middle of a digital design , and

the system needs to know the frequency at which a certain counter

must count . If it asks the user “At what frequency?” , and the

user res ponds “pretty fast” , what should happen? Alternatively,

if cne user says “I don ’t know exactl y , but somewhere between

10 mhz and 100 mhz ” , what should the system do? In the first

c ase , the interaction has probably been fruitless , because , even

though there is some small amount of information content to the

response “Pretty fast” , it will probably not reference a

m e a n i n g f u l  concept (or even mean ingful symbols ) in the model. In

the second case , although mhz units may be understandable to the

mo del , there may be a critical difference in the type of circuit

required to accommodate a 10 mhz versus a 100 mhz signal. Since

question s in a CAl or CAD system are invariably posed for
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specific reasons , the answerer must be made aware of those

reasons so that he can provide a consumable answer . The most

direct way to ensure this is to have the asker force multiple

cnoices on the  answere r .

My point , again , is that multiple choices are necessary both

to gu a r a n t e e  t ha t  i n f o r m a t i o n  producers  can only  produce

i n f or r ~ia t ion  tha t  is consumable  by some consumer in the system ,

and to d e f i n e  d iagnos t ics  needed to distinguish the important

cases.  In p a r s i n g  and i n f e r e n c e , this means dist inguishing the

most p rooab le  plausible inference or word sense from all rest; in

pro o lem s o l v i n g  it means  d i s t i n g u i s h i n g  the  most a p p r o p r i a t e

s t r a t eg i s t  to solve a subgoa l ;  and in a CAD or CAl sy stem , it

means forcing the answerer into providing an answer that will

allow the system to select a well—defined next action .

4. Implications

I sus pect I’ve beaten the issue long enough. What are the

implications?

First the hypothesis , quickly restated : Good comprehension

means ensur ing that a system ’s information producers and

consumers form a closed system , an d that , whenever confronte d

w itn more than one plausible alternative , there be a mechan ism

for actively rejecting all but one on the basis of multiple

choice diagnostic questions. To me , this suggests that a

production system—like approach to writing a rule base , in whi ch
18
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there are likely to be many instances of competing rules that are

kept insulate d from one another , is not adequate for m ost typ es

of com prehension . Instead , there nee d to be mec han isms for

active rejection of all but one of the first—phase competitors.

Such a mechanism can be built into the system in one of two ways.

One way is to invoke arbiters on the fly, when competing

i n t e r p r e t a t i o n s  su r face . An a r b i t e r , des igned  fo r  j u s t  such a

case , would emit a sequence of local diagnostics , and hopefully

actively reject all but one interpretation and , in the process ,

identify a consumer of the interpretation .

A second r e a l i z a t i o n  of m u l t i p l e  choice , and I t h i n k  a

better one , is to structure the rule base in a way that

i n h e r e n t l y  d e f i n e s  a r b i t e r s .  In such an organization , rather

than maintaining numerous rules with similar patterns (rules

which would compete in many situations) , all possibly competitive

rules are or gan ize d into a di scr iminat ion structure w hich

i m p l i c i t l y  knows  of all  t h e  compe t i t o r s , and  most i m p o r t a n t l y ,

knows good c o n t e x t u a l  d i a g n o s t i c s  for  a c t i v e l y  r e j e c t i n g  a l l  but

one in any given context. In this style of rule base , the large

col lec t ion of i ndependen t  ru les  is replaced w i t h  a somewhat

sma ller col lection of rule c lusters , each cluster being

represented by an expert diagnostician. Rather than the

reflex ive firing of competing rules , there is instead the

reflex ive firing of diagnosticians that first select which rules

to fire , then fire them.

Generally, the point I want to make is that it is the

19



evolu tion of this second level that transforms a system from a

gangling data base of plausible inferences into a system capable

of locking onto good paths by differential comparison of related

a l t e r n a t i v e s .  Before  the  t r a n s f o r m at i o n , the sys tem reac t s ;  a f t e r

the transformation , it comprehends , since it can not on ly arr ive

at plausible explanation s, but it can also locate , com pare , and

actively reject all the competing explanations.

What this means to the designer of rule bases using

pr~ uuction rules , frames , or scripts is that the design is a

two—step process. First , he en gineers  the knowle dg e in to one of

these representation s, not pa y in g pa r t i c u l a r  atten ti on to

similarities among subsets of rules. He then examines or runs

the system , not ing the subsets of base knowledge that fire for

test cases representative of the types of situation s the system

w ill experience . He then builds a decision structure whose

queries will probe context in the most incisive ways possible to

discriminate the most appropriate alternative . As the base

knowledge evolves , so must the discrimination structures. (Even

in the absence of base knowledge evolution , evolu tion of the

discrimination level can have profound effects on the efficiency

ano accuracy of the system.)

The conc lus ion I woul d have you draw is that  mul t ip le cho ice

inference structures are a fertile research area , an d one that

has been unduly overshadowed by the recent interest In he

structure of individual inference patterns. A well—timed ,

wel l—chosen diagnostic question at a multiple choice step can

20
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save a lot of ela borate  contr ol s t ruc tu re  an d waste d ener gy spen t

backing up, or looking for an appropriate consumer.
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