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OPTIMA L CONTROL OF MARKOV DIFFUSION PROCESSES

Wendell H. Fleming

ACCOMPANYING STATEMENT

This is a concise summary -of recent results about optimal

control for Markov diffusion processes , and guide to recent literatu.~’c.

The paper is to be presented at the Joint Automatic Control Conferer~ e

in October 1978. The emphasis is on completely observed dif~us~ ons ,

wi th br ie fer  discussion of results for the case of partial obs~ rvatir~ns.

Various me thods to deduce the basic dynamic programming pr i~ ci!1~ are

discussed; and some methods for approximate solution are indicated .
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OPTINP.L CONTROL OF MARI~OV DIFFUSION r’nocv~~~~

~‘1cndell II. Flcming *
Professor

De~ artment of Mathematics
Brow n Univers i ty

P rovidence , Rhode Island 02912

ABSTRACT

Some results from optir~a1 stochastic theory are surveycd in ~~~~ v-: ,
par ticular emphasis on control of diffusion processes. Nethc~s fc~r c~-t~ i~-i.ig necessary and sufficient conditions for an optimum are obtairi -~d , as ~•:: U
as some techniques for approximate solution . A new a~ p1icatior . cf oc-
tic control methods is made to obtain Ventcel—Freidiin type ~ s t i m tc ~

- fo r  :i~~probabil i ty that the states of a di ffusion process rerr~uir ~ in ~ ‘c :
during a given tirn 2 period.

INTRODUCTI ON

Th is paper is intended as a concise survey of re~~ nt results is
of optimal control for Markov d i f fus ions .  We mention results ~- .~hic h c~;tab-
i.ish rigorously conditions for an optimum , in case of comp leta or pc~~fia1
observations , as well as some techniques of approximate solution .

— - THE MODEL

Consider a control sys tem wi th state space f in i te  dimensional ~~~~

to random disturbances which are modelled as white noise . The E t a te  ~t ~f~ e
t is denoted by E ( t)  and the control by u ( t )  . The state proc~~ss ~~~~~a stochastic d i f f e ren t i a l  equation (Ito sense)

= f [~~(t ) ,u ( t ) ] d t  ÷ a R ( t ) ] dw , :i

with w i t )  a brounian motion process of some dimension m , and w i t f ~u ( t )  e U where U is a given “control space’ . The controller m a y  h . v ~complete or par t ia l  information about past system states . Various
performance criteria have been considered. For instance , one rr .ay cu~ sid~ r
(1) on a f i n i t e  time interval 0 < t < T , an d seek a con trol nin ir ~i~~in~ ~~expectation

J = E {~ L [~~( t ) , u ( t ) J d t  ÷ ‘I’ [~~( T ) ) j
J o

See [10 , Chap . V I ] .  Another possible criterion , dj g~ u~ s~ d below , is h~probability of exit from a given region D

The white noise idealization in (1) implies that the state process F ( t )  i s
a Markov diffusion if the control enters in feedback form as sit) =

u (t,E ( t ) )  • In [4]  it is shown that certain stability and other pr ope rti~ s
~f stochastic control systems continue to hold for wide band (approximntel y
white) noise. If the noise coefficient a is not constant, care mus.~used in passing from wide band to white noise. This is related to t?:-~ rot-
ter of Ito vs. Stratortovich sense interpretation of (1) ~10, pt ~2~ -7 ] .
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We shall not review here the considerable recent l i tera ture  o~ -~‘~r ~ cr~ ()v
processes. See for instance [5) [2 1) [23 ) .

COMPLETELY OBSERVED SYSTEM SThTES

Consider the problem of minimizing a criterion 3 of type (2), i;-~ ‘•: io ~~~controller can observe the state ~ Ct) . The theory is in a iat~~~r i~ o L i o o
state for thiz problem. To a considerable extent it is based c:- c ’ i : , CI . ic
programming methods . Let x = ~(O) , and let V = V (x ,T) denooc t 1~: ~‘ ni : :i~
of J . Earlier  rigorous treatments of the dynamic progra imning ::.ct~.o~ r~- -

lied on the fact that  V is a smooth solution of the Bellman ecuat i o r~,which is a un i forml y pa rabolic second order par t i a l  differential ~~~~~~ i f
the problem is nondegenerate.  By nondegenerate is meant that the s’~.,-rrn1:rio
matrices o(;:)~~’ (x) ha ve eige n val ues bounded below by some c > 0 .

[10 , Chap . VI], and the more complete development in the r.c~.’ hc; nk ~i f J
More recently, other techniques have been developed to ~u Y . L f y Li’: ~‘ — n .
programming principle without appealirlg to the theory of parabolic j:~~r
differential equations. A purely probabilistic method , relyir.f he~~.’il” c .
the Girsanov transformation for measures and mart ingale  represcntat~ en
theorems was used in [61. Related ideas were developed further in f21 )~~~,and for the average cost per unit time problem in [16]. An elegar.o i.eof-
group approach was used in [19). For simplicity let L = 0 lo (2), arc~
irite V(x,T) = sT~

(x) . Then 
~~~ 

is a nonlinear semigroup , ao~ L.c
functions ~ ‘ . The method in [19] is to constrtict this scnic~rou~ L.rec~L:’by a suitable monotone sequence of approximations which arc nicocii.o •
stant in time .

PARTIALLY OBSERVED SYSTEM STATES

Suppose that  the controller can observe ru t )  , which sa t f i c~:~

dmi = q[~~(t))dt + a1dw1 
( 3 )

with w1 a brownian motion independent of w and ru(0) = 0 . From ~practical viewpoint, the most important result is the c1assic.~1 s~~~~:o~ : o .i
pr inciple in case of linear state and observation equations Ci) , to ).
(10) [15) .  There remains a technical issue in connection wi th the
tion principle , concerning the class of controls admitted [l5~ 22~~. boo
nonlinear  systems , general necessary and sufficient conditions for o~- -.~ir~ .li-
ty have been given [6] [7] [13) [20]. However , it seems d i f f f c ’t l t  to ~~ t
practically useful information about the solution from these co~~i i tionn .

Another point of view is the following. Let r t denote the co~~~:L’~ic-~:i~
distribution of ((t) given ri(s) for 0 < s < t . EVen in tb r.c~~1i.- n i r
case a kind of “separated” control problem cart be introduced , :n .f ~ i.cb thc~
state is 1T~ (regarded as completely observed). If ~ (t )  is ~t
state contr~l1ed Markov chain , rather than a soluti on to (1) ,~~o~~~thi~
vation process obeys (3), then the separated problem is itsc!f b-
inensional diffusion [3] [23). When ~ (t )  obeys ( 1) and n t )  c~~~~: ( 2 ) ,
the conditional distribution is a measure-valued process .h o - ’ io c ~ tb ’
nonlinear f i l ter  equation [17 , Chap . 8 ] .  The relation between the n . ~:~ot-
ed and original problem with partial observations in this case is a tcp io of
current research.

APPROXIMATE SOLUTIONS

S. We return to controlled diffusions with complete observations. Exp licit so—
lutions to the problem of minimizing .1 are available in few instances.
The best known example is the linear regulator; another is the portfolio se-
lection problem (10, p. 160, 166]. One method of approximate oolu~~~~on i~; by
discretization . This replaces the Bellman equation by difference equ.itio’:’~,
which are the dynamic programming equations for a corresponding contrc.ll~ cI
Markov chain [15 , Chap. 9). A quite different kind of approximatics nethod ,
in case the noise coefficient a is small, was described in [6]. A r~Loted
perturbation technique was applied to a resource management prob1er~ ir. [131.
A method for approximate solution to nonlinear perturbations of the stoobas-
tic linear regulator was given in (24]. If the perturbation of th~ s~ atc
dynamics is polynomial in the state, then the approximation con he i p loiront-
ed knowing only higher order moments of the (Gaussian) soluti or to th-’ u n-
ear regulator. 
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M INI M UM EXIT PR OBABIL ITY

Let D be a given region in Rn , ~:ith  in i t i a l  state ~ f l )  ~n : . be
say that exit occurs if ~(t) reaches the boundary ~f D ~~~~~~ tLe ti r :
interval 0 < t < T . Instead of ( 2 )  we may take the o> :i-.. ~~~~~~~~~ as
criterion toThe minimized. Thi-~ is reasonable if r a.~ re-
gion in which the- system operates acceptably.

The following asymptotic estimate , for low noise iritensitico , ~~~~~~~ ~~~~~~(11] . Let a = /~I , with I the identity matrix; and let (~ :~~t~ ‘h ~minimum exit probabi l i ty .  Then -c log q E -
~ 3° as c -~ 0 , whcoe J~ i~the lower value  o f a cert ain di f f e ren t ia l game . This is anaic~~oo~: t-~timate of Ventcel-Freidlin typo for uncentrolled diffusions [12 , tb~~r , l•1 .~(9]

OTHER PROBLEMS

Among optimization problenIs for diffusions which we have not ‘~i sc ; i~i :c-~opt imal stopp ing [12) [14) [15) ,  and impulsive control [1) . b ir~al l ,
should mention techniques of variational inequalities and -ounsivariation ’d
inequali t ies  (1],  which provide another framework in which to ~ . . ~~~~

cla ss of optimization problems .
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