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PROBLEM: The develop ment of concepts and algorithms for simulating for training ,
the performance characteristics of both Thermal Image ry Systems (TIS) and Low Light
Level Television Syste ms (LLLTV ) is critical to current and future simulator acquisi-
t ion prog rams. The development of this technology will rely on Compute r Image Gen-
eration (CIG) with emphasis upon data base characteristics and algorithm s incorpor-
ated as par t of system processing . The development and validation of this technology
must be accomplished unde r static as well as dynamic conditions typ ical of that im-
posed upon a real- time full mission weapon system simulator.

APPROACH: The approach employed by AFH RL consisted ‘f  the development of a
system with an optimum combination of flexibility with rapidity of simulation update to
permit a wide variety of techniques to be investigated under both static and dynamic
conditions . The system was designed to permit control over key simulation param-
eters and enable flexibility with respect to both data base and algorithm development .
The capability of the AFH RL Simulation and Training Advanced Research System
( STARS) was incorporated to the maximum extent and was further augmented through
the use of Digi tal Equipment Corporation (DEC) minicomputers togethe r with special
purpose hardware to provide the speed with minimal  compromise of flexibility . The
special purpose hardware pe rformed otherwise time-consuming functions of edge
smoothing, tr ansfer function generation and sensor noise . ’ However , the hardware
was designed to permit control over degree of smoothing , type of transfer function ,
and percent noise through software . A core niemory was provided with sufficient size
to hold a full frame of video information . An Am pex vide o disk and tape unit were pro-
vided so that individ ual frames could be accumulated on the disk and transferred to
tape to p ermit  dynamic sequences to be recorded for subsequent pl ayback in real time .
A data base was provided which included about 2500 square miles in the vicinity of
Las Vegas . Both culture and terrain data as stored in De fense Mapp ing Agency (DMA )
source data were included in the data base . In addition to this , ten special target areas ,
which included runway , power plant , and power lines were provide d to supplement DMA
source data .

RESULT S: The system was tested by generating both static and dynamic sequences
over many portions of the data base. Dynamic sequences of three-minute duration

• were generated with no perceptible scene discontinuities during the transition from
disk to tape . Upd ate rates for individual frames covered from 10 to 30 seconds per
frame , depending upon number of edge s contained in the scene and degree of sm oothing
employed. Scenes were successfully gene rated emp loy ing many combinations of edge
smoothing , transfer function and noise .

CONCLU S IONS: The system as developed unde r this effort  has demonstrated usability
as a research tool for conceptual and algorithm development applicable to TIS and
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1.0 INTRODUCTION I’

The development of airborne infrared and low light level television systems has pro-
gressed to the extent that these systems are currently in use in the B-52 weapon sys-
tem. Furthermore , these sensor systems are likely to be used in future weapon
systems .

There is at present no efficient and cost-effective capability for training crews who
must understand and operate these sensor systems . Such training must be based upon
a knowledge of the capability inherent in present technology for satisfying this require-
ment and any subsequent development which may be required.

As a result , the Air Force Human Resources Laboratory (AFHRL)  conducted explor-
atory program s which gained insight into the performance characteristics of these
sensor systems and established potential suitability of compute r image generation tech-
nology for satisfy ing the performance criteria imposed upon the hardware simulation
system. The se programs included cultural features only and were limited to static
situations from the standpoint of the simulation and the output scenarios . General
Electric supported this exploratory effort under Contracts F336 15-74-5161
and F336 15-75-C-5243 .

As a next step, AFHR L initiated an advanced development program to expand simula-
tion capability to permit generation of a dynamic simulation . The goal was the devel-
opment of a system in which simulated flight maneuvers could be conducted over a
limited gaming area containing natural  terrain and cultural  features while recording
the output scenarios during this simulation . Time between updates was to be mini-
mized so that recordings could be made in nonreal time with  playback in real t ime.
In this manner data base information and algorithm s could be evaluated unde r dynamic
simulation conditions representative of real -time systems .

A study program was initiated to determine on a competitive basis the best design for
a system consistent with cost , mainta inabi l i ty , f l ex ib i l i t y , and feasibi l i ty . The study
programs were to result in a complete definit ion of all general purpose and special
purpose hardware required togethe r with  requirements for sof tware programs to
effect the s imulat ion.  The study was to defini t i ze the hardware and associated inter-
face required between hardware components and for integration into the existing
A F’IIRL facilities .

The study program was completed and the General Electric (‘ompany was selected to
p erform the follow-on ef for t . This follow—on effort  covers the f ab r i ca t i on  and imple-
mentat ion of the system defined by Gene ral Electric under Contract l’331 15- 75-(’-52~ 7 .
This previous work was also under the direction ol’ Mr .  Wi l l iam 1,. Foley of the Sim-
ulation Techniques Branch of the Air Force h ut-nan Resources I.ahoratory at Wright-
Patterson Air  Force Base .

1
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l’iit’ e l t o rt pertorna ’ii under Contract  l’33t~ 1 a - - 7t - H - t if t t~ t and described In tills report

enconipasseti  the design , fabr i ca t ion , and imp lementa t ion  ot the sensor s i m u l a t i o n
system selected by A 11tH 1. from t h e  part out’ stud phase . The sy stem tmpk ’men t a—
t ion  tiwlutk ’d the ins t a l l a t ion , checkout , and in t egra t ion  ot th e Genera l Etet ’t ri & ’ dt ’signet
$ySt e ’flt bit t )  t hi’ SIUI ul at lon  and h ’ r a in ing Advance l(est ’a Fi ll SV stem S (‘A RS) s imula t i on
t a e t h t t v  at A Fl i Rt .

Flit ’ ta sks pt ’rturmed included (hi ’ purchase ot general purpose computat ional  aitti video
recording t ’qulpnwnt , t a t  n eat ion t ) I special purpose hardware  , and the adaptat ion
dt ’~ ~ Lopuien t of sottware to pros’ ide the sensor s i tu  ul a f t  on prog rain S tha t  a i.e Ct )Ul pat II di’
wi th  the ha rdwa ci’ contigu rat ion . l’he tot a l  sy st em is eap aa le ut op e r a t i n g  in a dvn am it

• i . t ’ . • the t ime ink ’ n~ a l s bet ween sucec 5st t ’ scenar ios ace suit k ’ient lv short  so
t hat p lay back itt successiv ely recorded scenes can be aei ’Olflp lLSh t ’d at r e a l — t i m e  rates .
liii ’ s i mu l a t i e n  includ es a data base which p er m i t s  s imula ted  t l i ght  pr of i les  in any tie —

si red 1i rection ovi ’ r the gani lug a r i a .  Flit’ total et t o r t  included data base prep arat ion
I row t ie tense Mapp ing Agency I ‘~ MM source data and :1 s imulat ion  program to t~\t ract
dat .i , estab l ish  p r i o r t t  tes , p er fo rm data t rans lo rn ia t  ion , In si ’ rt I he i’ I t e i ’l ot at t i t u s

phi’ cc’ , and I ran s te  i’ t’ ha ract erist Ic s ot s(’n s or sv Stern  atiti pre pa cc’ i tico to r recording
and dtsp lav . Fhe equipment  inv o lved is inter laced so that  data may be tr ans t e r re d he-
twt ’cfl getli ’ i’a l pit rpose at i t i  ~ ~~ ‘t ’ ta I pu rpost ’ ha r dwa ni ’ a nti idco cc t ’o r d ing and iii sp lay
ha rdwa ci’ Fbi’ total S s tem is eotit  1 gei red to citabl e nl a xi in al usc o t’ gene ral pu i’posc
compu ta t iona l  equipment cons i s ten t  w i t h  sy s tem f l e x i b i l i t y  and rapid s i m u l a t i o n  upda te .

I h e  has ii ’ app roa&’h tist ’d ~n t h i s  ~~‘og raw was lc~ e I oped tlU i-tug f l i t ’ :~L t~lttt rue F’ lect no
i pt t e a t  ~ -nso r Situ uha t i on  A i i  1SS1 tie sign det m i t  ion phase (C ont rail l-~~3 ’  1 a t a  & a~ ~ 1

j i t t l  documented in the t ina l  rep ort  b r  t ha t  ogran i  phase . ~\ ‘hile rn t t d i t i ca t ton s  to the
i i i t t i a l l v  t t t ’t tnt ’d approa ch ~t ere  made , by incorp ora t ing  opt ional  c apa b i l i t i e s  to be t t er
m eet o~eral l  program obtect i ~ cs , the basic appr oa ch  is s t i l l  d ir ec t ly  pat terned a lt er
fli t ’ h i t  i d u  are o i g a t i i . ’a t t o t l  t ’n ip (oved by ( etit ’ cal E le ct r ic  in the de’sigii o f real —t oni’
C ow putt ’ r Image ~ent ’ r at ion C h& 1 sy ste n~ s . l’ h m s is an important teat ut’e ot the sv stem
in th at  it  eusUi ’cs th at  alt algor i thm s and techniques emp loyed can he imp lemented in
pr act ica l  rca 1 - f t  n i t  systems . t h i s  impor tan t  tea ture  was also ret ained in the earl  it’ r
,il I sot tw ar e  s imula t ion  model developed unti e r Cont ract l - : ~~ t I a —  7 - h — a t  t 1 1w General
I ht ’t’t i.i&

Fhu s . the i n i a r y  th rus t  of t h i s  t ’l toi ’t  was to redui ’t’ the per scene processing time
exhibi ted  by flit ’ earli er all  sot ’tware  model to th e m i n i m u m  le~el consistent wit h cc—

tam ing tilt’ m:Ilt’i flexib ilit y e’haractt’ristics of the software model. liii’ method em—
ploye’d tnt ott ed a t h ret’ told a ltpi ’oai’h . Sj~’c ia I ha rtlwa cc logic in odule s were designed
to pi’ Lb L’III t hose t’omputat tonal t’unc’t ions that ice in ost t inn’ —cous uni tug on general

purpose eoin putei’S anti whe re’ tlt ’x ib i l i t y  could be retained with a hardware iinpht ’nit’n—

t a t  ton . l’hc’ corn putational capacity ot thic ’ S L’ARS Sigma a tt as augmented h~ a t i t i tt ig

ii ‘ P i t  I’  I I  I .  c ompu te  i’s to t i l t ’ t a t ’ ii it\ - and a l loea t  l ug  gene i -al pUrp ose t ’itm put at ional
t U t t i ’t i tt l l s  . i I l i O i tg the thi ’ct ’ I i l . t e i l I t l t ’S . At thi t ’ s a int ’  f i n n - , i l l , i t 1 \ .il go r i thn i s  tt e i’e
t ied .tIttI it i’ i t ’ i’i ot~ i’.ifll  i t i t ’t h t t ’ ,it’h it ’t  t ’ 111 0 i• t ’ i ’l l  i t ’ it ’U t A ’ \ t  A ’ U t ion ~‘ii t hi’ ic  spi’ct it

t l l . ( t  lii l it ’ S
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2 . 0 TECHNICAL DESCRIPTION

2 . 1 I M I ’ I E M K N T A ’F I O N O V E R V I E W

In tiddre ’sstng the ’ in ip lt ’rnen t n t lon of this sensor simulation pt’ogi’:uii , It is convenient
it &‘ønSitki r th e p rogram I n two ma ior pa rt s . One part is the simulation n~~tk’ l it se ’l 1;

i .e. . the e’omttt tui t lon of hardwai’e and software which , given any enviroumt ’nI de ’f ln l—
ton t data base I and assigned processing paranit”tt’ rs, will  produce a v ide’ot aped se’ —
quene’e’ altdlv simulating t iti ’ di’sirt ’ ti sensor sy stem display for the sp eci fied flight
path , atmosp he’ cii - and i l l umi n at i on  effects , system p ar arnt’te r s • etc . l’he’ second
pn rt it t the t ot a l e f fo r t  is the’ cmi v I rotmient de’finlt ton or da ta It a Si’ pr ov tiled with th e
sv stem • liii’ ludtng the’ tie elopme’nt of flit ’ suI t wa t’e lit r aLit Oili:it ii’ t i’:iflS to i’fli:it lou of
1) MA data to a te r rain m ode’ 1 sutt at tl e ’ b r  process lug 1w the’ sensoi’ simulation system .

2 .2 SENSO R SIMULA’l’l&lN DA’l’A BASE

l’hls $ im ulat ion program Includ e’ d the ’ di’ vt ’lopnten t and tie I i ye ry of a corn plett ’ gani tug
are’a data base derived from tk ’fense Mapping Agency Aerospace (‘entet ’ ( l )MAAC )
source da ta and augmen ted with special target s of Interest . In addition to the’ data
base’ deliver e d w ith the systet ii , special softw are data base t cansforniation i’outines
wcrt~ developed lot’ e’x~cutloui on the’ Sigma S computer. l’hese routine’s accept l)MAAC
sinire’e’ data tapes :uiii create additional data bases for the sensor simulation system.

2 .2 .  1W L I V E R E I )  l)A’FA BASE—The’ gaming area se’lc’i’ted for the’ init ial dat a base
is a one’—dt’gree latitude ’ by ont’—tletgt’ee longitude area which include’s flit ’ city of Las
\egas , Nevad a anti the’ surrounding countryside ’ pr ln ia r tI ~ to the’ Noi’th , Ea st , anti West
of Las Vegas .

l’he’ terrain model is a ‘‘ real world’’ model consisting of continuously varying terrain
itt ci’ the t ’nt ire’ gani ing area. l’his terrain mode i was ile’t’tve ’tl ent.i rely from level I
I ) MAAC dig ital source data for the’ a rca . In addition , a ll level I and level 2 1) MAAC
cultural ~plan imeit i’lc) features  ar e inclu ded in th e data base its defined In the digit al
sour ce’ data

Additional cultural featur es wer e added t it the lThlA source ’ data to provide more’ di’—
tailed feature’s for meet ing rt’searc’li evaluation objectives of  the pt ’ograni . l’hesi’
features ilO not appear in the’ I 1MA source data • or do not appt’aI’ with sutui t’lent detail
to permit level of detail  and re’late’d model t’hnrne ’ter istk’s t ’val iuttloii$ . l)e t~ il& ’eI fe’s—
ture s addeti include : 1) an alrpo t’t c’om plex; ~2) an oil storage area: ( 3) a large’ fat ’—
tory complex; (-I )  a power plant ; ~5) a farming area; ~ti) a port city ; and • (7 )  mi tl’i’

de’tailed power poles , (tr idge’s , t’tt’

‘I’his data base Is structurttti to aIlo~t- fin’ display of diffe rent levels of detail down to
doors and windows for cultural obit ’cts . l’he’ data base’ can also be’ niodl fiet d update’d
unde r software’ cont rol . 
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2 . 2 . 2  THANSFO1tMA LiON SO FTWARE ROU ’I ’IN E S—Uenera l Electric also develop e d
and delivered a data base transformatio n progra m that is capable of converting gr idded
source data as furnishe d by the I)MAAC Into a format suitable for processing by the
sensor simulation equipment . ‘[‘his software program was implemented on the S’I ’ARS
SIgm a 5 computer and can proce ss any region of terrain within the continental U . S. of
one -degre e latitude by one-degr ee longitude in extent . l’hls program accepts level 1
source da ta prepared by I )MAA C on magnetic tape and cre ates a terrain mode l In
accordance with ope r~’tor specified accuracy criteria based upon the roughness of the
terrain.

2.3 SE NSOR SI MULATIO N SYSTEM

l’he AEOSS syste m as develope d by the General Electric Company is depicte d in
FIgure 1. All scene generation begins within the STARS Sigma 5 computer , passes
to the two Pl )P 11/45 compu ters , then to the special pu rpose hardware modules.
o nce the special hardware processing is accomplished , a complete scene l~ loaded
Into the scene memory and then recorde d on the video disk. Whe n the vide o disk
is fully loaded with 600 frames of video data , the t” .eo disk sequence Is transferre d —

to a video ta pe unit where longer sequences are assembled. Playback in real thne
from both the video disk and video tape Is possible on a CRT which Is also part of the
AEOSS system. As each scene Is generated , It is also displayed on the CRT to allow
operator viewing of each fram e as the sequence is prepa red.

2 . 3 . 1  SE N SO R SIMULATIO N SYSTEM EQUIPMENT—Equipment elements of thi s
design configuration fall Into three maj or cate gories; AF HRL STARS facility equip-
ment . General El ectric designed equipment and , vendor equi pment purchased by
Ge neral Electric and integrated into the system. Major equipment units are shown in
FIgu re 2.  [‘he rel a tion of thi s equipment to the Si’ARS SIgma 5 Is described in the
following paragrap hs .

2. 3 . 1. 1 S I ’AR S SIgm a 5 EquIp ment—The Air Force llui-nan Resources Laboratory
S l’ARS facilit y equi pment available for this program consisted of a Xerox Data Sys-
tern Sigma 5 (‘entr al Processing Unit (C PU ) ,  core memory , and numerous peripherals
cont rolled via a Multiplexing Input /Output Processor (MIOP).  The CPU and MIO P
eac h e’omrn unica te with memory on a private bus connecte d to both memory banks
throug h memor ports . The fastest port , usually referred to as Port C , on each bank
is connected to the C P U .  ‘[‘his port Is preselected by a memory bank whe n no memory
cycle is in progr ess , thus creating a shorter selection interval than can be achieved
by other ports . A second port , Port B , services periphe ral devices by means of the
M I OP .  Port B has a highe r priority than Port C and will therefore be ser t’iced first
in a situation where both memor y ports are rec eiving r equests for service .

[‘he MIO P provide s indep endent control of data transfers between memory and perip h-
eral devices by activating one or more device controllers attached to its signal bus .
The basic MIO P contains eight subchan nels each of which accommodates one device
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MAUII AND SLAY t COMPUT t~ S . DI %C . AND T A P I  DtC~ TVPtCAI. DKK~ IITI* COM~J!(I T~IMINA&

VITWO TA PT ~~~~~~~~ (II’11 UI UCTI~ DI’.PLA’~, ‘.1010 DIS4~ IICOIDI S . AND SPICIAI. IQUIPMINS

Figure 2. IAEOSS Equipment
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controller. The M I OP can control and sequence the i/O operations of any number of
its assocIated controllers simultaneously, allowing the CPU to concentrate on program
execution . Any events which require CPU intervention are broug ht to the attention of
the CPU by means of the interrupt system. The maximum combined data transfe r
rate of all device controllers operating simultaneously through one MIO P is approx-
Imately 400 ,000 bytes per second.

In order to interface the PDP 11/45 computers described In paragraph 2 • 3. 1. 2 to the
existing STARS Sigma 5, additional equipment was added to the STARS facility . This
additional equipment consisted of a second MIO P , three memory port expansion kits ,
and two device subcontrollers. The additi onal MIOP was required due to the heavy
loading of the already existing MIOP. AFHRL also expanded the SIgma 5 core mem-
ory; thus , the need for three memory port expansion kits . Two device subcontrollers
were added so that the SIgma 5 could communicate directly with both of the PDP 11/45
computers .

2 .3 .1 . 2 PDP 11/45 Computers—Two PDP 11/4 5 computers were procure d by Gen-
eral Electric ~o supplement the computational capability of the Sign’ia 5 and reduce the
per scene processing time . Each compute r of Figure 1 consists of a central processor
unit , a floating point processor , a DECwrite r console , a programmer console , and a
4-level automatic priority Interrupt. Compute r A also has 64K of core memory , a
2.5 million byte disk cartridge drive and controller , a second disk drive with a non-
removable , dual density disk , a dual floppy disk , and a 9-track magnetic tape trans-
port and control unit. Computer B has 48K of core and a single floppy disk . The com-
plete configuration also include s seven (7) DR11-B inte r face units confi gured as shown
in Figure 1.

This minicomputer system Is configured to allow di rect communication between PI)P
computers , with the Sigma 5 computer , and to all special purpose hardware modules.
A Sigma 5 Independent operating mode Is also possible wherein edge controls words
are recorded on magnetic tape by the SIgma 5 . The Sigma 5 edge control word tape,
containing many frames of data , can the n be transferred to the PDP magnetic ta pe— unit and scenes can be generate d without direct Inte r facing with the Sigma 5.

2 .3 .1 .3  Special Pur pose Logic and Recording Equipment—The special purpose logic
and recording equipment and its points of Interface to the PD 1~ 11/4 5 com puters are
depicted in Figure 3. The computation al functions Implemented in special purpose
logic consist of the orderer function , the vide o assembler function , two vide o com-
biner functions , an edge smoothin g function , and a sensor transfe r function.

The ordere r logic orders the element numbers corres ponding to the projected data
base edge intersections with each raster line into ascending numerical order. Up to
512 such Intersection s can be orde red for each raster line .
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l’he video ssemble V logic receives the ordered ed ge int t ’ i . j ~~~q I rem the orele Vt’ V
logic , resolves pr ior ity confl lets , antI outputs  onI~’ the edge’ iutt ’rst ’& ’t Ions which a Vt’
visible with in  the scene . Prior to this point edge in t ers ect  tons obser~ t’d by near er
objects unast also be processed. Note th at  t w o— ~I 1nieusioual , IlI re ’e—ett u~ ’usiesnaI , and
fog edges a rt’ separately processed to this point .

The video conthln~r logic combines fi rs t  the tw o—~limensional and tog edges , then adds
the three dimensional edges , to end up with a single tone tor each picture element
Thus at this point a complete C lt~ ty pe picture (wi thout  edge smoothing) has been
&‘ rented.

I the system operator has selected edge smoothing , I he raster  lines anti element num —bers r&’terrt’d to in the preceding paragraphs are actually ‘‘ sulsitnes’’ and ‘‘ subelenwnts.
‘l’hat is • more raste r line s and raster elements will  have ’ been computed than will  ul —t lmat elv  he displayed. The edge smoothing logic accepts the data for the’ subelements
on eac h subl ine (element numb er , tone , and delta tone and gene rates smoothed
tiat a , fre e ofstnir casing effects  for those raster h u e s  to be u ltimatel y displayed. I’ p
to 16 subline s and subelenwnts of smoothing can he specified by the e~~~~~~or

‘l’he’ fitia l stage of special logic is the sensor t ranster function logic which appl ies a
weighted m a t r ix  I ransfe r f unc t ion and sensor noise’ to siniff la t c ’  I he I r anst ’e r cm ~~~~ r—
ist ics of the particular sensor beIng simulat ed . ‘[‘he fina l tone assigned to each eli’—
ment is thus computed ha sed upon a weighted ave rage’ of the tønt’ of t in ’ ek’tue ’ mit I sell
and the tones of up to 21 of its adjacent neighbors. floth the number of neighboring
elements to be conside red mmd the weight assigned to each element tone is specilied
by the operator. ‘l’he operator can also specify the amount of sensor noise to be added
to the video .

At this point , one raster line of video is complete and It I s t ht’ii loade d into the scemue
memor y . Ihe scene memo i’y is a random—access senu iconducto r memory but It by
National Semiconductor. ‘l’hls memory is configured to store ’ one complete frame
(scene) of s—bi t , digital video data consisting of up to -IS O i’aster lines of 640 elements
per raste r line . Thus , each picture element can be one of 256 grey shade levels .

Once a complete frame of video data has beetu wri t ten onto the scene memory , that
scene is recorded on the’ v ideo disk recorder and also displayed on the’ C UI ’ . ‘l’he
video disk recorde i’ thus accumulate s consecutive f rames  of video data for subsequent
play back in real t ime .  The’ video disk used in th i s  system is an Ampe x Mode l M L )— 4 00
which ut i l(ws a dual surface disk. Up to 600 tracks of data can be recorded where
each track coincides with one frame of’ data . l ’layback at th e standard ‘l’V rate of 30
frames ‘see allows for up to a 20—second r eal—t im e sequence to be recorded before iv —

peating . Each successive’ frame of data I s precisely positioned with re spect to the
preceding frame such that a continuous sequence is per ceived upo n pla back. ‘the
Ampe x M l )— 400 can also display any single frame of ’ data as a stat Ic scene from any
scene recorded on the ’ disk.
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W hen dynamic sequences longe r than 20 seconds are desired , such sequences are
accumulated from consecutive 20-second sequences on a video tap e recorder. ‘l’he
vi deo tap e recorde r is an Ampe x Model VPR- 1. The VPR- 1 is a precision device
that allows near perfect matching of consecutive sequen ces to create longe r sequences .
‘l’hus , any number (up to one hour of re al—time video) of 20-second sequences can be
tran sferred to the \‘P R -l and precisely positioned with resp ect to the end of the last
20-minute sequence .

The entire recording seq uence from scene memory throug h the video tape recorder is
unde r the automatic control of a specia l controller which receives all its mode com-
mands from the master PDP 11/4 5 computer . That is , no operator control is required
beyond an Initial selection of the number of frames of data to be recorded .

2 .3 .2  SE NSOR SIMULA TIO N SYSTEM OPERATION— Preceding paragraphs describe
the sensor simulation equipm ent configu ration along with a brief outlin e of the role of
each equipment unit. The following paragraphs describe the detailed assignment of
computational functions to the SIgma 5 , the two PDP 11/45’ s and the special logic
modules , including typical data flow for generating a single frame of video data .

2 . 3 . 2 . 1  Allocation of Functions—A detailed description of the various computational
functions which are performed is contained in the system and software report prepared
by General Electric unde r this contrac t . The various computational functions are
groupe d into general categories based upon the organiz ation of real-time , visual com-
puter image generation systems designed by Gene ral Electric , plus an additional cat-
egory related to airborne electro-optic al sensor simulation . These functional cate-
gories are labeled Frame I , II , HI , and IV for simplicity . Frame I functions are
those functions which must be performed once per fram e time , and account for the
scene-to-scene sensor motion and vario us coordinate system rotation calcu lations.
Frame II functions are those calculations which are required to trans form the numer-
ical description of the data base to a set of edge control words which de fine the pro-
ject ion of the data base onto an Imaginary view window . Frame III Include s all re-
maining function s which must be performed to establis h the color or gray shade of each
picture element in the scene . Primary Fram e Ill functions are video assembly , video
combining, data orde’ring , and edge smoothing. The F ram e IV functi ons are those
unique to sensor simulation systems , and consist of the sensor transfe r function ,
system noise , and related sensor system characteristics . With this catego rization of
functions in mind , the assi gnment of computational functions to the compu tational units
can now be described.

To achieve the fastest possible per scene update rate consisten t with a fully flexible
design and reasonable cost , the pip eline processing technique (used most effectively
in real-tim e simulation systems) was app lied to the sensor simulation syste m design.
With the pipeline processing technique , the complete set of computations required to
develop a scene are assigned to separate , sequential processing units . Each scene is
partially processed by the first comput ational uni t , then the partially processed scene
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data is passed on to the next computational unit . While ’ the second computationa l unit
performs furthe r processing on the first scene , the first  computational unit begins
processi ng the next scone . Any number of sequential processing un its can be used ,
subject only to the num ber of simple divisions which can be made for the total sednt~
computatIonal task. For this sensor simulation system , two stages of pipeline pro-
cessing we re chosen with the first stage being the Sigm a 5, and the two minicomputers
and special purpose logic compris ing the second stage of processing . It should be
noted that the t ime to genera te a single scene (and the fi r st scene in a sequence of
scenes) Is the total additive time of each processing stage . Once the pip eline is filled
(in this case it takes two consecutive scenes) howe ver , a new complete scene is ready
fo r display In the processing time of the slowest processing stage . The average scene
update rate for a Large num ber of sequential scenes the refore approache s the time
used by the slowest stage of pipeline processing.

In th is system , all Fram e I and Frame II functions are assigne d to the Sigma 5 com-
puter. The existing Sigma program s were modified to provide more efficient execu-
tion by setting up larger core buffers , utilizing double buffering techniqu es to reduce
dis k accesses , and taking better advantage of scene statistics to minimize running
time . The Frame UI and Fram e IV functions we re divide d betwe en the special purpose
legie and the two PDI ’ 11/45 computers . The orde re r , video assembler /combiner ,
and edge smoothing are Frame III functions assigned to hardware and the sensor noise
and sensor transfe r functions are Frame IV functions , also assigned to hardware .
This hardware augment ing of the PDP 11/45’ s was essential In orde r to achieve rea-
sonable scene update rates because of the time-consuming nature of these functions .
It should be noted , however , that the flexibility of the simulation is maint ained since
these functions must be performed by any sensor simulation approa ch and the hard-
ware Is designed to be software program mable in te rm s of degree of smoothing, sen-
sor transfe r function , and amount of sensor noise .

It should also be noted that the two PDP 11/45’s are configured to operate in parallel ,
performing exactly the same function s for di ffe rent raster lines. One PDI ~ operates
on even raster lines while the second PDP operates on the odd raster lines. Thus ,
both parallel and pipeline processing techniques are utilized in this design .

2 . 3 .2 .2  Data Flow Sequenc e—Data flow throug h the system orig inates in the Sigma 5
com puter. Processing begins with the reading and Interpretation of the operator in-
puts which de fine the parameters controlling the scene to be genera ted. The Fram e I
functions are then performed by three separate software routines . The first routine
generates the Scene Data Base file using the E xtended Data Base file and the control
parameters input by the operator. The Scene Data Base file conta ins information only
for that portion of the Extended Data Base file that is within the field of view as defined
by the operator input data . The Extended Data Base file contains all the information
definin g the complete gaming area data base as described in pa ragraph 2 . 2 . 1 . As the
Scene Data Base file is created , a List of the range from the selected viewpo int to each
face of each object in the scene data base is also created , For three -dimens ionaL cul-
tu ral object s , the object centroid range is assigned to all faces of each ob iect .
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The next routine determines the relative priority of all the three-dimensional cultural
objects wit hin the field of view. For priority purposes , a three-dimensional cultural
object Is consi dere d within the field of view if any portion ol an encompassing sphe re
Is within the field of view . For this purp ose both an object centroid and object radius
are define d as part of the Extended Data Base file.

The final Frame I routine generates a combine d face priority list for all terrain and
object faces within the field of view. This I s accomplishe d by modif ying the face range
list generated earlier , such that the assigned range value for each three -dimension al
cultural object (and all Its faces) varies inversel y with its relat ive priority . That Is ,
the ra nge values are forced to increase as relative priority decreases. In addition ,
the range value for each terrain face is forced to be greater than the range to any three-
dimensio nal cultural objects that is superimposed on that terrain face . In this manner
a r ange list is created , for all faces withi n the field of view , which varies inversely
with the priori ty of the face in the event of priori ty conflicts . Finall y this range list
is orde red by increasing range to produce a unique priori ty num be r , based upo n the
position in the ordered list , for each face in the scene . This priori ty list is retaine d
In memory for use by the Fram e II routines in constructing Edge Control Words .

It should be noted that the creation of the combine d face priori ty list required the de-
velopment of a new algorithm for this program . The previous all software program s
operated on an object priori ty basis rather than a face priori ty basis . For an object
priori ty scheme to work , convex objects are required. Construction of convex objects
to defi ne terrain from DMAA C source data is not practical with automatic software
tec hniques; thus , a new priori ty routine was required .

O nce the priori ty list for all faces is complete , t he SIgma 5 begins to execute the
Frame II routines . These Frame II routines are the same routines imp lemented in
the all software model , except that the routines were modified to operate on a face
priority basis rathe r than an object priority basis . The output format of the Edge Con-
t rol Words generate d by the Frame H routine s was also change d to be compatible with
the 16-bit PUP 11/45 compute rs .

The input to the Fram e II routine s is the Scene Data Base and face priori ty list de-
scribed earlier. In general , the Scene Data Base and priori ty list will remain the
same for seve ral consecutive frames , when the viewpoint moves very little between
frames . Thu s , provisions are made to allow the operator to specify the number of
consecutive frames of Edge Control Words to be generated by Frame II before the
Frame I calculations are updated. At the same time , parameters such as viewp oint ,
boresight , time of day , or any other control Inputs can be specified to change at any
particular frame or at every frame .

The Frame II routine s generate an Edge Control Word for each edge of each face in
the scene data base . These Edge Control Word s consist of the projections of the data
base edges to the image plane . Each edge is define d by the raster line and element
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number paIrs at which its end point projections pierce the view plane , the slope of the
edge projection , and various othe r data includin g face tones , priority , etc .

All data files used and created by the Sigma 5 Frame I and Frame II routines are main-
tained on the Sigma 5 disk. The Frame II Edge Control Word output file can be
written on magnetic tape for late r input to the PDP 11/45’ s or sent directly to the
PDP ’ s for Fram e III processing.

The Frame Ill processing in the PDP computers is starte d by initializing the control
parameters (from operator Inputs) for the PDP edge generator routines and providing
Edge Cont rol Word data , either directly fro m the Sigma 5 or from magnetic tape.
W hen the PD P 11/45’ s receive data directly from the SIgnia 5 , the two PDP’ a work In
parallel to produce edge crossing data for each of their resp ective raste r lines. The
maste r PDP produces data for even-numbered raster Unea , while the slave computer
produces data for the odd-numbere d raster lines. Whe n Edge Control Word data is
received f rom magnetic ta pe , the maste r PDP reads the data Into its memory and then
shares the da ta with the slave compute r as they produce edge crossings for their re-
spective raster lines.

The output of both computers is directed to the orderer function at the head of the
hardware processor pipeline . The orde re r logic alternate ly selects data from the two
PDI” s, there by gathering data for all raste r line s In the prop er sequence . Thus , the
two P1) P computers accomplish the edge selection process , dete rm ine active edges ,
and compute edge data (element numbe r , tone , and tone gradient) for each raster line
In turn .

The orde rer then arra nges the edge s in inc reasing element number sequence , and the
vide o assembler resolves priority conflicts and outpu ts only actually visible edges.
It provides fo r each , the element or subelenient number at which the edge begins to
cont rol the tones on th e raster l ine , the tone at that element , and the tonal gradient
continuing along the line. In this manner the scene is processed on a picture-element-
by -picture-element basis and assembled on a raster-line- by-ras ter-line basis. If edge
smoot hing is being applied, the assembled raster lines (subline s) are passed to the
edge smoothing logic , then passed to the transfer function logic . The data from the
edge smoothing logic is the data for picture elements and raster line s to be displayed .
That is , the subelement and subline data have been used to generate smoothed data for
the output raster h u e s  and the subelement and subline data are then discarded. The
data from the transfe r function logic are outpu t on a line —by-line basis , ready for
display .

F rom this point , the completed raster line s are written directly onto the scene mem—
cry. ‘I’he scene memory is configured to store a complete fr ame of data with 8 bits
of video per picture clement. Complete frames are assembled on a raster-line by
raste r-line basis in the scene memory , then the entire frame is transferred to the
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video disk. When the video disk is fully loaded with 600 frames of data , its contents
are transferred to the video ta pe unit to create longe r sequences .

As the Sigma 5 completes its processing of the first scene , it Immed iately begins to
process the next scene such that at any given Instant In time , two scenes are siniul-
taneously being proce ssed in the sensor simulation system . While the Sigma 5 works
on one scene , the PDP ’s are processing the scene previously processed by the Sigma 5
and providin g edge crossing data to the special purpose hardware logic. Thus , the
two PD P ’s operate in pa r allel with one anothe r , while the Sigma 5 , the parallel PDP ’s ,
and the special purp ose logic form a pipeline processor chain each performi ng a por-
tion of the required scene processing .

2 .3 .2 .3  Softwa re Design—The all software routine s implemented on the AFHRL
STARS facility unde r an earlier contract , served as the basis for the current sensor
simulation system software . These existing routine s were reorganized in order to
optimize execution time. By taking advantage of scene statistics , the average execu-
tion time for a scene was significantl y Improved. Since the algorithms were already
known to be mathematically correct , the majori ty of the software effo rt was directe d
toward achieving more efficient operation. Some new routines/algorithm s we re de-
veloped to provi de a face priori ty scheme and also to provide fading across individual
faces of aelected three-dimensional objects. Minor changes were also required in
existing routines to accommodate the face priori ty approach.

Sigma 5 software consists primarily of the pre vious Frame I and Frame II software
routines from the all software model . The Fram e U rout ines have double buffer ing
for all I/O operations such that software execution can proceed in parallel with the
I/O operations once they have been ini tiated. Since a significan t portion of the current
Frame I and Frame II time is consumed in I/O operations , significant speed-up of
execution tim e Is achieved via thi s parallel organization.

AU Sigma 5 software routines are written in the Fortran language , with the exception
of special Input/output routine s which are writte n in assembly language . The deci-
sion to use Fortran was made to enhance the use and modification of the software by
the users. Very little penal ty in execution time resulted due to the effi ciency of the
Sigma Fortran compiler . In the case of I/O rout ines , however , the standard Fortran
routines are necessarily very general purp ose in nature and thus not efficient in per-
forming specific and limited I/O tasks .

The software routine s implemente d on the PDP com puter s consist of previously devel-
oped Frame III edge gene ration routi nes, Of course , special routine s were re quired
to accommodate data exchange s between the Sigma and the PDP ’s , data output to the
special purpose hardwa re , alte rnate raster line processin g by the two PDP’ s , and to
cont ro l the recordin g process.

14 

~~~~ -~~~-- ~ - - - -~~-~~ ~~--~~~~ -— - —  ___



As was the case’ with the Sigma software , all routine s except special 1 u . ) routine s ,
were wri t ten  in the Fort ran lan guage . l)oub le buffering ot data files at both the input
and th e outpu t of the PPP processing was also employed in orde r to overlay 1, ()  time
with processing t im e .

2. 3 . 2 . 4 Uardwar e L)esign— L’he tde’o disk , vIdeo tape unit , and the P [)I~ computers
and p er iphera ls  are’ provided with their own enclosure s by the equipment vendors .
Packagi ng ~t the CR I’ display , the scene memory and the special purp ose hardware
logic was pro~ Ltlt ’d by 1t ’nt ’raL E lectric . The CR1’ and scene memory are mounted
in one’ standard equipment rack and inte r faced to othe r equip ment units via General

lce ’t r u t ’ des u~-nt’d cable’s and interface logic .

:~n additional equipment rack is required for the special pu r pose logic designed by
;ene’ral E lectr ic ’ . l~e’s ugn techniques and packaging are based upon the General

F: [ccl n c  designs t on real —U ni t ’ visual and radar simulation program s.

Physical and tunctiona l arrangement ot the special purp ose hardware within the equip- -

ment encl osures has been selected to meet the objectives of high reli ability , easy
maintenance’ and maximum uti luia t io n of space . The enclosures featu re plug—in circuit -

boards , hinged card file assemblies , power supplies , power control devices and cool-
ing air blowers .

Ci rcuits used within the special pu rpose processing equipment are packaged on plug-
in boar ds . [‘he boards are approximately 5 .5” \ 9.75” in size with a design capacIty
of 40 integrated circuit devices and a 140 pIn edge connector , of which 12 are pre -
assigned for ground and power , Leaving 128 ava I lable for signals . Extraction devices
are provided on each board eliminating the need for special tools for insertion or
removal. The circuit boards used are solderless wrappe d boards of a universal de-
sign which lends itself to any circuit configuration by means of I ts cap ability of being
solderless wrappe d , eithe r by machine or manuall y .

The circuit boards are plugged into a card file assemb ly , commonly called a “swing
frame” because it is hinged on one side for access to the backplane wiring , and such
devices that may be mounted behind the swing fr ame . The swin g fran-ic is composed
of the circuit board guides which assure prop er line up of the boards and the ir corre s-
ponding circuits; the backplane which contains all the circu i t board connectors and
their intercon nectton8; and banks of cooling fans located top and bottom , to provide a
continuous air flow during operation to all the circ ui t boards .

The princip al pa rt of the swing frame Is the backplane . It is a two sided copp er-clad
epoxy glass laminate , which is precision machined to mount the board connectors and
inte rconnection s devices with sufficient accuracy to permit automa ti c wrapping . One
side of the backplane serves as a power plane and the othe r as a groun d plane . Power
and ground connections arc carried to all circuit boards by uiican s of di rect conne c-
tions betwe en board connectors and the plane s . Power and ground is in turn carried
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to the swing ;in~ by a dual set of t1c~xlble heavy tIu t~’ cables which are inserted -

bolted to the backplane . Signals are carried to and f rom the hae ’kpl ane wi th
,ero—insertion force , Lever actuated 9~ pin connectors t h a t  are solderle’ss wrapped to
the c i r cu i t  board connectors

:~ coordinate system of row and column designators is used to identify each card slot ;
such informat ion  is prominent ly displayed on the face of the swing frame . ‘I’ o as sist
in proper ly inse rting the circui t  boardS , dt ’c’als art ’ mounted on the face of the swing
frame that list  the circuit board slot and board identif icat ion code . The board ide nt i—
fication code u s printe d on the ’ c iector  and thus is readily visible ’ on all boards whether
mounted or utiiiioufltcd .

[‘he’ enclosure used ~v [ll  accommodate up to two swing f rames . ‘[‘he arrangement is
such that full access to any circuit  board is possible by opening the enclosure door.
f i l ter ed cooli ng air  is drawn in through intakes located in the lowe r portion of the en— -

e’losure and discharged through p erforated panels in the ’ top, thus maintaining ~ po si—
t ive pressure during equipment operation and min imiz ing  dust accumulation within.
Standard I 2 1) volt , ( O  cycle power is the’ only faci l i t y  powe r uti l ized as logic power
supplies ai.e contai ned In the equipm ent rack.

~~~ RESULTS AND CONCL USIONS

3.1 RF :sul.Ts

The results of this program can best he measured in t e’ i’m s of how well the obj ect ives
at the ’ program outset are met by the system deli ye red. l’he obj ective was to develop
and deliver a last, nonr eal—tim e sensor simulat ion image generation system wi th  real-
t ime dynamic playback capabi l its’ to be usable ’ by A l”l I R I. as a i.e search tool . ‘[‘he sys —
tem was also to retain maximum flexibility to evaluate different  algorithms , and pro-
vide the capability to create and record dynamic sequences for p layback in real time’ ,

In te rms of ’ these general obj ectives the program is an unqualified success. Results
obtained during the test and eva luation phase have proven the flexibility of the system . -

The programmability of the functions implemented in hardware allows great lat i tude
in evaluating diffe rent sensor cha rae’ter ist k’s and di ftc ’ rent edge smoothing liii plem en—
tatio ns , I’he operato r input parameters allow set up of any scene parameters desired
and pe m i t  unconst rained selection of viewpoints wi th in  the data base . In addition , t he’
capability is provided to bypass the hardware algorithms and replace ’ those functions
with any desired software algorithm , should even greater algorithm flexibil i ty he’
desi red.

l)ynami c sequences have been recorded which demonstrate the ability of the system to 
-

create long dy nam ic sequences for play back in real time , Both the qualit y of the in-
dividual frames of vide o and the quality of th e ove rall sequences have proven sati sfac — -

tory for meeting the program objectives.

_ _ _ _ _ _ _ _ _ _  - ~~~~~~~~~~~ --—- --- --- ~~~~~~~~~ -~~~~~~~~~~~ -~~~~



t h e ’ i i  me ’ i’e’q ui red to gene r a te ’ eon plc x 5cc ’ Ut ’s w i t h  high e’ rile’ i’ t i’arisfe’ i’ tu ri e ’t ions has
ht ’ t ’ t i  u’ e’tj uce’el ic y a tae’toi’ ot he’tw e ’e ’n sixty to  one’ ;uitl n ine t y  to one’ , de’pendtng upo n the
e’onipt e’xitv ot th e  se lected scene ’ , whe ’n e’ompared to the ’ a l l  sotlware nioeie’l . t he’ i lme
p ena l ty  paid fo r  hi gh orck ’ r e’dge’ StnOe)thiflg has also been gre at ly rt ’duc’ed. It should
he r i oted , howe~ t ’i’ , tha t  fo r  a g iven  scene’ • the scene’ genera t io n t ime  is d irec t l y  i’e—
lat eel  ic c the ’ orde t’ of edge sit tooth ing sele’cted. It should also be’ n oted that  the ’ se’ene
ge ne’ rat ion t ime  is now e’o nip le ’tel indep enelt ,’nt of the’ t r ansfe ’ i funct ion  app lie ’d.

In sp ite’ of the t r eme’ndous reduction in t he’ f l u t e  r equ ired to gene’ rate ’ a frame’ of
th e ’ spe e’ i f ic  tl e’sign goal ot I 0 se’co nds or less for  selected e’o niple ’x $e’e’fl e’S was not
i’eac ’ht ’il . \Vhile ’ many re asonab ly corn plex scene s can he generated in less than  10
se ’e’o nds , an aye’ rage ’ scene ’ gene rat ion I I t i l t’  for scenes from the ’ de l lye’ red data base is
pi’ot ’al cl v close r to 20 seconds .

lit the ’ ‘;l iii test  ar id e’’. a lu a t t o n  ~chase , scenic’ ~~‘rierat i ont  I unes of  up to seve ra l minut e s
e re ’ not un e ’otn niofl . I ’his ted to an ev alu at io n of whe’re’ t i me ’ was lost anti how fas te r

scene’ gene’ rat ion t lUte ’S cot i lel be’ ae’hie’ve’d . flit ’ somewhat surpr i s ing  result of t h i s
cc ;tl u ;it tort was t h a t  th e ’ nra  ion t ae ’toi ’ pacing scene generation t im e was the ~~~ of the
co I’d ’ n t t ’mory ~tat a b uf fe r’s in the Si gni a ;c and Pt )  P corn p a te ’ vs . - [‘hat is , the ’ e’alcul a

tor i t i m e  involc  eel was at a sa t i s fac to ry  le’vel and I (.) t r :utsfe ’ r t inie ’ was not a ma iot ’
t , t~~’ ton’ - I tn ’  rca I i ’robk ’nr was the Ia z’ge’ an mbe ’ z’ of data :r c ’e’t’sscs re~ ul rt ’d for e’om —

~ce’lie’ s cl ue to the ’ S t e  of the’ e’o re’ me’mory but t e ’ i’s in re’lat ionship to I he’ total  dat :t
i’ecIit i reel fec gene u ’ate ’ a celni jcle ’ x scene’. lt wa s n ot t h a t  the b u t t e ’ i’s we r~’ small , but
r a th e r, t hat the ’ cia ta req u i r ’ernen t s it ’” scene’ we’ Vt ’ enormous . ( lrte ’e’ the’ prob lt ’ni Was
i sol at eel  , th e ’ olcv ions solut ion wa s  to e’ reate target ’ but ters . U n f o r t u n a t e l y  all Pl~ I’
core nle ’ni icr cc as at re’ad tu i l  Iv :il I iccateel to  [cit itt ’ vs and ogrant  s torage . Thus , it
i c ; i 5  I it ’e ’e ’SS: l t ’\  to ; icIet  : i c le l i t  lon al  ‘OI’e memory  to the l ’ l I P  co n f i g u r a t i o n .  By adding
oUt’ ,te i e l i t i & l i i i l  I (d~ c o re ’ l i l e ’I i tOt’ \ ’  titociu le’ to One’ el f the’ P[)P e’oiiiput e’t’ s and allocating all
of t he’ ,tc l d it  toni:t l e’O u’e to t he’ ‘el gc .‘ecnI t i’ol word but te’ vs • a four—to—on e reduction in se’ene’
gt ’nt ’I ’ a t t o r l  t i t i t e ’ ~ca s  a ’hi c’ved t ot ’  sc ’lt ’t ’teel com plex Set ’t i ’5 . Al locat ion  of addit ional
~tgnta c core’ to t h e ’ serisot ’  s i m u la t i o n  t a sk also re’sulte’d in i t ra  lot ’ s~~,’ed—up s . While ’
it cc out ci t c t ’ p055  i l cte ’ to at ’ hiicc e’ Still t u rf he’ i’ re’duct ions in see lie ’ gene ’ ra t ion t im e’ wi th
51111 I a t’g~’ r lc~ f t c  i’s • f l it ’ pI’;tt ’t lea 1 11111! t has Icc ’cn rt ’:ie ’he’d. I’ Sc ’ of 1)10 Vt’ Sigma e’o re
would e t t e ’e’tiv t ’lv elimina te’ :tII other  Si gii t ;t  proce’ssing tasks when the ’ se’nsor s i mu l a —

t el l )  system is  I i i  01k’ i’;U 1e111 . :~c iei j t te l t i  elf fllol’e’ Pt il l e’ore’ to the’ Syste’fl1 would re ’qui ye
m ore cd l I’ e ’ t it i ’  Ico th P1) P t’ t l l i i h l t t t t ’  i’s an ti  resul t  i i i  111:1)01’ changes in the’ Pl)P cont’igui’a — -

ft c li i  t o  ; I e ’ e ’ t l i i i  nio date ’ t he’ :i ehui t  iona I t o  Vt ’ . h it’ en i’rent sce’nt’ gene rat ion t ime is not
un t ’e :is e c rt : i l c le for e’Ve ’t i  fl it ’ e’ tciiip le’x Se’t’tit ’$ and ton the ’ le ’ss e’omple’x scenes , no redue’—
ti c cmi in Se ’ ’flt ’ czt ’nt ’ ra I tori t h u e ’ cc oul d ri ’sul t f r om the L i St ’ elf l:i rge r hut ’fe’ rs in any e’vent

Iii su mrn a i ’\  : i l I  i i i : I i o t ’  ~ct ’ c~gi’ ; I t i t  t l l c R ’ t ’t t c  e’S with th e exe ’e’pt ion of the’ Scene’ ge’nei’ation
t i m e  we re ’ f u l l y  met by the s V st c ’I t i  . flit ’ longe ’i’ spee’i t t e ’ Sc ’iie ’ gcfle i ’at io it t ime ’ elOe ’S

not clef i’act f rom fl i t ’ o~ e’r all  S v St t ’ i t l  in ia ge ’ geiiei ’at t o il  pc t ’te i’niane’e’ , bitt su iu ip I ~’ require ’s
in t ’i’ e ’ t t r t ~e te n ’ the ’ ~e’rie i ’a t ic c r t  of  cc a lu at  iOU Se ’ t ’t l e ’S
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it Is re’conumendeei that  fu ture  s imi lar  prog rants  iclanne ’e l tot’ he ’avv usage ’ anti I’e’qu i F —

ing e’vte!isii e’ compute r resources be’ e’onf igure ’d ~IS s t a n d — a l o n e ’ Syste’lii s , l’he’ A i - h R I.
S t A R S  t a t ’ i i  i tv  is require d to support a large ’ nt u rn b ev ot s imu la t i on  act i c i t  it ’S .

h~’ ~ ‘ns~ci’ S inunl at  ion S~’ste’m is i n ofx ’ rat ion , it require’s sue ’h a Ia t’ge sha m’e’ of t h e ’
s I -‘ U ~ it’ sou l’ce ’s t hat e ttic ie ’nt o[k’ rat ion elf ot lie ’ r s imula t ion  pi’ogi’an is is prt ’e’ luei ee l

-‘ st~u nt j —al o mut ’ St’t iSe ) t ’  511) 1 u t a t i on  SV Ste ’fli wcni le l c ith e ’ r i’e’qu i Fe’ more’ comput ing  e’q u u [ n  —

me’nt ,i t a highe’i’ e’OSt , cci’ require’ more t ime ’ on a Pt ’i’ — SL ’ t’lic ’ basis . I t  f lit ’ sloci e t’

pet’— 5Ce ’Ue ’ e’o tu ipu t a t ion  t 1 tile ’ iS accept ab le , ~~i i t ’ll the’ f u l l — t u n i c ’ availability of a stand-
alone ’ S\ ste ’ t t i  , then a stand —alon e’ 5~~Ste’nu would a c t u a l ly  be’ a lowe’r cost SvSte ’m
Should the ’ same’ ~w_’ 1’ Se’e’fle’ t ime’ goals  lk’ consiek ’ i’eei e’sse’iltial , the ’ higher cost in ! t h e ’
i’e’elUi t’ e’el ge’ne’t’al pU rlX)se’ comt cuta t  ional e’ejuipnie’iit e’ouhd St i l l  1k’ p a r t i a l l y  ot t s , ’t . I”oi’
t’ xani p lc’ , t he’ cost ot inte ’g i’at ing the S FA US eq LU ptlle’ lit ati el  t ht’ S~~tt S0I’ Si UI ui la t wti
cqui [lnie ’nt woalel not be incu t’t’eei, ‘[‘his We)Ulei Save’ belth i i) aI i l lOwe ’t ’ and e’t~Uih)flie’nt

costs . lt is also e’xpectcd that  ope rat ing costs would be’ lowe ’ t’ by e l imina t ion  of at
le’ast So l u t e ’ of the’ z’equi rt’mt’iut s lo t’ p z’ezui U nI t u lle ’ S I’A US 0~~)t’ ra t ion .

Not e’ that thus re’e’onunie’ neia tio n should be e’onsidereel onl~’ when e’x i s l lng  c ’o t l i pu t a t  tona l
t ’qUip mt ’flt is  he’avi ly u t i l i ; e ’ei or whe’n the new program he ’ing planuc’d wil l  ve’quu ’e c x —

tt ’flSti e’ t’e’$OU I’e’e’S anti usage’ of the ’ exist ing equ lpnu e ’nt

It is also i’et ’onumendeei t h i t  a ful l  comple’me’nt of deve’lopme ’nt pe i’iph erats bt ’ ine’lu eie’d

w ith  any gent ’ral purpose’ e ’onupute ’ i’ Svstenu inclueie’el in futur e ’  s imula t ion  programs .
Should such s~’st e ’nuS he’ configu red as stan d—alone systems , th is  is niandatoi’v . h ’ ve’n
whe n such a system is integrate d wi th  an e ’xi sti flg computat ional  svste’m which inclu d e’s
development perip herals , howev ’r  , any add i t ional  ge ’neral purp ose’ computing e’quip —

ment should include development peripherals  to support ope’r at ion , diagnostics , anti
modifie ’aticns to the sy s tem.  l’h ’ adeiit ional cost of such 1k’ i’ip he’ i’als  wi t  I he’ l:i t’ge’lv
rt ’cove reel through more e ffici ent system op eration .

For any e’omputational s~’ste ’m invol v ing large’ quanti t ies  of data whe’re’ d ata t hroug h-
put is an important consideration , provi ~ ions nuust  he made’ to t ’ I a z’ge , hig h— spt ’e’d
data buffers , in such applic ations , d ata access time’ clue’ to insuf f i c te ’n t  but te t’ing e’an
often be’ a major factor in data throughput . While computationa l spee’el and e ’ f f i cie ’ncy
are the most iflipel i’t iUlt facto r s , w he’n small quant i t i e s  of d a t a  and repetitive cak’ula—

ions a ye’ involved , data access becomes equ ally inipoi’t ant  when large’ ejuant it it ’s of
data are at so involved , in such e’ase s the use’ of small  but ffe’ i’s , in an e’fio rt to mi U i  —
nuii. e the cost of the ’ computer system , sheluld be’ inupt e ’mcnte ’ el only whe’n e’ost 15 ti lt ’
ove rriding conside ration.
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