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z:= FOREWORD
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ABSTRACT

Speech quality measurement is considered from three points of

view: subjective testing, objective testing, communicability testing.

Speech quality is interpreted here in terms of user acceptability. It

is assumed that good intelligibility is always present since otherwise a

s,-tem is of no interest here.

Subjective testing is considered from the philosophical perspective

of iso-preference, relative preference, and absolute-preference, with

isometric and parametric test methodologies, with the results of PARM and

QUART as a basis. It is felt that the best approach for future subjective

testing will be parametric approach using representative male and female

talkers to cover the expected range of pitch. An automated and refined

version of Voiers Diagnosti4; Acceptability MeasurP (DAM) test is an

attractive option.

Objective testing is considered as a possible alternative to subjective

testing. Reported here is a two part experimental study of the

relationship between a number of objective measures and the subjective

acceptability measures available from the PARM study. In the first part

of the study, controlled distortions were applied to speech samples in

order to measure the resolving power of the candidate objective measures

on these types of distortions. In the second part. the candidate

objective measures were applied to speech samples from the same systems

on which PARM tests were run, and the statistical correlation between the

objective and subjective measures were studied. Objective measures

examined include spectral distance measures: Several LPC based spectral



distances, LPC error power ratio, aad cepstral distance; as well as

pitch comparison meAsures, and noise power measures. Controlled

distortions were formant bandwidth, frequency, pitch, low-pass bandwidth,

and additive noise. Correlations with subjective test data range from

- 0.2 to - 0.8.

In tihe communicability test, a somewhat differen- point of view is

taken. 1ihe user is axpected to perforn on the data some cognitive

task which is measurable. The rationale here is that the user will be

better able to perforn if the quality is high, than if his cognitive

resource, assumed fixed, is saturated due to poorer quality transmission.

The test format chosen for this study was a multiple digit recall test

,':nilar to that studied at Bell Labs by Naghtani. In this format sequences

of random digits are first recorded by trained speakers, and then these

utterances are played through various distorting systems. The resulting

sequences are then played to subjects whose task is to "recall" the

digits after a short (- 1 second) wait. These tests prove to be rather

unpleasant to take, and require larger numbers of subjects, but will

differentiate among distorting systems.
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CHAPTER 1

INTRODUCTION

1.1 Task History

The engineering effort reported on here was performed at Georgia

Institute of Technology in the School of Electrical Engineering fcr

the Defense Communications Agency through the Rome Air Development

Center Post-Doctoral Program. The Post-Doctoral Program is under the

direction of Mr. Jake Scherer. The monitoring officer at the Defense

Communications Engineering Center was Dr. William R. Belfield, at the

Defense Communications Engineering Center (DCEC).

This task, an investigation of subjective speech quality testing,

objective speech quality testing, and communicability testing, was

undertaken following the development at DCEC of a large data base

associated with PARM and QUART (Paired Acceptability Rating Method and

Quality Acceptance Rating Test). The existence of this data base has

made possible the detailed analysis of subjective testi-g procedures,

objective testing methods, and communicability testing, with good

cross checking and validity referencing of results.

1.2 Speech Digitization Systems and Testing Requirements

Since it has for some years been clear that some form of end-

to-end speech digitization would be initiated in the Defense Communica-

tion Systems, a number of speech digitization systems have been developed

in various laboratories around the country. The job of selecting from

these candidate systems the features to be included in a final system

requires extensive evaluation and testing to be conducted. When a

I



"final" system is fielded, periodic field testing of all links for

continued operational quality will be a significant requirement. This

study attempts to further focus efficient means for developmental and

operational quality testing.

1.3 Personnel, Procedures, and Facilities

This task has been carried out principally by Dr. T. P.

Barnwell, with Dr. A. M. Bush, and with the active involvement

of Dr. R. W. Schafer and Dr. R. M. Mersereau. Student Assistants have

included Mr. Ashfaq Arastu, Mr. Bartow Willingham, and Mr. J. D. Marr

here at Georgia Tech. This group also consulted on two occasions with

Dr. W. D. Voiers of Dynastat, Inc., Austin, TX. The project was done

for and with the active help of Dr. William R. Belfield of the Defense

Communications Engineering Center.

Team leader was Dr. T. P. Barnwell. The prcject was initiated

in May 1976 and completed in May 1977. Although six months effort was

originally estimated, unavoidable delays in establishing the PARM data

base at Georgia Tech delayed its progress. This report was prep, red

at Georgia Tech, tentatively approved in rough draft form at DCED, and

subsequently reproduced at Georgia Tech.

This work was carried out in the School of Electrical Engineering

Digital Signal Processing Facility. A block diagram is given as

Figure 1.1. A more detailed description of the facility is given in

Appendix C.

1.4 Technical Organization

The work reported here had as its ultimate goal the development

of efficient objective methods and tests for predicting user acceptance

2
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of digital speech transmission systems. Three phases of the attack on

this qoal were established: (a) summary investigation of subjective

testing methods; (b) development of a communicability test procedure;

(c) development of objective testing procedures.

The outputs of the study are recommendations for future

subjective test organization and implementation, specification of an

objective testing procedure with cross-validation against PARM sub-

jective testinq results, specification of a communicability test

philosophy and implementation of the test with results analyzed

s;tatistically. A secondary output is the PARM data base now organized

for efficient searches.

Work proqressed in all three phases in parallel, with some un-

,xpocted delays due to the time required to obtain and organize the

data base from PARM (this is a large data base). A. M. Bush took I

principal responsibility for the subective testing portion, and T.

1P. Barnwell was principally responsible for the objective test and the

communicability. R. W. Schafer and R. M. Mersereau also contributed

to all three phases of the effort.

1. 5 orqanization of the Report

The detailed aspects of each of the three phases of the effort

are presented in the report with the objective testing study in Chapter

2, the subjective testing study in Chapter 3, and the communicability

ttc-t in Chapter 4. Each chapter is headed by an lintroduction qivinq

the phi losophy and rationale for that phase of the work and the

technical perspective required for that phase.

f

.4



II. OBJECTIVE MEASURES FOR SPEECH QUALITY

2.1 Introduction

In recent years, considerable effort has been devoted to the

development and implementation of efficient algorithms for digitally

encoding speech signals. These al,•orithms, which are utilized

chiefly in digital communications systems and digital storage systems,

cover a wide range of techniques, and result in systems which vary

greatly in ouit, complexity, data rate, and quality. Generally

speaking, modern speech digitization systems can be divided into four

categories: high rate systems which operate from 1 100 KBPs to

- 32 KBPs; intermediate rate systems which operate from - 32 KBPs to

- 8 KBPs; low rate systems which operate from - 8 KBPs to 1 1 KBPs; and

very low rate systems which operate below -1 KBPs. In the high rate

systems, PCM [2.1) and adaptive PCM [2.21 are of the predominant tech-

niques. In the intermediate rate systems, the techniques are more varied,

including DM [2.3], ADM (2.4](2.5], DPCM [2.6], ADPCM [2.71, APC (2.8],

and adaptive trar.-.form coding [2.9]. The low rate systems consist mostly

of the vocoder techniques, including LPC (2.10-2.13], channel vocoders

[2.14) (2.151, phase vocoders [2.20] (2.21), and several other techniques

[2.221. very low rate systems usually involve feature extraction on a

perceptual or linguistic level, and, thus far, very few systems of this

type have been implemented. As a general rule, the higher data ratE'

Systems are less expensive to implement and less sensitive to bit

errors, while the lower rate systems require more expensive terminals,

and result in greater distortions in the presence of errors.



The problem of rating and comparing these systems from the

standpoint of user acceptance is a difficult one, particularly since*

the candidate systems are usually highly intelligible. Hence, intelli-

gibility tests, such as the DRT [2.23], may not suffice to resolve small

differences in acceptability. Direct user preference tests such as

the PARM [2.24] have been found useful for this purpose but are not highly

cost effective. Moreover, they provide no diagnostic information which

could be of value in remedying the deficiencies of systems being tested. j
Objective measures which can be computed from sample speech

materials offer a possible alternative to subjective acceptability

measures. It skhould be noted, however, that the perception of speech j
is a highly complex process involving not only the entire grammar and

the resulting syntactic structure of the language, but also such

diverse factors as semantic context, the speaker's attitude and emotional

state, and the characteristics of the human auditory system. Hence, the

development of a generally applicable algorithm for the prediction of

user reactions to any speech distortion must await the results of

future research. However, the effects of certain classes of distortion

are potentially predictable on the basis of present knowledge. In

particular, substantial progress has been made in quantifying the

importance of such acoustic features as pitch, intensity, spectral

fidelity, and speech/noise ratio to the intelligibility, speaker

recognizability as well as the overall acceptability of the received i
speech signal. Thus far, little success has accompanied efforts to

predict the subjective consequences of other than relatively simple

forms of signal degradation, but recent developments in digital signal

processing techniques [2.25][2.26], suggest a number of efficient objective

6



measures which could be highly correlated with user acceptability.

In a recent study conducted by the Defense Department Consortium

on speech quality, a large number of speech digitization systems were

subjectively tested using the Paired Acceptability Rating Method (PARM)

Test 12.24] developed at the Dynastat Corporation. The systems tested

included a representative cross-section of the intermediate rate and

low rate systems which had been implemented in hardware at the time of

the study, and, consequently, offered a large user acceptability data

base covering most classes of distortion present in modern speech

digitization algorithms. The existence of the PARM data base offered

a unique opportunity to measure the ability of objective measures to

predict true subjective acceptability scores. Further, it allows the

development of precise methodologies for the utilizations of objective

measures in conjunction with subjective measures to possibly reduce the

cost of speech system quality testing.

This chapter describes a two part experimental study of the

relationship between a number of objective quality measures and the

subjective acceptability measures available from the PARM study. In

the first part of the study, controlled distortions were applied to

speech samples in order to measure the resolving power of the candidate

objective measures on these types of distortion. In the second part,

the candidate objective measures were applied to speech samples from the

same systems on which the PARM tests were run, and the statistical

correlation between the measures, objective and subjective, were studied.

This entire chapter consists of five sections. In Section 2.2,

the choice of objective measures is discussed. In Section 2.3, the

"controlled distortion" experiment is presented. In Section 2.4, the

7



objective-subjective correlation experiment is described. Section 2.5

summarizes the results of this effort, and suggests directions for

future research.

2.2 The Choice of Objective Measures

2.2.1 The Speech Perception Process

Human speech perception is a complex process in which distortions

in the acoustic signal do not map simply onto perceived quality. In

this section, several aspects of speech perception which relate to

perceived speech quality will be discussed, and some general conclusions

will be drawn.

First, it should be noted that the syntactic structure of a

language has many components which impact speech perception. A sentence

in a language may be viewed as a concatenation of phonemes which are

hierarchically organized into syntactic and semantic units on a multi-

tude of levels. Phonemes are grouped into syllables, syllables into

words, and words into higher units (compounds, noun phrases, verb

phrases, clauses, sentences, etc.) based on the phrase structure of the

sentence (2.27). Numerous modern linguists are tryinq to develop a com-

prehensive grammatical theory for the generation of the syntactical

tree structures which represent the underlying sentence organization.

The point here is that a great deal more information than the identity

of the phonemes is being transmitted by the speech signal. Word

boundaries, phrase boundaries, and many other syntactic elements have

explicit correlates in the acoustics. It is these structural correlates

which allow the listener to understand the sentence structure, hence, to

use his great knowledge of the language to help him perceive the words

themselves. Researches in speech synthesis by [2.281 [2.29] have found

8



that the need to correctly produce the acoustic correlates of the syntax

is at least equally important to correctly producing the acoustic

correlates of the phonemes.

There is yet another level of information transmitted in the

speech signal above the syntactic level. This level is semantic in

nature, and incorporates the speaker's attitudes about the subject

matter of the utterance. Linguistically, this information lies in the

"intonation" and "emphasis" of the sentence, and this is also explicitly

encoded in the acoustics.

When perceiving a sentence, a listener uses all these cues,

phonemic, syntactic, and semantic, to help him understand the utterance.

All these le'rels are highly redundant, and, in some cases, a great deal

of acoustic distortion can occur without effecting the intelligibility

or even the quality of the speech. However, in other cases, very

slight distortions, such as those which effect the perception of syntac-

tic structure, can cause complete loss of intelligibility. What is

important in understanding the effect of a particular distortion is in

understanding the way in which it interacts with the entire complex

speech understanding process. At this point in time, even a simple

complete enumeration of the information in a sentence is beyond the

scope of current theory. This is why the problem of developing general

objective quality measures is so difficult.

This is not to say, however, that there is not considerable

knowledge about the acoustic correlates of the features of speech. It

is well established that the phonemic information is primarily found in

the acoustic filtering effect of the upper vocal tract, and herce, in

the short time spectral envelope of the speech. Likewise, it is well

9



known that phase information, other than pitch, is not perceivable 12.22]

Also, it has been well demonstrated that a great deal of information

about consonantal identities are found in the formant behavior of the

adjacent vocalics. But there are other phonemic acoustic correlates in

English besides the spectral envelope. For example, voicing information

in consonants is found in the durations of adjacent vowels and in the -4

local pitch contour 12.30)

The major acoustic correlates of syntactic structure, intonation,

and emphasis are pitch, vowel durations, and intensity. Of these cor-

relates, pitch is by far the strongest (2.311 (2.32], followed by duration,

and then intensity. There is also evidence that there are some effects

in the spectral envelope which are involved in the perception of these

"supersegmentals," though these are small.

When developing objective quality measures for intermediate rate

and low rate digitization systems an important point is that, due to the

nature of the systems themselves, only certain classes of distortions can

occur. For example, phoneme durations, which are very important in

perception of both phonemic and structural information, are not altered

by coding. In vocoder systems, where the spectral envelope, pitch and

excitation, and gain information are separated naturally as part of the

digitization process, the mapping of the various parameters onto the

perceptual domain is relatively easy to characterize. To detect

distortion related to phonemic perception, spectral distance measures

seem most important. Since the pitch contour plays such an important

role in perception, some sort of excitation comparison should also be

used. Since gain is relatively less important, it is expected that

only gross gain errors should be detected.

10



In the caeas oi wavoform coders, the distortions are not so ea ily

related to percoptlon. Pitci information is not likely to bc- effuctd,6,

but simple signal/noise ratios are not obviouisly good candidates for

quality measures. A more likely candidate might be a measure b;ased on

the noise spectrnm at the receiver.

2.2.2 Specific Objective Quality Measures

In this section, all of the objective quality measures tested

in this study will be presentvd. All of the measures studied were not

necessarily metrics. In order to qualify a.- a true metric, a distortion

measure, D(X,Y), between two signal.s., X and Y, must meet the fol.lowing

condi ti ons:

1. D(X,Y) 0 iff X-Y
D(X,Y) > 0 if X#Y

2. l(X,Y) t)(Y,X)

3. D(X,Y) ' D(X,Z) + D(Z,Y).

Some of tile di 'tortion measur, s in this study meet, these requirements,

whlle others do not.

2.2.2.1 Spectral. Distance Measireso

Spectral di.st'alice, in this context, refers to a di stance measure

between a sampled onv(e.lop)e of the source or unprocessed speech signal,

and a degraded form of the signal. Si,,co there are many method:; for

approximating the "short time spectrum" of a s1ignal, there are corres-

pondingly many metrics which may b, formed from a speech .iqnal. A

good measure should havw two characteristics: it should consi stontly

rfl oct porceptun .ly si gMni ficant di itortions of da rffernt types; and,

it should be highly correlated with subjective qualit-y resultts.

A total of si xtei sp-e• ctral distanco moa.sures and related

Lt



measures were studied in this project. Let V(O), -1Tesw, be the short

time power spectral envelope for a frame of the original sentence and

let V'(0) be the power spectral envelope for the corresponding frame of

distorted sentence. In this discussion, it is assumed that the proper

time synchronization has occured, and that V(O) and V' (8) are for the

same frame of speech. Due to the fact the gain variations are not of

interest here, the spectrums V(O) and V' (8) may be normalized to have

the same arithmetic mean either in a linear or a log form. A geometric

distance between the spectrums of the distorted and original spectrums

may be taken in several ways, including direct spectral distance

D(O) - V(O) - V' (8) , 2.1

the difference in the log spectrums

D(O) - 10 log1 0 V(8) - 10 logqoV' (C) , 2.2

the source normalized distance measure,

E,(0) - (V(0) - 7"' (8) ]/V(8) 2.3

and the ratio of power spectrums

D(O) - V(0),/V'(O) . 2.4

Of these measures, 2.1 and 2.2 can form tt basis for true metrics,

while 2.3 and 2.4 cannot. A large class of distance measures can be

defined as the weighted L norm "d " by

p p

12



]l/pF2W(V,V' .0) ID)(0) Ipdo

Lp

d WI,,V',0Id
d (V,,W I2.5

W(V,V' ,O)dO ]
where W(V,V',O) is a weighting function which allows functional weight-

ing based on cithok of the power spectral envelopes or on friiquency. In

this study, W(V,V',8) 1 1, and 2.5 reduces to

dplVV,V' +- I2 Dl(0) Pd0]l/P. 2.6

p-2r

Clearly, the higher the value of "p, the greater the omphasia on large

spectral distances. This measure may be digitally approximated by

sautpling D(0), giving

Mdp~~v~~v'1 ~ • I

2.2.2.1.1 The LPC Spectral Distance Measures

Since the output speech waveform is a convolution between a

spectral envelope "filter" and excitation .ignal, then a deconvolution

is necessary for spectral envelope comparisons. The LPC analysis is

itself a parametric spectral estimation process, and may be used to

extract an approximation of the spectral envelope. The block diagram

for an LPC spectral analysis system is given in Fiigtre 2.1. If the

LPC parametors are (al, # . ,an) theat the spectrtum function V(t),

is given by

G2
V(0) - -n,0 T.

IA(e,,j) 12

13
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where

N

A(Z) = a z-i 2.9
i=l

This approximation can be used to calculate any of t-e measures suggested

above.

There are a number of additional measures which can be calculated

from A(z). These are not true spectral distance metrics or measures,

but are related, and have the additional feature that they are easy to

calculate. Several of these measures are simply geometric distances iii

the parameter domains, such as feedback coefficients, PARCOR coefficients,

area functions, and pole locations. In each of these cases, we can

define d as
p

N
m= 1/1:~~M~l l M 'lm.o

here & is the mth parameter (PARCOR coefficient, area function, etc.),

and N is the number of parameters involved in the representation.

Another related approach is illustrated in Figure 2.2. The

original speech signal is analyzed using an LPC analysis, and the

inverse filtered waveform is formed by

N
e. s. -, X a.s. 2.11SI ~j=l J1j•

th thwhere a is the j LPC coefficient and s. is the i speech sample.j 1

This optimal filter is then used to inverse filter the distorted

waveform, resulting in

15
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4 N
e' = - a s' 2.12I. I -_ aj i-j

j=l

%'he measure which is used is then

L 1l/pe i
d L 2.13 A

where L is the total number of samples in the utterance.

2.2.2.1.2 Cepstral Spectral Distance Measures

Another technique used often for deconvolving the spectral

envelope from the excitation is cepstral analysis [2.33] 12.341. The I

analysis system for cepstral analysis is shown in Figure 2.3. By

Parseval's Theorem, d 2 can be calculated from the copstrum by

I
a-A

d - C{l 2.14
k=°

where C and C' are the cepstral components for the original and the
kk

test signal respectively. For the same reason that cepstral deconvolu-

tion works well on speech, only a few coefficients nleed to be used

(•, 40) to calculate d 2 . Since the cepstral measure is computationally

intensive (2 FFT's per frame) and since it has been shown that d

calculated from A(z) is very highly correlated with d2 calculated from

the cepstrum (2.35), then it does not appear that the cepstral measure is

very attractive. However, the cepstral meanure is attractive for

excitation feature extraction (see 2.2.2.2.2); since the low order

cepstral coefficients are a by-product of that ana]ysis, and since cCD's

_ _ _ _ _ _ _ _ _ _ _ _ _17
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offer potential for cheap FFT's using the CHIRP-Z Transform, then

cepstral measures are worthy of consideration.

2.2.2.2 Excitation Feature Extraction

Pitch is a very important acoustic correlate of many supersegmen-

tal features, and distortions in the pitch contoui are easily perceivable

and very detrimental to quality, Pitch estimation errors and voiced/

unvoiced errors may occur in any pitch excited vocoder system. Hence,

it is of interest to investigate objective measures for comparing

excitation features for those systems where it is applicable.

The ideal solution to this problem would be to generate high

quality pitch contours for the original utterances, and to compare

these to the values used by the vocoder synthesis algorithm. However,

since the excitation parameters are not explicitly available in vocoder

systems, and since the excitation data is not available for the systems

used in the PARM test, then this approach is unreasonable.

A second possibility is to apply a high quality pitch detector

to both the original and the distorted speech, and to compare these

results. A system which compares pitch excitation contours was developec

at Georgia Tech under a previous effort [2.36] along with several high

quality pitch detection programs. The statistics perf' .-med by the

pitch comparison program (PCHECK) are enumerated in 'e--'e 2.1. This

approach was studied experimentally using the Hard Limited Autocorrela-

tion Pitch Detector (2.36) and the Multiband pitch Detector [2.36].

A third possible approach involves developing a measure for

excitation differences which does not depend on any pitch detection

algorithm. The idea is to use a deconvolution technique which is aimed

at retrieving the excitation representation rather than the spectral

19



I

STATISTICS

1. Total number of pitch errors

2. The average errors per sample in voiced regions

3. The number of gross errors (greater than a threshold)

4. The average gross e,'rors

5. The number of subtle errors (less than a threshold)

6. The average subtle errors

7. The nuiber of voicing errors

8. Sample standard deviations from the above averages

2.1 Statistics Calculated by "PCHECK" Pi.tch Comparison Program
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envelope representation. The cepstrums of the two speech signals have

many features which suggest that they might be good candidates for an

excitation distance measure. First, they have a region in which the

signal characteristics are almost entirely representative of the excita-

tion function. Second, since this region is easily identifiable, no

pitch decision or voiced/unvoiced decision is necessary. Third, the

shape of the cepstrum in the excitation region contains some additional

information about the excitation besides just pitch. Last, the compu-

tation of the cepstrum leads to a spectral envelope representation which

might also be used as part of a spectral distance measure.

The way in which an excitation distance measure might be calcu-

lated is illustrated in Figure 2.4. After the cepstrum of the two

signals is calculated, a smoothing filter is used to make the measure

less severe. Next, a distance metric is calculated by

N2 1/pSw(C,C',k)(c- P
k kk-Nl

d 2.15
p N2SW(C,C',k)

kN1

In this measure, Ck and C are the cepstral coefficients for the original

and distorted speech respectively, and W(C,C',k) is a weighting function.

In this study, the weighting functions which were studied were W(C,C!,k)

-1 (no weight) and W(C,C',k)-Ck, which weights samples near pitch peaks

more than those in unvoiced regions.

2.2.2.3 Noise Power Measures

Traditionally, signal-to-noise ratio has been one of the pre-

dominant measures for determining the performance of waveform coding
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FIGURE 2.4 CALCULATION OF THE CEPSTRAL PITCH METRIC
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systems. This measure is attractive since it is so easily calculated

and since values for this measure are known for most appropriate

systems. It is unattractive since it is difficult to evaluate in

light of what is known about speech perception.

A far more interesting approach might be to develop a measure

based on the coloration of the noise as well as its power. In short,

if noise is defined as

ni = si - si 2.16

where s. and s' are samples of the original and distorted speech
1 1

respectively, then the noise spectral envelope N(O) could be found

using LPC or cepstral techniques as before. A measure could be

defined such that

_Jw(e)NP(e)de

Pfl+, 2.17
_W(O)dO

and

n 1/p

d = 2.18

This would be attractive since it would allow ;ome measure of the

spectral characteristics of the noise, which is very likely to have

perceptual impact. If W(e)1l, then, by Parseval's Theorem, this measure

becomes the signal-to-noise ratio for p=2.

Though this represented a very interesting area for study, very
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little was done on noise measurements in this study. This is because

the data base associated with the PARM was not in a form to make the

necessary computations reasonable.

2.3 Initial Qualitative Studies and Controlled Distortions

This section describes two phases of the experimental study. In

the first phase, example sentences from various systems were digitized

from analog magnetic tape, and various forms of gain measures and

spectral measures were applied and studied. In the second phase, the

measures presented in the previous section (2.2) were applied to

sentences which contained controlled distortions to test these measures

for consistency in measuring these distortions, to check the measure-

ment of combined distortions, and, by using the histograms of time be-

havior of the various measures, to determine a potential resolVing

power for each measure.

2.3.1 Qualitative Studies 7

In the initial study, a total of 20 sentences from two speakers

and five systems were digitized from analog tape (digital tape repre-

sentations were not available at that time), and stored on disk. (See

Table 2.2.) A subgroup of those sentences was then analyzed for energy

contours and for spectral reprosentations and cepstral spectral analysis.

The energy was measured by applying Kaiser windows [2.37] of

various lengths as FIR filters to the squared waveforms. The window

lengths were adjusted such that pitch periods were not obvious in the

energy representations. These energy plots were then used to try to

synchronize the sentenc-s with one another.

Several resultc; came out of this study. First, not unexpectedly,

the energy plots for the waveform coders (CVSD 16 and CVSD 9.6) were
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TEST U•'ERANCES

HI ANCHOR LLI* LL2 ClI{ CH2

CVSD (lb KBPS) LL1 LL2 CHi CH2

CVSD (9.6 KBPS) LII* LL2 Clii CH2

LONGBRAKE (2.4 KBPS) LLI* LL2 CIII CIH2

HY2 (2.4 KBPS) LLI* LL2 CHI C112

*

Part of Subtest (;roup

Table 2.2 Input Sentences Used in the
Initial Qualitative Studies
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2.3.2 The Controlled Distortion Experiment

The purpose of the controlled distortion experiments was to test

the candidate measures discussed in Section 2.2 as to their resolving

power for measuring certain classes of distortions. In all cases, the

"original" was taken to be the output of a 12 tap LPC synthesis program

where the coefficients were unquantized and the pitch was extracted by

hand. Two sets of signals were used. One set consisted of four I
synthetic vowels (/i/,/*/,/u/ and /ci/), the other of two sentences, one

spoken by a male speaker and one spoken by a female speaker. In all

cases, five classes of distortions were applied: bandwidth distortion;

frequency distortion; pitch distortion; low pass filtering distortion;

and additive noise.

2.3.2.1 Bandwidth Distortion

Distortions in the bandwidth of formants is a common occurrence

in vocoders. To test this type of distortion, the unit circle was

effectively expanded by transforming each LPC coefficient by

ai + ai(a) • 2.19

In this experiment, the four values of a which were used were .99, .98,

.97, and .95. The first two values introduced no perceivable distortion.

2.3.2.2 Frequency Distortion

The frequency distortion was carried out by up or down sampling

the impulse response of the LPC synthesizer. Figure 2.15 shows the

procedure. First, a FIR (256 point) approximation for the IIR impulse

response was calculated. Then a zero padded interpolation was performed

using a ±000 point Kaiser window designed linear phase low pass filter.

The resulting modified impulse response was used to synthesize the
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speech samples. Sampling ratios of 49-50, 50-49, 9-10, and 10-9 were *

used.

2.3.2.3 Pitch' Distortion

Pitch distortion was applied by allowing the pitch period to _

systematically increase over the voiced regions. This results in pitch

distortions which increased with time in each utterance. The rates at

%hich the periods were allowed to vary was +1 sample every 10 voiced

frames, +1 sample every 4 voiced frames, -1 sample every 10 voiced

frames, and -1 sample every 4 voiced frames.

2.3.2.4 Low Pass Filter Distortion

Bandlimiting distortions are very common in speech communication

systems, and hence worthy of study. The filters used were all 1 0 th

order recursive digital eliptical filters with rejection bands at -60 DB.

In all, four filters were used with cutoffs at 1.4 kHz, 1.8 kHz, 2.2 kHz,

and 2.8 kHz.

2.3.2.5 Additive White Noise Distortion

White Gaussian noise was also added to the test signals. Four

noise levels were used which resulted in signal to noise ratios of

- 13 db, - 10 db, - 7 db, and - 3 db.

2.3.3 The Experimental Results

In all, six utterances, four vowels .768 seconds in length and

two sentences 3.072 seconds in length, were used as originals. A total

of four distortions for each of the five classes were applied to the six

speech samples, giving 120 distorted samples. The purpose of the vowel

distortion study was to measure the effects of each measure in a "micro"

sense in order to compare resolving powers of the different measures.

The purpose of the full sentence distortions was to measure the "macro"
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behavior of each objective measure. In all cases, the total sentence

metric was calculated from

M
X W' (m)d 

2.

D M- 
2.19

p 
M2

[ W'(m)
m-I

In this expression, Up is the total distortion for the entire sentewn(,P

set, W' (m) is a weighting function, d is the "d " measures defiednK1), m |

in Section 2.2.2 at the mth frame of th, analysis, and M is the t(ý3.,l

number of analysis frames. W* (w' wins taken to be i
W' (m) 1 1, 2.20

and

W' (m) - , 2.21
m

where G. is the TAPC gain of the original sentvene itt the m~1 f rame. The

LPC analyses were alsiays Aone with a Hamming windowed, autocorrolation

LPC with a frame interval of 256 samples and a window width of 250

samplen. The gain weighting heri wra included to sots how the ovwrall

outcome would be effected am a ma'_tor of academic interf.st. T]'h(s

hypothesin in that, since the vocallcm contain a large, portion of the

information, and slince the gain is always grcv.ter for vocalics, then a

gain weighted measure might. be more highly corrolated with perceptual

results. This experiment, clearly, giV•s r'o new information on this

hyp~othesis, but. it does show to what ,xtent g.atn weighting cha,,g,,: .s',

final objective quality ostimate.

In all canos, 1) was takon to he the num of M indel•ndoint ranidom
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variablos, all with the same standard deviation. The sample variance 7

waa calculated from

M (d -D)

p, in-P 2.22

T1he random var iable

D) -1)
t 4- 2.23

In t distributed (see Chapter 3) with zero mean and unit variance.

A coif idence interval for 1 , the true mean for D 0 , for a significance

levol oi (o - .o1 and .0O15) ctin lxe calculated from

D ti~ < p 1) MD 2.24

Where 1. kl tud U %1 are the lower and upper slqnkficance limits for a t

di!-ti-ibitted random variable' (pi - 0, (1 1 ) for M ix-lints andi probability

0.

I.3 3 Results. of thle__Vowel Tests

Tlhe resiuIt s of the vowel tests for fretluency distort ion Andl

hanidwidth dIistort ion art) compi led in 'rableo -. 3, the iresuilts for low

pass fi It eritq dlistortioni and noise, distortion are' qiven in Table .1.4,

and thet retitilt.-i for pitch distort ion are qi veti in Table -1.5.

oovoral poit :ts -flotild be made abouit these resultts. 1'ir ts, all

o t t he t e.-ts swem to per form relatively well on the' two frequency

d i~ tort iots with 1aIl I t~ests ablet to re-solve thle iis tort ion's ait Ilvast
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SPECIAL BANDWIDTH DISTORTIONS FREQUENCY SHIFT DISTORTIONS

DISTORTION
MEASURBS _ _ _SHIFT RATIOS

.99 .98 .97 .95 50/49 49/50 10/9 9/10

D LOG LPC AV. .076 .13 .22 .37 .08 .07 .91 .83
C.I. .03 .04 .06 .12 .03 .03 .11 .10

D2 LOG LPC AV. .081 .21 .24 .46 .11 .10 1.2 .90
C.I. .03 .05 .04 .12 .04 .02 .12 .10

D4 LOG LPC AV. .12 .26 .33 .61 .13 .15 1.6 1.3
C.I. .05 .06 .09 .17 .05 .05 .14 .12

D2 LINEAR LPC AV. 1280 1541 3021 4077 2041 2112 4510 4910
C.I. 825 1051 1121 1642 914 921 2013 2412

DI CEPSTRUM AV. .088 .22 .25 .42 .14 .12 1.3 .91
C.I. .03 .05 .06 .13 .03 .03 .11 .11

D2 PARCOR AV. 1.1 1.6 1.8 2.3 1.5 1.3 3.2 2.1
C.I. .06 .05 .07 .08 .04 .02 1.2 .09

D2 FEEDBACK AV. 113 191 215 421 104 127 411 402
C.I. 61 75 112 181 55 67 172 101

D2 AM'A AV. 1.1 2.2 3.1 5.7 1.4 1.2 3.7 3.2
C.I. 0.2 0.2 0.4 1.1 .31 .32 .62 .59

D 2 .J. LOCATION AV. 2.3 2.7 2.9 4.1 2.1 1.9 4.2 3.8
C.I. .93 1.6 1.9 2.2 .91 .80 2.1 2.3

AV. - Average C.I. = Confidence Interval (.05 Level)

4

Table 2.3 Results of the Bandwidth Distortions
and Frequency Shift Distortions on

Vowels. All Confidence Intervals are
at the .05 Level.
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SPECIAL BANDLIMIT DISTORTION NOISE DISTORTION

DISTORTION
MEASURES BANDLIMIT S/N

2.8 2.2 1.8 1.4 13 10 7 3

D LOG LPC AV. 7.3 12.1 14.6 16.2 1.7 2.8 5.0 7.8
C.I. 1.1 2.4 2.8 3.5 .22 .62 .97 1.81

D LOG LPC AV. 8.1 13.3 15.6 17.5 1.9 3.2 5.2 8.6
C.I. 1.2 2.3 3.1 3.6 .31 .82 1.4 2.6

D4 LOG LPC AV. 9.4 14.4 16.7 18.2 2.4 3.6 5.6 10.1

C.I. 1.4 2.5 3.5 3.7 .40 1.02 1.05 1.19

D LINEAR LPC AV. 6851 7175 8281 9143 543L 5941 6643 7141
C.I. 855 991 1097 1211 24i3 2712 3143 4127

D CEPSTRUM AV. 8.8 14.1 16.0 18.1 1.6 3.1 5.2 8.8
C. I. 1.3 2.2 3.3 3.6 .33 .91 1.3 2.7

D PARCOR AV. 5.2 5.5 5.9 6.3 3.1 3.6 4.3 4.6
2 Z.I. 1.1 1.3 1.2 1.6 I .81 .80 .93 .92

D2 FEEDBACK AV. 827 955 1010 1210 621 751 827 921
C.I. 310 341 381 425 125 281 317 397

D2 AREA AV. 5.3 5.9 6.6 6.9 2.8 2.9 3.1 3.3
C.I. .34 .41 .55 .57 .21 .35 .44 .89

D2 POLE LOCATION AV. 6.6 6.7 6.7 6.9 4.1 4.4 4.9 5.2
C.I. 3.4 3.3 3.3 3.6 2.2 2. 2.7 2.6

AV. = Average C.I. = Confidence Interval (.05 Level)

Table 2.4 Results of the Bdndlimit Distortion and Additive
Noise Distortion on Vowels. All Confidence

Intervals Are at the .05 Level.
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the .05 lavel. This point is also illustrated in Figures 2.15 and 2.16,

which show the time behavior of the d 2 log LPC measure for the frequency

and bandwidth distortion. As judged by their confidence intervals,

the log LPC measures are the best, while the pole position and feedback

coefficients are the worst for those two frequency distortions. Second,

note that, for low pass filter distortion (Table 2.4), the results are

qualitatively the same as those above. But also note that quantitatively

they are very different, giving much greater spectral distances than the

bandwidth and frequency shift distortions. This can also be seen in

Figure 2.17. This brings up an important, if obvious, point.

That is that low pass filtering distortion swamps the more subtle forms

of frequency distortion. Hence, some bandwidth decision and control

is necessary in these objective tests if the more subtle distortions are

to be measured.

The noise results show some resolving power for the various noise

]evelg, but a general loss of resolution when compared to the frequency

and bandwidth results. Stated simply, this type of distortion is not

measured well by spectral distance measures, and hence requires a large

sample of speech to detect it properly.

The tesults of the pitch variation studies presented in Table

2.5 show that essentially no spectral distance measure can detect pitch

errors with the number of samples used in this experiment. This, of

course, was an expected result, and was the reason that the special

pitch tests were included.

The cepstral pitch measure described in Section 2.2.2.2 was

applied to the four pitch distortions using each of the four smoothing

window functions shown in Figure 2,17.
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d2 - BANDWIDTH DISTORTION FACTOR .99

1.0db'

0.0 k . . ..

TIME

d- BANDWIDTH DISTORTION FACTOR = .98

1.0db1

TIME

2- BANDWIDTH DISTORTION FACTOR = .97

1.0db

TIME

d2- BANDWIDTH DISTORTION FACTOR * .95

1.0db

0.0 -
TIME

FIGURE 2.15 PLOTS OF d2 LOG LPC SPECTRAL DISTANCE MEASURES FOR THE

SYNTHETIC VOWEL FOR VARIOUS BANDWIDTH DISTORTI3N

FACTORS. THE DISTORTION IS FORMED FROM 7,.1 WHERE ,

IS THE BANDWIDTH DISTORTION FACTOR.
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FIGURE 2.17(s) PLOTS OF THE d2 LOG LPC SPECTRAL DISTANCE MEASURE ON

VOWELS FOR THE VARIOUS DISTORTIONS USED IN THIS STUDY.
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FIGURE 2.17(b) PLOTS OF THE d2 LOG LPC SPECTRAL DISTANCE MEASURES ON

SENTENCES FOR THE VARIOUS DISTORTIONS USED IN THIS STUDY.



SPECTRAL PITCH DISTORTION

DISTORTION
MEASURES 10,1 10,-I 4,1 4,-I

D LOG LPC AV. .071 .064 .073 .072
1 C.I. .03 .03 .04 .03

D2 LOG LPC AV. .079 .081 .076 .078
C.I. .03 .03 .03 .03

D4 LOG LPC AV. .09 .092 .084 .092

C.I. .04 .05 .04 .04

D2 LINEAR LPC AV. 821 871 888 841

C.I. 640 510 530 511

D CEPSTRUM AV. .82 .86 .84 .81

C.I. .03 .03 .04 .03

D2 PARCOR AV. .91 .84 .88 .86
C.I. .06 .05 .06 .05

D2 FEEDBACK AV. 87 88 83 89
C.I. 48 51 55 46

D2 AREA AV. .91 .96 .81 .86
C.I. .21 .23 .20 .19

D2 POLE LOCATION AV. 2.1 2.0 2.2 2.3

C.I. 1.10 1.02 1.05 .98

AV. = Average

C.I. = Confidence Interval (.05 Level)

Table 2.5 Results of the Pitch Distortions on Vowels.

Note that the Distortions are Low, and In-

crease Distortions Cause No Increase in the

Measures.
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Since this was a time varying distortion, then the statistical

analysis used in the spectral distance tests is inappropriate. Figures

2.18-2.21 show the results for the four windows. The basic result

here is that this measure forms a high resolution measure of pitch

errors. For short windows, the measure detects very small errors, but

saturates quickly, hence reporting the same result for all errors.

Longer windows do a better qualification of the pitch errors, but do not

pick up small errors well. Probably, since most of the computation in

this measure is in the cepstrum calculation, a reasonable solution

would be to use several windowsto better quantify the results.

1.3.3.2 Results of the Sentence Tests

The results of the sentence tests are tabulated in Table 2.6,

2.7, and 2.8. Qualitatively, these results pretty well mirror the

results of the vowel tests. Quantitativrly, however, the confidence

intervals are uniformly larger. The gener!. result here, therefore, is

that larger sample sizes are necessary when dealing with real sentences.

An important result of the sentence tests can be seen from a

comparison of the gain weighted measures to the non gain weighted

measures, as shown in Table 2.9. In nearly every case, the gain

weighting causes the measure to decrease. This means the measure is

being inflated by the low power unvoiced regions which are perceptually

less important than the high vocalic regions. This means that gain

weighting probably will give better subjective correlation.

2.4 The PARM Correlation Study

As was stated in the introduction, the PARY! subjective quality

data base offers a good chance tu study tU., ,.rrclation betwnen thl

objective measures under consideration and the isometric subjective
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PITCH VARIATION 10)1 PITCH VARIATION 10,-1
16.7

16 .7-

o. -. -..,_ 208 0. '"208:]

TIMETI
TIME

I =

PITCH VARIATION 4,1 PITCH VARIATION 4,--1

16.7

0.0.
0 . 208•o

TIME

FIGURE 2.18 CEPSTRAL PITCH ME'1IC AS A FUNCTION OF TIME FOR FOUR

DIFFERENT PITCH DISTORTIONS FOR WINDOW NO. 1 (FIGURE

2.3). WINDOW LENGTHx 1.
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PITCH VARIATION 10,1 PITCH VARIATIGN 10,-l

i ÷'
3 .0 3 .0I, 3.0 . I

f It

0.01 208 0.0' ' ' 208
TIME TIME

PITCH VARIATION 4,-l

PITCH VARIATION 4,1

J 1

3.0 3.0.

I ' • t 
n "Il

0.0- .TIME .- 208 0.0 . , 208STIME TIME

FIGURE 2.19 CEPSTRAL PITCH METRIC AS A FUNCTION OF TIME FOR FOUR DIFFERENT
PITCH DISTORTIONS FOR WINDOW NO. 2 (FIGURE 2.3) WINDOW LENGTH= 4.
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PITCH VARIATION 10,1 PITCH VARIATION 10,-1

3.0 3.0

0,0 0 '.04

TIME TIME

I,,

PITCH VARIATION 4,1 PITCH VARIATION 4,-i

3.0 3.0

0.. . . 0.0. ..

TIME TIME

FIGURE 2.20 CEPSTRAL PITCH METRIC AS A FUNCTION OF TIME FOR FOUR DIFFERENT
PITCH DISTORTIONS FOR WINDOW NO. 3 (FIGURE 2.3). WINDOW LENGTH= 10.
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FIGURE 2.21 CEPSTRAL PITCH METRIC AS A FUNCTION OF TIME FOR FOUR DIFFERENT
DISTORTIONS FOR WINDOW NO. 4 (FIGURE 2.3). WINDOW LENGTH = 10.
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SPECTRAL BANDWIDTH DISTORTIONS FREQUENCY SHIFT DISTORTIONS
DISTORTION
MEAS1URES C9 SHIFT RATIOS

.99 .98 .97 .95 50/49 49/50 10/9 9/10

DI LOG LPC AV. .54 .88 1.2 1.6 .61 .58 1.7 1.9C.I. .13 .13 .16 .22 .13 .12 .19 .24

D2 LOG LPC AV. .62 .94 1.56 1.9 .71 .68 2.4 2.2
C.I. .12 .14 .17 .23 .14 .13 .27 .28

D4 LOG LPC AV. .83 1.21 1.8 2.2 .94 1.02 3.1 3.4
C.i. .13 .16 .19 .24 .18 .16 .29 .29

D2 LINEAR LPC AV. 2910 3816 4715 6144 3415 2916 6913 6314
C.I. 2010 2415 3103 3310 2413 1918 3412 3321

D CEFSTRUM AV. .75 1 05 1.60 2.0 .82 .77 1.96 2.1
1 C.I. .14 .14 .19 .23 .15 .16 .3 .29

D2 PARCOR AV. 2.4 2.9 2.9 4.1 1.9 1.8 4.1 3.2
C.I. l.b 1.5 1.7 2.2 1.2 ].0 2.1 1.8

D FEEDBACK AV. 420 461 520 850 480 455 1023 981225 251 312 515 310 295 612 580

D AREA AV. 3.4 3.9 5.9 8.2 3.3 3.5 8.1 8.1
2A C.I. 1.2 1.3 2.4 4.2 1.4 1.1 3.4 4.1

D POLE LOCATION AV 4.6 4.9 5.4 6. 3 4.8 4.6 6.8 6. 3
2

C.!. 2.4 3.1 4.1 4.8 3.1 2.8 4.4 4.2

AV. = Average c.I. Confidence Intervals

Table 2.6 Results of the Bandwidth Distortions and
Frequency Shift Distortions on Sentences.
All Confidence Intervals are at the .05
Level s.
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SPECTRAL BANDLIMIT DISTORTION NOISE DISTORTION
DISTORTION
MEASURES BANDLIMIT S/N

2.8 2.2 1.8 1.4 13 10 7 3

D LOG LPC AV. 7.5 15.4 16.8 17.2 1.1 2.1 3.8 5.7
C.I. 2.7 5.8 5.7 9.6 .51 1.2 1.7 2.6

D2 LOG LPC AV. 6.1 16.3 16.9 17.5 1.2 2.4 4.1 6.6
C.I. 1.3 7.2 7.1 9.2 .62 1.4 2.6 3.8

D LOG LPC AV. 8.4 16.2 16.8 17.5 1.6 2.9 4.7 6.3
C.I. 1.5 6.8 7.5 8.2 .77 1.3] 2.6 3.5

D2 LINEAR. LPC AV. 8142 9317 9581 9721 4213 5176 (,612 7123
C.I. 2014 2713 2312 3140 2913 2310 3412 3731

DI CEPSTPUM AV. 5.4 8.3 12.4 16.3 1.4 2.2 3.6 5.9
C.I. 1-3 2.2 3.1 4.4 .52 1.3 2.2 2.9

D., PARCOR AV. 7.1 8.3 8.9 9.2 6.2 b.7 7.7 9.2
C.I. 3.6 3.9 4.7 5.3 4.4 4.5 5.3 6.1

D2 FEEDBACK AV. 1013 1314 1517 1712 823 941 1021 1313
C.I. 712 692 851 1003 512 590 610 713

D2 AREA AV. 6.7 7.3 8.2 8.8 4.2 4.4 4.7 5.1
C.I. 1.3 1.9 2.3 2.6 2.1 2.2 2.8 3.3

D2 POLE LOCATION AV. 7.2 7.7 7.5 7.8 6.3 6.7 6.8 7.2
C.I. 4.4 4.7 3.9 4.6 3.1 3.6 3.2 4.1

AV. = Average C.I. = Cotifidenco Inftt'rval (.05)

Table 2.7 Results of the Bandlimit Distortions and
Additive Noise Distortion on Sentence&.
All Confidence Intervals are at the .05
Significance LAvl.
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SPECTRAL ._-
DISTORTION PITCH DISTORTIONS
MEASURES

10.1 10,-i 4,1 4,-I

DI LOG, LPC AV. 1.0 Ioi .90 .97
C.I. .12 .31 .22 .24

D LOG LPC AV. 1.2 .63 1.5 .94
C.I. .25 .11 .09 .10

D4 LOG LPC AV. 1.4 1.2 1.8 1.7
C.I. .13 .15 .21 .19

D2 LINEAR LPC AV. 1041 981 1101 1315
C.I. 512 412 520 640

DI CEPSTRUM AV. 1.3 1.4 1.5 1.4
C.I. .04 .02 .03 .03

D, PARCOR AV. 2.0 1.9 2.3 2.2
C.I. .92 .82 1.1 1.4

D2 FEEDBACK AV. 310 412 391 360
C.I. 240 270 210 170

D2 AREA AV. 2.6 2.4 2.8 2.7
C.I. .62 .51 .83 .84

D2 POLE LOCATION AV. 3.8 3.9 4.2 4.0
C.I. 1.8 1.9 2.4 2.6

AV. - Average

C.I. - Confidence Intorval (.05)

Table 2.8 Results of the Pitch Distortion Study on Vowels.
All Confidence Intervals are at tho .05 Siqriifi-
cance Level.
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DISTORTION NON-GAIN WEIGHTED GAIN WEIGHTED

Bandwidth .99 .62 .38
Bandwidth .98 .94 .67
Bandwidth .97 1.56 1.64
Bandwidth .95 1.9 1.51

Frequency Shift 50/49 .71 .37

Frequency Shift 49/50 .68 .37

Frequency Shift 10/9 2.4 1.92
Frequency Shift 9/10 2.2 2.12 I
Bandlimit 2.8 kHz 6.1 4.3
Bandlimit 2.2 kHz 16.3 12.4
Bandlimit 1.8 kHz 16.9 14.7
Bandlimit 1.4 kHz 17.5 16.8

Noise 13 db 1.2 .82
Noise 10 db 2.4 ].81
Noise 7 db 4.1 3.6
Noise 3 dB 6.6 5.4

Table 2.9 Comparison of Gain Weighted D2 Log LPC Spectral
Metrics to Non-Gain Weighted D2 Log LPC Spectral
Metrics.
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results available from the PARM. Since many of the objective measures

under study are computationally intensive, the computer time limited the

total number of speech digitization systems which could be used as part

of the study. In all, eight systems were studied, as shown in Table

2.10. These systems were chosen to (1) represent a cross-section of

speech digitization techniques, including waveform coders (CVSD), LPC's,

channel vocoders, and APC's, and (2) these systems overlapped with the

systems used in the development of a parametric quality test, called the

"QUART" Test (2.24). This allows some minimal correlation studies between

the objective quality measures produced here and the parametric results

available from the QUART test.

2.4.1 The PARM Data Base

The PARM data base arrived at Georgia Tech as fourteen boxes of

cards, with control cards for processing under an IBM operating system.

Since correlation studies require many accesses of the data base, and

since the accesses are random, a linear data base such as that repre-

sented by the cards is unacceptable. An acceptable data base organiza-

tion must (1) be stored in numeric (two's complement) form rather than

character form, and (2) must be accessable by some coding scheme which

does not require the linear searching of the disk based data. To do

this, the system of Figure 2.22 was developed. In this system, a

"MAIN DATA FILE" was organized in which each set of responses for each

subject is allocated a direct accessable block of 64 sixteen bit words,

60 for the subject's responses and four for a label. To go with this

main file, four "POINTER FILES" were developed. The first pointer file,

the "PARM IDENTITY FILE." as an entry for each PARM giving basic PARM

data, such as systems involved, speakers involved, and pointer to the

main data file. The second pointer file, the "SPEAKER FILE," has
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HI ANCHOR

1. CVSD - S2-0%

2. CVSD - 16-0%

3. CVSD - 9.6-0%

4. LPC - 4.8-0% (Lincoln Labs)

5. LPC - 3.6-0% (Lincoln Labs)

6. LPC - 2.4-0% (Lincoln Labs)

7. APC- 0%

8. PARKHILL - 20 db S/N

9. HY2 - 2.4-0%

Table 2.10 Systems Used in the
PARM Correlation

Study.
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SYSTEMS
POINTER MAIN
"FILE PARM

DATA
FILE

(60 RESPONSES
PER RECORD)

SUBJECT -__ _I

POINTER
FILE

DATA
ACCESS SPEAKER

POINTER
FILE /

PARM
POINTER t
FILE /

FIGURE 2.22 LAYOUT OF PARM ACCESS DATA USED AS PART OF THIS STUDY.
EACH BOX REPRESENTS A DISK CILE. THE DATA IS PRESORTED
IN THE DATA FILES TO ALLOW EASY ACCESS OF THE PARM
DATA SFTS.

A
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information for each speaker as to where each PARM involving that speaker i

is located. The third file, the "SUBJECT FILE" contains a list, by A

subject, of where each of that subject's responses is located. The

last pointer file, the "SYSTEM FILE" contains, for each system, the

location of all that system's subjective data.

The idea behind this organization is that, by presorting on the

information of potential data subsets of interest, the average access

time for a particular statistical measure can be greatly reduced.

Hence, a statistical program need only search the much smaller pointer

files for information rather than searching the whole data base.

Further, since within each pointer file the data is ordered by increasing

PARM number, then only a minimum number of accesses of the main data

file are necessary on a particular run.

Two things should be noted about this data base organization.

First, the presorting of this data is a non-trivial computational task,

involving many hours of computer sorting. This data base itself,

therefore, is an important output of this effort, and may be used in

the future for many classes of studies. Second, due to time constraints,

DCEC was unable to make available enough information concerning the

PARM data to take full advantage of this data base. Hence, the

statistical resolving power afforded by this data base is better than

that achieved by this stuly. Details of how the analysis could be

improved is given later in this section.

2.4.2 The Statistical Analysis

The objective measures used in this study are shown in Table

2.11. The measures involved are essentially all the spectral distance

measures used in the controlled distortion study (Section 2.3) plus
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1. D LOG LPC

I

2. D1 LOG LPC GAIN WEIGHTED

3. D LOG LPC
2

4. U2 LOG LPC GAIN WEIGHTED

5. D4 LOG LPC

6. 04 LOG LPC GAIN

7. D2 LINEAR

28. 02 LINEAR GAIN WEIGHTED

9. D1 CEPSTRUM

10. 0 CEPSTRUM GAIN WEIGHTED

11. D2 PARCOR

12. 02 FEEDBACK

13. D2 AREA

14. D2 POLE LOCATION

15. D2 ENERGY RATIO

Table 2.11 Objective Measures Used in the
PARM Correlation Study.
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one additional measure which has had some attention in the literature

Si [2.38].

The speech data used for this study was twelve sentences for

each of two speakers (LL and CH) for each of the systems of Table 2.11.

After the measures were applied, the statistical analysis performed was

identical to that done for the controlled distortion tests.

In the correlation study, the categories recognized were

"SUBJECT" and "SPEAKER." If the information had been available as to

exactly which seL,,ence was involved in which PARM, then "SENTENCE"

could have been a category, increasing the degrees of freedom by

approximately a factor of six. The correlation coefficients calculated

were from

p 1 a 2.25

K subjects speakers systems

where

X -X D -Dpa ( )(a_ ) 2.26
a aD
s D

where "a" is the condition including subject, speaker, and system, Da

is the distortion measure for that system, D is the estimate of D, Xa

is the subjects response to condition "a", X is the average response
s

for that subject over all systems, a is the sample standard deviation

for the subject "s," and aD is the sample standard deviation for the

objective distortion measures.

In order to understand how these results are tabulated, it is

first necessary t-, understand how results from the objective measures

can be used Lo predict results from subjective test!.
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: ~~The mlost straightforward wa~v of deriving an estimate of the '

rsubjective quality is now given. Since both the subjective ard objec-

Tive measures for quality are mwans of a large number of independent

estimates, then their marginal probabillty di~itribution functions are

asymptotically normal, and, by the Bivariate Central Limit theorem,

the joint probability distribution function is given by the Bivariate

normal distribution:

f1 (X, 1 X-X) 2 2o (X-X) (D-0) + (0-f)2'

2.C, X/1p 2 2(1-p XD D

2.27

where X is the subjective measure, D is the objective measure, cx is the

variance of the subjective measure, o is the variance of the objective

measure, and , is the correlation coefficient. For this case, the '

minimum variance unbiased estimator of X from D is given by

x-x = X + V(-9) 2.28

where the variance of trhis measure is given by

E(X - E(X.D)) 2 a (I - 2 2.29)

x

If X, D, x D , and p were known, this problem would be solved, since

this is enough information to calculate confidence intervals on X or to

do null hypothesis testing between systems. However, estimates for

these quantities, called X, D, O: W °D and p., must be used instead,

and these quantities are random variables themselves. Hence, the p.d.f.

(Probability Distribution Function) is no longer normal, and is, in
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general, very difficult to calculate in closed form.

However, considering the problem from the point of view of

regression analysis theory offers additional information. The form of

the linear regression estimation is given by

X= I + 82 D 2.30

From the Gauss-Markov Theorem t2. 40], the least squares estimate is the unbiased

minimum variance estimate for X, and for this case (this is really an

LPC analysis)

N N N

j-l 3 ] j=l = - X 2.31
2 N N 2 0

SD2 - D L D
j-1 j=--1

and

a, N N _ D D 2.321

Two points should be made here. First, these results show that the

minimum variance unbiasedestimator of X from D is gotten by using the

minimum variance unbiased estimations for D, X, a , aD, and p in

Equation 2.28. Second, it should be noted that under a mild set cf

conditions easily met by the tests here, that four conditions hold:

2(1) a minimum variance unbiased estimate for a the variance in our

approximation of the subjective quality, is given by

^2 12

N- Y M 2 2; 2.32
X N-2
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(2) minimum variance unbiased estimates for the variance in is

given by

'2' -2
(I

X2 Nl N; 2.33

(X. -X)
2

(3) a minimum variance unbiased estimate for the estimate for 52 is

given by

"-2
0

e2 N 2.34
--2 Nxx

'X (-X) 2

and (4) the estimates for B and 2 (S- and 6,) are normal distributed,
1 2 1 A

-2 2 '2 2 2 2
formed from o , ci, /,i , and o' /0 are X distributed, and all fivexx I B2

estimates are independent. These four points give all of the statisti-

cal power necessary to do all the hypothesis testing and confidence
interval estimation which is normally associated with statistical

testing and estimation. For example, if a confidence interval for i

was desired, it is only necessary to note that (,R- Bi/O.) is t

distributed, and the confidence interval is given by

6I U(N-2) 0 1 1 L (N-2), 2.35
B1  a 1

where U _2 and LN 2 are the upper and lower significance limits for

a t distributed (W = C, 1 = i) for N-2 degrees )I freedom and probability

There are reaill two questions which these tests seek to answer.
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First, as, t that .he estimates we have for correlations, means, and

variance are exactly correct, what would then be the confidence intervals

on our estimates of X? This question seeks to ascertain the potential

of the objective measures used here to predict subjective results.

Second, considering all the distorting factors in our analysis, especial-

ly our errors, in estimating 01 and 02, what then is the resolving power

of our test? These questions address the usable resolving power of

subjective acceptability estimates based on the analysis performed 'so

tar. The answer to the first question can be addressed by applying

equation 2.29 to the estimate of the correlations Oquation 2.25) of

the correlation coefficicnts. The answer to the second question can be

observed by applying equation 2.32 to the data.

2.4.3 The Experimental Results

The correlation studies described above were carried out on

three sets of the data: all the systems; only the vocoder systems

(I.PC and channel vocoders); and only the waveform coders. The results

for the three studies are given in Tables 2.12, 2.13, and 2.14,

respectively. Several points should be rrode here. First, the correla-

tion coefficients for a number of measures are quite nigh, some as hiqh

as .83. The "BEST" measuros seem to be gain weighted spectral di. tance

measures, as expected. Second, however, note that the es-timated

stdndard deviations are somewhat larqer than desirable:. This indicat,-s

that moreý . ,ta shouild be, used to bettor establi;sh the:;e, result.s. Thi rd,

note that much butt or results are obtained for the small sube lasstos thani

for the whole. This indic-ates ti-at thes. ,easul s work best if thc

;ystams being test,.d are, precelassifitd accordi iq to tht typo of
L

d :itortio,, expected.
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SPECTRAL ___

DISTORTION ^

MEASURES 0 el e

D LOG LPC -. 76 10.24 22.24

D LOG LPC GAIN WEIGHTED -. 79 B.13 16.13

D2 LOG LPC -. 78 8.85 16.71

D LOG LPC GAIN WEIGHTED -. 81 7.21 13.3

D4 LOG LPC -. 73 14.31 24.12

D LOG LPC GAIN WEIGHTED -. 78 8.31 16.3

D2 LINEAR LPC -. 61 17.21 30.9

D2 LINEAR LPC -. 66 13.21 27.1

D CEPSTRUM -. 79 7.64 14.91

D1 CEPSTRUM GAIN WEIGHTED -. 81 6.98 13.91

D2 PARCOR -. 55 22.1 40.7

D2 FEEDBACK -. 23 37.1 61.2

D2 AREA -. 76 12.41 21.6

D2 POLE LOCATION -. 25 21.6 40.7

D2 ENERGY RATIO +.78 9.2 18.3

2 F+._____ 78 ______

p Correlation estimate

ei - Ideal btandard deviation estimate (assuming p•p)

= Standard deviation estimate (full statistics)

Table 2.12 Results af Correlation Study
For Total Set of Systerils



SPECTRAL
DISTORTION
MEASURES .... _p

eI e .-

D LOG LPC -. 79 8.13 14.23
1

D LOG LPC GAIN WEIGHTED -. 81 7.15 12.2

D2 LOG LPC -. 79 8.27 18.3 -

D2 LOG LPC GAIN WEIGHTED -. 83 6.63 13.4

D4 LOG LPC -. 77 8.95 18.1

D LOG LPC GAIN WEIGHTED -. 81 7.29 14.94

D2 LINEAR LPC -. 70 16.31 31.6

D LINEAR LPC GAIN WEIGHTED -. 74 14.52 28.4

D CEPSTRUM -. 81 7.52 13.721

D1 CEPSTRUM GAIN WEIGHTED -. 83 6.81 13.14

D PARCOR -. 61 18.22 34.31
2

D2 FEEDBACK -. 33 29.2 43.21

D2 AREA -. 78 10.21 21.21

D2 POLE LOCATION -. 36 36.3 61.3

D ENERGY RATIOS +.80 7.82 14.92

p = Correlation estimate

ael= Ideal standard deviation estimate (assume P=p)

oe Standdrd deviation estimate (full statistics)

Table 2.13 Results of Correlation Study
Using Only Vocoders.

69



SPECTRAL
DISTORTION
MEASURES

p- el e

D LOG LPC -. 79 8.23 14.12

D LOG LPC GAIN WEIGHED -. 80 7.91 13.98
1

D2 LOG LPC -. 78 9.41 18.91

D2 LOG LPC GAIN WEIGHTED -. 82 6.78 12.21 A

D LVIA LPC -. 76 12.2 24.31

4D 4 LOG LPC GAIN WEIGHTED -. 80 7.98 18.32

D LINEAR LPC -. 73 14.23 29.31
2

D LINEAR LPC GAIN WEIGHTED -. 75 12.9 26.21
2

D CEPSTRUM -. 79 9.21 18.51

D, CEPSTRUM GAIN WEIGHTEU -. 81 6.91 12.91

D PARCOR -. 58 27.4 42.95

D FEEDBACK -. 21 40.2 51.22 1.

D2 AREA -. 74 18.4 40.91

D2 POLE LOCATION -. 31 29.6 51.9

D ENERGY RATIO +.76 16.3 33.6

p Correlation estimate

0 e- Ideal standard deviation estimate (assuming pzp)

= Standard deviation estimate (full statistics)
e

Table 2.14 Results of Waveform Coder Using
Only Waveform Coders
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These are certainly encouraging results. With measures as

highly correlated as these, there is good expectation of creating a

viable objective quality test. However, the relatively large estimated

standard deviations in the estimates which include all statistics

indicate more data must be processed to increase the resolving power

of these tests to a maximum. 1

2.5 Summary and Areas for Future Research

The major results of this study can be summarized as follows.

(1) A number of objective quality measures, particularly

spectral distance metrics, offer considerable promise in predicting

subjective quality results. .1
(2) Some of the measures tested are clearly better than the

others. The best are the gain weighted D2 log LPC spcctral distance

measure and the gain weighted cepstral measure. These two measures

are highly correlated with each other [2.35].

(3) Several measures do consistently poorly. Two of these are

the D2 feedback coefficient measure and the D2 pole location measure.

The pole location measuce would probably improve if some sort of formant

extraction was attempted.

(4) The D area measure did quite well. This is interesting
2

since it is so computationally compact.

(5) Gain weighting gave a slight, but consistent, improvement

in the subjective-objective correlations.

(6) Based on the values of 1) obtained in this study, the

potential for using several of the measures for predicting subjective

scores is good. However, it should be noted that, even if i-, the

resolving power of these tests falls short (by tlnproximitely a power

of 2-2.5) of the subject vvt tests theflmw lves. How,.'vi, !IIbe)ottvo andIIl
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objective measures may be combined to improve resolution. This is

easily done so long as the number of subjective tests used warrants the

use of the Bivariate Normal Distribution.

(7) The resolving power of the actual tests which resulted from

this study are nowhere near as good as the "potential" resolving power.

This is because the resolving power of the tests in this study on P

was not good enough. This could be improved by doing a lower level

correlation between a subject's response and the objective measure for

the exact sentence used, and by using a larger protion of the PARM data

base as part of the study. It should be noted, however, that although

it is interesting to speculate on the improvement in the estimates of

p that further testing would accomplish, no results should be assumed

until the testing is ccmplete.

The results of this study offer a number of areas for future

research. Some of these are listed below.

(I) An obvious extension to this study would be to extend the

portion of the PARM data base used in this study. This might well

improve its estimates for P.

(2) Statistically improved results may also obviously be

obtained by finding measures which are more highly correlated with sub-

jective results. One approach is to simultaneously attempt to better

understand the parametric factors involved in human quality acceptance,

as has been attempted in the "QUART" and "DAM" tests, and to develop

objective measures which are highly correlated with the important

parametric subjective measures.

(3) Improvements are possible in the particular objective measures

used in the correlation studies. For example, Makhoul 12.131 suggests

several forms of frequency weighting in I,PC '1pvctral diqtance measures

which might be used to improve subjectivo-objective correlation.
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SUBJECTIVE PREDICTION OF USER PREFERENCE *1
3.1 Introduction

A crucial issue in the design and implementation of a digital

voice communication system is the prediction of user acceptability.

Even if the many other system design criteria are resolved and a good

engineering solution found, the system will foil unless people use it.

People will use it only if they find it highly acceptable on the basis

cf their current telecommunications alternatives.

Speech testing has been categorized as quality testing or

intelligibility testing. The term preference testing or acceptability

testing really supercedes both terms, not as a replacement for either,

but as a combination of the essential features of each. That is,

preference is assumed to be based on a sufficient combination of quality

and intelligibility to determine relative user acceptability. It must

be recognized here that 100% intelligibility may be yet of unacceptable

quality and hence of low preference, just as pleasant but unintelligible
,

speech is of low preference.

Just as with quality and intelligibility testing, preference

testing can be implemented with a wide variety of strategies or

methodologies. The test may be subjective, objective, parametric,

isometric, based on absolute or relative scales, with an infinite

variety of organizations. Fortunately, much work has been done in the

testing of speech, so that we do not need to begin from scratch.

In this chapter we will consider subjective testing. Objective
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testing, another phase of this effort, is considered in Chapter 2.

3.2 Subjective Testing Philosophies

Subjective testing procedures are based on drawing from a

population of potential system users, i.e. subjects their reaction to

the speech produced by a digital speech transmission system. These

redctions must be quantified somehow and are then averaged: or processed,

according to established statistical principles to arrive at a measure

of user acceptance or preference. The basic testing philosophies can

be listed as follows:

Iso-Preference Testing - involves the use of a known, agr ed

upon reference signal condition for use as a comparison in judging an

unknown. The agreed upon conditioning must be parameterized so that

the unknown or test signal can be found equally acceptable to an

adjustment of the parameter set. This procedure then yields the

judgement that a given signal is as acceptable as some reference

condition.

Relative Preference Testing - involves comparisons, done inde-

pendently, with each of several reference conditions. The reference

conditions are used to establish a scale of preference, and an unknown

signal can then be ranked on this scale. The subjective scale of the

references must be agreed upon a priori.

Absolute Preference Testing - methods require the subjects

performing the test to give an absolu• numerical evaluation to the

properties described in the test format. Properties tested can be

selected to describe various features of interest.
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Isometric Testing for user preference calls f.)r a direct evalua-

tion of preference from the test subjects. Each subject makes his

evaluation against ti,3 background of his total experience and personal

biases, and including any local or instantaneous bias with fatigue or

irritability effects built into his response.

Parametric Testing asks the test subject to make judgements with

respect to specific features of the speech signal under consideration.

The test format has then the flexibility of later weightings of feature

judgements to achieve a measure of acceptability which is more independent

of the individual subject's biases. The appropriate weightings must be

agreed upon in the final resolution of test data however.

The most recent application of these philosophies has resulted

in the PARM test and the QUART test (3.1] and more recently in the DAM

test (3.21.

In the PARM test (Paired Acc.eptability Rating Method) an iso-

metric approach is used. However, since systems being tested are

presented to the subjects in a carefully chosen ordering, paired

comparisons can be abstracted from the test results or on a posteriori

basis. To reduce the effects of extremes of responses typical in

isometric testing, the listerns are asked to judge two reference or

anchor conditions, one "good" and one "bad" anchor. Anchor responses

are then used to normalize other responses within and across listeners.

Details of the testing organization and exhaustive analysis of results

are found in [3.11.

In the QUART test (Quality Acceptance Rating Test) the parametric

philosophy is followed, with an isometric measure of overall acceptability
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included as well. The listener is asked to score each system under

test with respect to a family of features and to give his overall reac- I
tion. Extensive analysis of this approach is also well documented 13.l1.

An outgrowth of the backhround of subjective testing of speech

in general and of experience with PARM and QUART in particular, after

substantial further requirement in the choice of a family of features to

use in direct response solicitation, is the DAM test ýDiagnostic

Acceptability Measure).

The DAM test acquires ratings on perceptual features which have

been selected after extensive experience with QUART as those features

closely correlated with overall acceptability, nearly orthogonal to each

other, and directly related to specific system functions or to system

operating environment conditions. Zn addition, the feature set thus

extracted is small enough to allow efficient and reasonable subjective

testing to be accomplished. The DAM test is still evolving, but is

nearing a final form. Although it is not yet documented in the litera-

ture, the test has been the subject of substantial interaction between

the speech research group at Georgia Tech and the group at Dynastat.

These discussions have been conducted in v. sits by A. M. Bush and T. P.

Barnwell to Dynastat and by W. D. Voiers to Georgia Tech. A detailed

description of the DAM test is included as Appendix A of this report.

3.3 Statistical Testing Procedures

In subjective testing, as mentioned earlier, an essential aspect

of the test implementation is the statistical processing of the data,

i.e. responses from listeners or subjects, to obtain an average rating

of the system or system feature under test. Even though the field of



statistics is well documented, both in the scientific literature and in

textbook and reference book formats, it is our feeling that some expo-

sition here may be worthwhile. Our point of view (necessarilyi) is

that of the communications engineer with a background in probability,

random variables, and stochastic processes, who feels he should there-

fore know all about statistics until he reads a little in the area.

In order to apply statistics to the results of subjective testing,

one must either base the statistics on assumptions regarding the under-

lying distributions of the individual listener responses, the parametric

approach, or assume that these underlying distributions are unknown and

work within, for example, ranking statistics, the nonparametric approach.

The parametric approach is treated from a theoretical approach in many

places: our favorites are Wilks [3.3 1, and Cramer [ 3.4]. The non-

parametric approach is also extensively treated, but our favorite here

is Hajek ( 3.51. For applications with a minimum of theory, a good

reference among a great many possible choices is Winer [ 3.6 ] or Siegel

[3.7 J for parametric or nonparametric tests, respectively.

In the parametric approach, the most common assumption regarding

the distribution of the listener responses is that they are all

Gaussian. Hypotheses with respect to common means and/or variances

under test conditions can then be set up and inferences drawn by

comparisons with standardized tables.

3.3.1 Distributions

The key distributiors are sumsariz-d below for convenience.
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Chi 'Fquare

let Xi, i=l,...,n be independent, identically distributed

Gau..sian random variables, each with zero mean and unit variance. Then

n • •2 2 • •
X i= x. (3.3.1)

is a new random variable, with a distribution called Chi-square with n K'
degrees of freedom. The probability density function is given by

•2n- _1-ý

f x x 2_e 2 x > 0
2 n/2 n (3.3.2)

X2' x < 0

F-Distribution

Let Xl,...,X and Yl'. ... Y be n+m independent, identically

distributed Gaussian random variables each with zero mean and unit

variance. Then the ratio

! 2
m 1i=l

F (3.3.3)
n X

n 1 2
il

is a random variable with a distribution called the F-distribution, with

parameters m and n. The probability density function is
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m1n mm_. m+n
"2 n m2 -2 2 2 OxK (I + x 0O

r (M) r An n

0 x, , 0 -

Student' s Distribution

Lot XOX1, .... MX te independant idantically distributedl Gdubbi--

random variables each with zero mean and unit variance. Lot

x0
t -(3.3.5)

n

n

Then t is a random v&riable which has a distribution called the Student's

distribution with parameter n. The probability density function is

.n+l) n+l11-) 2 2-
1 2 2 .x_ (3.3.6)

t 17- n n

Studentizod Range Statistic

Let X1 ,...,XN be independent identically distributed Gaussian

random variables each with zero mean and unit variance. Define a

random variable Z as
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Z ITx(x) - min(x.) (3.3.1)
1 1

as shown in Fiqure 3. 1. The p.robability denvsity function of f r ..

k-2
§k(k ) (F ((. (,`.-x)dx xxx

f,,(x)

x 0

(.3 . 3 . ;•

where F x( () is the k,a-uss ian cumulative di.st:ribution function aTnI f

is the (GIuss i an probibi 1 i ty density funct ion, both fol Iner t moan, un it

variance Gau;lsstIn t'random variables. This function is not availabl•!, i n

closed form unlelss k--2. Some points of the umtmulative di.,xributiol,

function for Z have been tabulated. See for example the tabl,,s of

Wine"r 1 3. t). For a derivation of (;.3.8), see Appendix 1 of thi:; reolirt-

3.3.2 Estinmtion

We consider now some commonly used tsttimat ,.s of stat i.,;tical

parameter.s.

Mealn

SLet X .... X be i ndependent ihdent ical ly di ;tributed random

variables each with mean li anlI variance e . Then

iL S= - X. (3. •.A)

i=l

is called the sampl, mean. It is an unbiased t,:t 1 inmt, of the mwan (it:

Best Available Copy
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X1 • I=Xmax

I+

Z N a-Xmn

m 2 x XminU

Xk

FIGURE 3. 1

i(leeration of Studentized Range Statistic.
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the x.' s:
* 3.

Elx] = u (3.3.10)

2
Var[x] - (3.3.11)

Variance

For X1 .... ,Xn independent identically distributed random

2
variables, each with mean p and variance a , the sample variance

n
n2-i (x. _ x) (3.3._12)-- n--- 1 x 3. . 2

is an unbiased estimate of the variance of the x.'s, with1

Ets22  = 02 (3.3.13)

2 Ln-3 4

Varts2] = -(U - - 04) (3.3. 14)
n 4 n-i

where u 4 denotes the fourth central moment. If the x. s are Gaussian

-- 2
as well, then x and s are best mean square estimates and are independent

random variables. Also, in this case,

t . .- (-X-u) r ~n- x-_• (3.3.15)
'/s

is a random variable with the student'. distribution w!Lh (n-i) Jegre.•s

of freedom.
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3. 3.3 Analy.sis of PARN Data

As an example of the application of the above tesults, lot us

consider the problem of analysis of the PARN data. Let

R - the response of listener i to system j
ijk

on the kth presentation

For a particular [ARM module of data, we have

1 i 1, L - the number of listeners in the module

1 '. M - the number of systems in the module

1 h k 1 0OS - T - the number of times a system is

presented in a module, where S

is the number of speakers in the

module.

For example, L-1O, M-6 including anchors, S-3, T-30 might be a set of

parameters, with 1800 total responses in the module.

Let

1T
Rij T .ki Rj (3.3.16)

M

R R4 03.17)J.1

l L
i R8 (3.3.18)



L M T M '

(1<~~~ - ~3. 142)

totail j=L'-l i=l ii k=l -

M -

0.,• - (I.T (3). 1.'.

"M I T'.
error M= - , . :i -( LT) I3 i.j.,

j=1 i=l k=W

Then, combininq results , we have

,M -1 "M(t.-q I)M A

Lotal MIT- 1 sys MI,T-l error

Now, if e = , that is, if the different systems thms.el ves

contribute no systematic differences to the variance, then

= " + e" (3.3.26)
total sys error

1he F-test is used to test the hypoth•sis that o' 0. by formin oi
Sys error

the ratio of these variables, assuminq that the tGauss ian assumptions hold,

and utilizinq tabulations of the cumulative distribution'of the F

vari able under the hypothesis. If the ratio i, outside predetternli ned

bounds, the test i:s said to hold, that is, the two variances are not

the same. Otherwise, there is no conclusion. .'romn the xoint of view

of statistical hypothesi s tetinq, we test the hypothesis Systems

contribute no systematic differencev. If F is too larqve, we" reiect: the

Best Avci:b- CC
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Wilcoxon test, the Melhdian test, the Van ,der Wardvn test. , aind thhe

Kolm,,,tov-Smirniov tes t. lItjock I d.', ,.,scrihbs each nf t h,,s test s

and g ies; underlyinq :st atistics for which ,ach t est in •,st ,,werful.

Ulnfortunately , rno uni formlv n'-st xwerflul tes.t exis';ts;. in sit uattions

where underly'inq di-stributions may reasonably be as.umwd to ••b Amus;,iAn

a plt.imclt I ic t est wi l I in q neral bhe best.

Non I art•mot riC it e•ta comipaxi riq liiwro t hall two ,Ond it ien . re aIt, r 1l't,

di f ficu lt t o compose thhan the, comparn a2i.sorns oft pa i rs; of? condit ionts as

aill the rank stati;stic:s are in the hiqher order case det iv vd from

mul t-inomia as opposed to binomial type dis,;tribut ions. Althouqh some

rvtetv ones are Wt'ei to such pt oc'tudrvesi it l.n luuat ., o. t he

Kruskmi-Wallis test, no conventient Qvnerailly alceptted muititdimensioinal

nonparamet ric t es t1s were found.
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andt florn the, mnit ial ,sultt of the DAM te;t.

1 . Isomet ric l'Test

lIt i somnet ic t est :;tr'h as V'AIRM, the absoluitt e ink i tanm: 0" s't ef m

cn•nit - ions •y idndividual Ii-stenet s wt I I have a hK oih vai. ian', duio t o
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ad~dition to, intt i Li:,t,,intr valtliability, A'ltihmnih these, effets,'t, vanli I,
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balanced out by extremely careful post-test processing of responses to

establish common origins and scales within and across listeners. Such

trocessing is, inevitably, subject to some criticism, as any smoothing of

the data will also introduce some distortion of one kind as it reduces

other effects. Smoothing, centering, and scaling was accomplished in

the PARM tests based on the ratings and relative ratings of the anchors.

Although more efficient anchoring and normalization procedures can

clearly be devised, such tests will always suffer from high variability

and hence require large groups of listeners and many trials and will

II• always be subject to criticism due to post test normalization procedures.

3.4.2 Tests of Features

In order to devise an effective, efficient and reliable subjective

test, it is necessary to narrow the scope of the question asked the

system. That is, a more specific response than "Do you like this?" must

be solicited. If the features of the speech which are perceptually most

important in determining the overall user acceptability can be identified

and quantified, than one can construct an acceptability rating with less

variability within and across listeners.

This then becomes a problem of feature extraction. Two fronts or

approaches to this problem can be found: (a) List all the conceivable

descriptions of features. Test. Analyze the data with correlation

analysis and try to find the features which are important empirically.

(b) Pased on extensive experience with various systems, select the most

typical types of noises and degradations. Try to solicit responses

along these particular features. Include effects of the environment such
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as background noi 'Ses. Feature selection us,;i n method (a) was uýod ill

QUART. Subsequent refinement usinq thhe ideas of (b) an well have led

to the parameter sets of DAM. it i.s our judkimenlt, based on ci re-sult.,

of DAM, that the best available subjective prefterence test in procedure

available now is DAM. It. should be pointed out that unti I the extensive,

expensive, detailed test results of PARM and QUART it. was not possible

to draw this conclusion; however, the detailed aoreement of rARM and

QUART, and the subsequent development of DAM leave no other. conclusion.

3.4.3 Implementation of Subiective Tests

The Imonumental and time consuminq tasks of conduct ing a -ulb j v7ti-v

listening test can effectively be implemented for improved speed and

efficiency by using an interactive computer to control the test, collect

the data, and subsequently to analyze the test data.

3.4.4 Size of the Test

The numbers of li steners which mus.t !-w us:ed in a sub•ect iv ye

testing procedure can be determined only after suffi cient data is

accumulated with a particular test metthodolo,:y or .1oorit .m to pe.rmit

good estimation of the error varia:ncs. 'T'hen the number of responses.

must be selected to qive an adequate esoltution at the data ato separatet

qystem.s under test. Note that the tvquird resolution also will i depend

on how different the systems to be resolved nir, on the scale of interest.

3.4.5 Speaker Selection

The number of speakers has been found in QýU:ART and VARM to he

le"s *iqnitfi nt than previously thouqht, from the point of view oa

r) 1



statistical resolving power. However, from the point of view of system

design, it is clear that some systems will be highly biased toward lr,w

pitchvd speech or moderately pitched speech, and perform qtitto poorly

on high pitched speech or vice-versa. Hence, it is considered essential

to use at least two, preferably three, speakers chosen to cover the

expected range of pitches. This strategy will at least isolate quickly

systems which will not, for exa.mple, respond to a female voice.

3.4.t, Ovorall RecomVOndations for Subjective Tests

The overall recommendation to come from this examination of

subjective tests and test facilities is the development of an intetactive

c-omputer base-d hat dwate fac1ility for conductinq a refined version of the

DAM test.
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4. A SUBJECTIVE COMMUNICABILITY TEST

4.1 Introduction

When judging the performance of highly intelligible speech com-

munications systems, one approach is to apply an isometric subjective

user acceptability test, such as the PARM. The hypothesis in such

tests is that subjects can judge, from listening to speech segments

played through the systems being tested, the overall expected accepta-

bility of a system. The problem with these tests is that the subjects'

responses represent a noisy measure of the actual acceptability of a

system. In this context, the "ACCEPTABILITY" of a system isn defined as

the level to which complex communication tasks can be accomplished

while using the system.

A model which states the problem more clearly is one which

postulates a fixed cognitive resource available to a user of a communi-

cation system. As was discussed in Chapter 2, due to the multiplicity

of acoustic cues for segmental and superseqmcntal features in speech,

and due to a listener's immense knowledge of the phonemics, syntactics,

and semantics of his language, a listener may well be f-ble to under-

stand speech which is very distorted. The problem is that to do so, he

must utilize a large portion of his cognitive resourct, to just under-

standing what is being said. For a low quality system, therefore, this

leaves him relatively less cognitive resource to apply to the communi-

cation task, making the communication task more difficult.
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The definition of a "COMMUNICABILITY TEST," as used in this

chapter, is any test which trys to measure a user performance on a

communication task while using a communication system. The idea is to

design tests in which users are not asked to rate systems, but rather

are asked to perform some task in which the subjects' performance may

be measured objectively. In order to be an acceptable communicability

test, therefore, the test must meet several requirements. First, the

communication task must be difficult enough so that a subject is using

most of his cognitive resource in performing the task even with no

system distortion. Second, a subject's performance on the task must be

easy to measure. Third, the test must be inexpensive to administer

because it has enough inherent resolving power to differentiate among

the communications systems without eccessive subject costs. Last, the

test should not require the actual use of a communication system in the

test, so that simulated systems may also be tested.

This chapter describes the design and testing of one such

communicability test. Section 4.2 describes the design of the automated

subjective data acquisition system used to administer the test. Section

4.3 describes the details of the test itself. Section 4.4 describes the

data analysis done in the test. Section 4.5 describes the test results.
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4.2 An Automated Speech Subjective Quality Testing Facility

One of the greatest sources of expense in performing subjective

speech quality tests is the large amount of manual data handling re-

quired to prepare the test results for computer analysis. In order

to reduce this source of expense, an automated subjective data acquisi-

tion system was developed at Georgia Tech.

A diagram of the hardware portion of the subjective data

acquisition system is shown in Figure 4.1. The system consists of six

"STATIONS," each of which ha!; an earphone control console, a CRT, and

a total of ].6 buttons, fifteen "DATA" buttons and one "CONTROL" button.

The CRT is used for transmitting alphanumeric data to the subjects

through the computer's D/A iritcrfaces, whilu the buttons are used for

collecting subject responses. The audio for the s/stem is supplied

by a Crown 800 analog tape recorder which is digitally controlled. In

general, 1 kHz tones are placed one track of the analog tape to mark

the ends of test sequences. These tones can be detected by the compu-

ter through a phase lock loop detector, and are used to accurately

position the recorder.

In order to administer the test and collect the data, a multi-

task interpretive test control program, called "QUALGOL," was written.

The QUALGOL language is summarized in Table 4.1, and has all the

nacessary elements (constants, variables, labels, loop control,

arithmetics, etc.) for a simple computer language. Using the QUALGOL

language, an experimenter can easily "PROGRAM," a large class of sub-

jective tests on the quality testing facility. A program used for

administering some of the tests performed during this study is given

in Figure 4.2.
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HARDWARE FOR QUALITY TESTING

DISC

NOVA INTERFACE

830
S-- QUALITY

I NTERFACE

D/A r)/A fl/A

(X) (Y) (Z) CROWN

CRT CONTROL 
TAPE

"IUALITY CONTROL BUSES

I FfI ANLO

l i i SIG.NAL

Fiqurt I 4. B AI I L l

1001

SIX STATIONI QUALITY FACILITY ,

0 CRT

Irs MTTONSREADY
EyBUTTON

L---=•--ý".EAR PHONE

CONTROLS

QUALITY STATION
F-i<uro 4.1 Best Available COPY:
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~I•

TABLE 4.1

QUALGOL LANGUAGE

11

COnVENTIONS: V = VARIABLE
N = CONSTANT

VARIABLES: A-Z

COMMANDS:

C CROWN
C(V) RECEIVE FROM CROWN

1 = TONE
0 = NO TONE

C(N) SEND TO CROWN
1 FAST FORWARD

2 STOP
3 PLAY
4 RECORD
5 REWIND
0,6,7 NO-OP

D DELAY
D(N) DELAY N(.1 SEC) UNITS

DI DISPLAY
D(N) DISPLAY MESSAGE N

E END

G GET RESPONSES
G(V) GET V RESPONSES DECREMENT

V TO ZERO

INCREMENT
I(V) INCREMENT V BY ONE

J JUMP
J(V,LABEL) JUMP TO LABEL IF V=0
J(@,LABEL) JUMP TO LABEL

M MESSAGE
(M(N,. ") DEFINE MESSAGE

P PRINT

P(V) PRINT V

S SET
S(V,N) SET V TO N

T TRACE
T TRACE SWITCH

W WAIT
SW(N) WAIT N UNITS
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(1, LISTEN@ TO@SAMPLE)

M(3, MAKE@CIIOICE NOW)

M(4,PI,EA8E@MAKE CIIOICE@ NOW)

M(5,NOW STUPID)
s (E.,- i00)
C (3) W(2)C (0)

ILT C(B)J(B,L1)J¼(.L2)
L2 C(2)W(2)C(0)

Lm I (E)J (E,EN)Dl (l)
C (3) W(3) C(0)

L3 C (B) J (B, L4) J (@.1, 1)

L4 C(B) J (B,L4)i (@.1.5)
L5 C(2)W(2)C(•)

DI (2)W(10)
DI (3) S (C, 1) G(W)W (30•)
J WC, LIJ-) U 1 (4) S (LI,- 10)

L7 W (10) (W, IN) I (D) (D), .8)! (0,L7)
LF8 S(W, - 10)DI (S)
L9 J (C', 1,M) W (10) 1 (D) J(D, 12-0 J0, L9)

EN END

FI(MJRE 4.2 AN EXAMPLE "QUALOOL" PROGRAM

USED '10 ADMINISTER THE COMMUNICABILITY TESTS
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4.3 The Experimental Format

The communicability test format chosen for this study was a

"Multiple Digit Recall" test similar to that studied by Naghtani at

Bell Labs. In this format, sequences of random digits are first re-

corded by trained speakers, and then thes,, utterances are played

through various distorting systems. The resulting sequences are then

played to subjects whose task is to "RECALL" the digits after a short

(~ I sec.) wait. This test format meets all the basic criteria set

forth in the introduction, since the task does not require a quality

judgment on the part of the subjects, the test is simple LO administer,

and the test does not require the communication system beinq tested to

be present.

The purpose of the study reported here was to study the useful-

ness of this test format for evaluating communication systems both

from a resolution and cost point of view. It should be noted that this

study was a relatively small portion of the total effort, and the

results obtained should bN, considered preliminary in nature. The

tests were performed as follows. First, strings of random digits

were generated by the computer by a program which reiected all strings

which had doublh digits, had more than two digits in ascending or

descendinw sequence, or had more than two digits in ascending or descen-

ding alterate (2-4-b, etc.) sequence. Forty random sequences wcrtl

generated in 6,7,8,9, and 10 digit lengths. Second, the digit

strings were read into a high quality tape recording system by a

trained announcer from the student broadcast radio station. The digits were

read "as if there were a list," so that no internal groupings were

imposed on the numbers. Third, the number strings were low pass

* lcct I!
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filtered to 3.2 kliz and digitized at 8 kllz to 12 bits resolution.

The results were stored on three 2400 ft. 800 BPI, 9 track digital

tapes.

In all, four sets of tests were performed. In the first

"fpreliminary" tvst, undistorted data was played to subjects to try

to determine an appropriate number of digits for the final tests.

In all, the subjects listened to 200 sequences consisting of 40 each of

6,7,8,9, and 10 diqit strings. As a result of this test, digit sequcnce

lengths of 7 and S were chosen.

In the remaininq three tests, distor'tions were applied to the

number strings, and these were played to subjects. Each of these

three tests tested the undistorted strings against three levels of

easily perceivable distortions. In the first test, the distortions

were white Cau-.sian noise at a SNR of 10 db, S db and 5 db. In the

second test, the distortions were low pass filterinq at 2.4 kHz cutt-

off frequency, 1.8 kHz cutoff frequency, and 1.2 kHz cutoff frequency.

In the third test, the distortions were ADPCM waveform coder distor-

tions at 24 kRPs, 16 kSPs, and 8 kBPs. Fach set of distortions

was played to 18 subjects for a total of 18x3x2x50=5400 responses.

4.4 The Data Analysis

The data analysis was done in three stages. First, the data is

entered into a general data base. Second, a proqram called "VERIFY'

examines the numbers for cases where the number of errors is greater

than three, or where the errors meet a set of special conditions

(reversals, dropped numbers, etc.). In each case, the experimenter

can choose to omit the subject data. Third, a proqram called "SCORE"

allows the analysis of the data base for the means and variances
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necessary to use s tandard S tudent 's- t alnal vs Is and alinl , is of

variance techniques , And lIIows the CAI CI In Atit) on ot eXt t"I Is I.y

correl~ation sets.

111 all . three~ types of s coring proceduires were app lied to the

dA ta. InI the first procedure, emch resi~onst, string wscoed to be

either correct or not correct,* andi no note was made of the numb1Aer otf

errors~~ intesrn. Ilie score statistic for this methodI was h

percentage Of incorrect stringgs for each suibject ,for each distort ittn

andi for each test.

InI the SCCOnld Scoring procedure, eAch response string was mat c'. d,

to the correct string, And the score was tsken to bet the total 1 number

of incorrect digit s. InI this scoring procedure, a ll response st rings

with miss ing diit r response s tring,% with the wrongv number tit

digits were given a score ofT 4.

Mhe third type of scoring was dJerived by classifyinig the tv VS

of digit errors in the response strings. It was t omid that the

predominant type of error iin the tost w.as- aI two dig~it error obtainedi

from ititerch.-ntging two divgit s. in th, Ithird scoring. proceduire, -;tch

an inversion would bet. consideý-vd to lit one, error rather thanl two0

Ru les were compi led to handlec inversions L'f morte than two titimber.s as-

such cases appeared ini the datai

For the fol lowing tis-cussionl, eACh1 score0d resuilt will tie. referred

to by the dies ign11. ionl X .ni where t is test number (t I for the

adiditive noise test , t=2 for t1-v low p'ass f lit er te st ,and t 3

* or theit ADP(NI cod ing tevst '*s is the sub lec nube 0l e tet

Bostz- Av L b U0...a 1ý,J
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1 • s s S, where S - 18), d is the distortion level (four for each

test - three distortions and "clear" 1 ic d - D, where D - 4), and

n is the number of resulzs per subject (I % n V. N, where N - 1 for

the first scoring, and N 1 10 for the last two). For each test,

analysis of variance was used to determine the significance of the

entire test, while the Student's t statistic was used to determine

statistical significance between distortions. In each test, the

first 10 responses were considered to 1,e "training" responses, and

were not included in the re.ults. The analysis of \ariance was

performed by calculatin1 ; the F statstic given by

1 2' -- _
D - 1 "• d (XdFt I %-• 1,r (4.4.1I)

D (SN - S -) • st (X tsdm - td)2

and testing for significance using the appropriate T distribution,

while the pairwise significance was tested by calc,-lating the t

statistic

t = xtd2 (4.4.2)

tL1h2  n 2

and finding the significance from the t distribution.

4.5 The Experimental Results

Table 4.5.1 shows the results of the first scoring procedure as

applied to the three tests. A sununary of the distortions for each test

is given ir Table 4.5.2. The overwhelming point is that there are
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7 Digit Test 8 Digit Test

!3DISTORTION (t) DISTORTION (t)

AV. (1) (2) (3) (4) AV. (1) (2) (3) (4)

.29 (1) x 1.86 2.00 2.71 .53 (1) X .37 .86 1.60

NOISE .42 (2) * X .14 .86 .56 (2) x .49 1.23

T.STO[SE (3) * .71 .60 (3) x .74

.48(4) ** x .66 (4) x

.28 (1) X 1.29 2.29 2.43 .55 (1) X 1.36 1.98 2.22

LPF (2) X 1.00 1.14 .66 (2) x .62 .89

TEST H (3) *x .14 .71 (3) * x .24

(4) x 73 (4) * X

.29 (1) X 2.00 3.14 4.43 56 (1) X 1.36 2.22 3.09

.43 (2) * x 1.14 2.43 [67 (2) x .86 1.73

TEST 51 (3) * X 1.29 .74 (3) *.86

r. (4) ** ** x (4) ** x

t LEVEL FOR SIGNIFICANCE FOR NO REJECT17ED DATA

* Significance at e05

•* ,Significance at .01

TABLE 4.5.1 RESULTS OF UNSCREENED FIRST SCORING TESTS
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TEST DISTORTION

(1) (2) (3) (4)

ADDITIVE NONE 10db SNR 8db SNR 5db SNR
NOISE

LOW PASS NONIE. 2.4 kilz 1.8 kilz 1.2 kilz
FILTER

ADP(Zt NONE 24 KHPS lI KIllS 8 KBPS

TABLE 4.5.2 DIS'IX)RTION LEVELS FOR l1E TEST DIc'rs

ON Tile TIiREE COMMUNICABILITY TESTS
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very few significant results using this scoring scheme. '111V maJO,.r

problem here turns out to be the subject variations. Some subject.s

are so "bad" that they get practically no strings correct. Others

are so "good" that they never miss. It was hlence decided to screen

out subjects whose average error rate was outside the range , < error

rate < .7. "lis left 10 subjects on the first test , Q on the second,

and 10 on the third. 11te reaults tor this scoring it showi in t' abic

4.5.3. Clearly, this screening improves the restults* with a large

number of restlts siguificant at the .01 level. hTits same effect was

found to hold for the other two scorihg proci'dures.

rabies 4.5.4 and 4.S.S show the results from the second and third

scoring procedures. In these tests the subjects were screened exactlv

as for the first -scoring procedure. Several results are clear Irem

these two tests. First, both scoring proceditres represent a considerable

improvement over the first procedure, with the third procedure having

a slight edge Li signiftcance. Second, the otolse tests seem to have

less overall effect (less significance) thant eithler the low pass

filter test, or the ADPI10t test. Ihird. the 7 digit te-;t 4eems to lit,

generally more accept abile than the 8 digit test (higher signilftcauce

levels for the same number ott sibljetcts).

4.0 Coticlusions

'lie puirpose of this stud\ was to aIcertai the iset titltess n111d cOSt

of the d igt tecall test as a conunktil cdbi lItv test for speech digit ization

systems. 11he overall results must he stated to be that:

!. For the rather severe variations in distort ions used in this

test, it was easily possible to ,itferenti:tt, between systems.
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7 Digit Test 8 Digit Test

DISTORTION DISTORTION

(1) (2) (3) (4) (1) (2) (3) (4)

.29 (1) X 2.68 3.35 4.70 .50 (1) x 1.49 2.42 2.80
NOISE .41 (2) ** x .67 2.01 .58 (2) x .93 1.30

S TEST
TEST .44 (3) ** x 1.34 .63 (3) * X .37

.50 (4) ** * X .65 (4) ** x

.28 (1) X 2.01 4.70 6.71 .51 (1) X 2.24 4.10 4.47

LPF .37 (2) * X 2.68 4.70 .63 (2) * X 1.86 2.24
TEST .49 (3) x* ** X 2.02 .73 (3) ** * x .37

58 (4) ** ** * x 1.751(4) ** * x

.28 7 (1) X 3.58 5.59 8.05 .54 (1) . 2.61 4.29 5.22

.44 (2) ** X 2.01 4.47 .68 (2) * X 1.66 2.61
ADPCM---

TEST .53 (3) ** * X 2.46 .77 (3) ** * X .93

.64 (4) ** ** * x (4) ** * x

I
t LEVEL FOR SIGNIFICANCE FOR NO REJECTED DATA

• Significance at .05

•* Significance at .01 i

TABLE 4.5.3 RESULTS OF SCREENED FIRST SCORING TESTS
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7 Digit 8 Digit

DIS70RTION DISTORTION

(1) (2) (3) (4) (1) (2) (3) (4) .2

.62 (1) X 2.47 5.22 8.51 84 (1) X 3.84 5.11 6.14

.72 (2) ** x 2.75 6.04 99 (2) ,- X 1.28 2.30
NOISE .81 (3) X 3.30 04(3) ** X 1.02

.93 (4) ** *.* ** X (4) ** ** x

.60 (1) X 4.67 6.32 10.44 82 (1) X 5.37 7.19 8.55

LPC . (2) * x 1.65 5.77 1.03 (2) * X 1.79 3.58

TEST .83 (3) ** * X 4.12 .10 (3) ** . X 1.79

(4) ** ** *A 17(4) ** ** , x

.58 (1) X 4.39 6.87 8.79 .83 (1) X 4.60 6.65 8.18

ADP .74 (2) ** X 2.41 4.39 1 2) ** X 2.05 3.58
TEST .83(3) ** X 1.92 09(3)** ** X 1.53

(4) ** ** ** X ( 4 ) ** ** x

t LEVEL FOR SICWI4FICANCE FOR NO REJECTED DATA

* Significance at .05

•* Significance at .01

TABLE 4.5.4 RESULTS OF THE SCREENED TESTS USING THE

SECOND SCORING METHOD
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7 Digit 8 Digit

DISTORTION DISTORTION

(1) (2) (3) (4) (1) (2) (3) (4)

.53 (1) X 3.85 7.42 10.44 .63 (1) X 4.86 7.67 9.46

.67 (2) ** x 3.57 6.59 .82 (2) ** X 2.81 4.60

.80 (3) ** ** x 3.02 .93 (3) ** ** x 1.79

[9j (4) ** * x (4) ** ** * x

.51 (1) X 3.57 7.69 9.89 .61 (1) X 5.63 8.44 10.74

.64 (2) ** X 4.12 6.32 [83 (2) ** x 2.81 5.11

.79 (3) ** ** x 2.20 .94 (3) ** ** x 2.30

.87 (4) * ** ** X 1.03 (4) ** ** ** X

.52 (1) X 4.94 7.69 9.61 .60 (1) X 5.63 8.69 10.74

.70 (2) ** X 2.75 4.67 .82 (2) ** x 3.07 5.11

.80 (3) ** ** x 1.96 .94 (3) * ** X 2.05

.87(4) ** ** * X (4)** **x

t LEVEL FOR SIGNIFICANCE FOR NO REJECTED DATA

• " Significance at .05

• * Significance at .01

TABLE 4.5.5 RESULTS OF SCREENED TESTS USING THE THIRD SCORING METHOD
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2. The cost of this test is quite high when compared to other

speech quality and speech intelligibility tests.

3. There is great subject variability, indicating that results

might be improved substantially by using a trained, well

documented crew of listeners.

4. For this particular group of subjects, 7 digits seemed about

right. Clearly, however, for some 7 was too many, while for

others, 8 was too few.

5. The test is a very unpleasant test in which to participate.

6. The ability of digit recall tests to differentiate between

systems which are closely matched for perfoinnance is limited,

and would require considerable cost.?

In summary, it may be said that, even though this type of

communicability test can be argued to be more appropriate than

subjective preference testing, and even though it is possible, as shown

in this study, to differentiate among distorting systems, still the

excessive cost of commuunicability testing required to obtain the

desired significance levels makes these tests unattractive.
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APPENDIX A

SPEECH ACCEPTABILITY EVALUATION AT DYNASTAT:

THE DIAGNOSTIC ACCEPTABILITY MEASURE (DAM)

BACKGROUND

It is a matter of common observation that user '-cep-

tance of voice communications equipment depends on factors

other than speech intelligibility. Althourli a high dcgree of

intelligibility is generally a necessary condition, it £s not

a sufficient condition of user acceptance. But until recently,

no generally satisfactory methods of cvaluatirig the overall

acceptability or "quality" of procesped or transmitted speech

has been available. Among the pr'viously availFble methods,

some are applicable only for certain types or s-E~ch signal

degradation. Others are of limited reliability. Virtually

none permits reliable system evaluation in absolute terms for

the diversity of processing techniques and transmissions

encountered in modern digital voice communications.

Under contract with the Defense Communicacions Agency,

Dynastat recently undertook to fill the need that existed

in the area of acceptability evaluation. The results of this

effort included the Paired Ac'eptability Rating Method (PARM)

and the Quality Acceptance Rating Test (QUART), both of which

provide improved reliability of measurement on an absolute scale

of acceptability. Having met the interim needs of the Narrow

Band Voice Consurtium, they al.so served as valuable research

tools to clarify a number of crucial methodological issues and

to indicate possible means of further refining the technology

of speech evaluation.

Drawing on insights gained in the course of its con-

tractual activities with PARM -nd QUART, Dynastat continued under

4s own auspices to further advance the technology of communication

I15~



system evaluation from the standpoint of overall speech accept-

ability. These efforts culminated in the Diagnostic Accept-

ability Measure (DAM).

THE DIAGNOSTIC ACCEPTABILITY MEASURE

The Diagnostic Acceptability Measure combines direct

(isometric) and indirect (parametric) approaches to accept-

ability evaluation by means of twenty-item system rating form.*

Ten of the items on the form are concerned with the accept-

ability-related perceptual qualities of the speech signal,

itself. Seven items are concerned with the perceptual qualities

of the background. Three items are concerned with the perceived

intelligibility, pleasantness. and overall acceptability of the

total effect. The descriptors used to define the various nercep-

tual qualities are the end products of an extensive program of

research concerned with the nature of these qualities and with

the development of a precise vocabulary for characterizing them.

The results of further research have indicated that

listener's perceptions of modern digital voice communication

systems and diverse forms of laboratory degradation can be

exhaustively characterized in terms of six elementary perceived

* The isometric approach requires the listener to provide a
direct subjective assessment of the acceptability of a sample
speech transmission. The parametric approach requires the
listener to evaluate the sample transmission with respect to
various perceived characteristic,3 or qualities (e.g., noisiness)
independently of his individual effective reactions to these
qualities. Hence, the parametric approach tends to minimize
the sampling error associated with individual differences in
"taste." The individual wiho does not personally place a high
valuation on a particular speech quality may nevertheless
provide information of use in predicting the typical indi-
vidual's acceptance of speech characterized by a given degree
of that perceptual quality,
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qualities of the signal and three perceived qualities of the

background. Measures of these elementary qualities are

obtained by various combinations of rating scale data.

In accordance with the above research results, DAM

rating data are presently analyzed to yield system diagnoses

with respect to the nine perceptual qualities indicated in

Table 1. The contribution of each of these qualities to the

listener's acceptance reaction has been determined, so that each

diagnostic score can be expressed in terms of the level of

acceptability a system would be accorded if it were deficient

with respect only to the single perceptual quality involved.

Expressed in this way, the pattern of diagnostic scores reflects

the relative contribution of each perceptual quality to the

acceptability of the system, and permits the system developer

to Concentrate on the perceived characteristics of his system

which are most detrimental to its acceptance.

The application of multiple, nonlinear regression tech-

niques to a set of diagnostic scores permits the derivation of

supplementary, parametric estimates of intelligibility, pleasant-

ness, and acceptability, which can be combined with direct, or

isometric rating data to yield highly reliable and valid estimates

of all three of thzse properties. For practical purposes of

system evaluation, however, parametric predictions are presently

provided only for acceptability.

To permit comparisons with the results of tests pre-.

viously conducted with PAPN, DAM acceptability results are trans-

formned to their PARIM equivalents. A transformation of judged

intelligibility results permits estimates of equivalent DRT total

scores.
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I2

Rigorous procedures for monitoring anc4 screening ol'

listening crew members contribute significantly to the reli-

ability of DAM results.

TABLE I. SYSTEM CHARACTERISTICS EVALUATED BY DAM

SIGNAL QUALITIES

Diagnostic Typical Intrinsic Effect
Scale Descriptor Exemplar On Acceptability

SF Fluttering Interrupted or Ampli- Moderact._
tude Modulated
Speech

sit Thin High Pass Speech Mild
SD Rasping Peak Clipped Speech Severe
SL Muffled Low Pass Speech Mild
SI Interrupted Packetized Speech Moderate

with "Glitches"
SN Nasal 2.4K bps Systems Moderate

BACKGROUND QUALITIES

Diagnostic Typical Intrinsic Effect
Scale Descriptor Exemplar On Acceptability

BN Hissing Noise Masked Speech Moderate
BB Buzzing Tandenined Digital Moderate

Sys tems
5IF Babbling Narrow Band Systems Severe

with Errors
BR* Echoic Multipath Transmission ?

TOTAL EFFECT

Scale

Intel ligibility

Pleasant 1ess
Acceptability

Tentative scale, still under investigation.
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Speaker differences are relatively small with DAMI,

particularly within sexes. Depending on the purposes of the

investigator, however, the use of more then one speaker may

be appropriate. I

The speech materials used for purposes of DAM evalua-
tions consist ot 12 phonemically controlled sentences, spoken

by each of the ;t~s~red number of speakers. Approximately one

minute total running time is required for each speaker.

Figure 1 shows the standard format in which DAM results

are reported. Presented first are the basic diagnostic scores

and their standard errors. Each diagnostic score represents

one estimate of the acceptability rating the system being eval-

uated would receive if it were deficient only with respect to
the corresponding perceptual quality. Summary scores, repre-

senting the combined effects of signal qualities and background

qualities, respectively are also shown. Gross scores relating

to acceptability, judged pleasantness and judged intelligibility

are shown in the bottom half of the figure.

Isometric scores are based only on direct ratings of

the respective characteristics.

Parametric scores are based on Dredictions of acceDt-

ability from combined diagnostic scores for signal quality and

combined diagnostic scores for background quality.

Composite scores for acceptability are based on

isometric scores for acceotability, parametric scores for

acceptability, and on composite ratings of pleasantness and

intelligibility.
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*1

Equivalent PARM scores and Equivalent DRT scores are

'currently obtained by simple linear regression techniques

applied to composite acceptability scores and isometric intel-

ligibility ratings,respectively. However, it is expected that

more precise estimates of DRT scores will be obtained in the

future through the application of multiple prediction techniques

to the DAM diagnostic scores. Fig. 2 shows the correlation

between DAM acceptability scores (composite) and PATZM test

results for a sample of modern digital voice communication

systems. Fig. 3 shows the correlation between isometric intel-

ligibility ratings and DRT total scores.

DAM evaluations have been performed on an extremely

broad sample of state-of-the-art narrow band and broad band

digital voice communication systems. Norms for various condi-

tions of speech/noise ratio, band restriction, and other simple

forms of signal degradation have also been established. These

normative data provide Dynastat with truly unique capability

for detailed, useful interpretation of DAI for future experi-

mental systems or conditions. Research, contemplated and in

progress, will serve to expand DAM's range of application and

provide norms for yet to-be-encountered processing techniques

and transmission conditions.

For further information regarding the technical aspects

of the DAM and on the evaluation services Dynastat offers with

it please contact:

Dr. William D. Voiers
Dynastat, Inc.
2704 Rio Grande, Suite 4
Austin, Texas 78705

Phone: (512) 476-4797
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Administrative or contractual information relating .
-to Dynastat's services with the DAM4 may be obtained from

Mr. Ira L. Panzer at the same address and phone number.
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APPENDIX B

DERIVATION OF THE PROBABILITY DENSITY FUNCTION

FOR THE STUDENTIZED RANGE STATISTIC

From Figure 3.1, let

X C1 -X(Bl
Xmax = min =B1.)..

Then

Z=a- a (B.2)

and

fzlz) = fCI (&,&-z)d& (B.3)

as shown in Papoulis (B.1 .

Now the correlative distribution of a and a is

F (x,y) = P(a ! x, 8 " y)

= PO{xI i x iln{xj i y for at least one J)

- P({x. - x i)n{x 7! y i)c)

•F (x) - (F (x) - k x > y
X X x

0 x 2y
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Then the joint probability density of ct and is

f (x,y) F (x,y) (.~
U,8 axay ai,3

(k1)f~x-X Yk- 2 fX(x)fX(y) X > y

(k-fx-x x x

Thus

k-2
J[-l F x(w)-F x(w-z)] f x(W)f x(w-z)dw z -~0
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MINICOMPUTER BASED

DIGITAL SIGNAL PROCESSING LABORATORY
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A minicomputer-based Digital Signal Processing Laboratory has

been under construction at Georgia Tech since August 1973. It is now

an extensive hardware-software complex dedicated to research and

instruction in many digital signal processing and minicomputer related

areas. This appendix describes briefly the elements of this system.

The system is based upon thvee minicomputers, an Eclipse 5230 1

with 64K of 16-bit memory, and a NOVA 830 with 64K of 16-bit memory inI

the Research Lab, and a NOVA 820 with 32K of 16-bit memory in the

Student Lab. The uses of these computers are numerous and diverse. A

Hence, the various hardware and software components of the system will

be presented separately.

THE RESEARCH COMPUTERS

A block diagram of the basic research computer facility is

shown in Figure 1. Included in this section are only those peripherals

which are used by many applications. A full set of peripherals are

listed in Table 1.

The computational power for the system is supplied by two

groups of the Eclipse 5230, which has 64K of 16-bit semiconductor

memory (+ CACHE), a floating-point processor, hardware multiply

divided, a memory management unit, and writable control storage

(for microprogramminq the processor), and by one ground of the NOVA

830, which has a floating-point processoc, hardware multiply-divide,

a memory management unit, and 64K of 1 psec 16-bit memory. Bulk

storage is supplied by three discs. The main disc is a 192 M Byte

moving head drive shared gy the Eclipse and the NOVA 830. Each of the
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DIABLO 7DIOABLO 33
44 1. .

I M BYTE

10 5 M BYTES
BYTES h

ECLIPSE S 230 NOVA 830 NOVA 820
64K WORKS MEMORY 32K WORDS

WRITABLE CONTL MANAGEMENT HIGH SPEED
STORE MEMORY 64K WORDS RS-232 MUL'rIPLY-DIVIDE
MANAGEMENT FLOATING POINT
FLOATING-POINT MULTIPLY-DIVIDE
MULTIPLY-DIVIDS

I

LINE PRINTER

7 TRACK MAGTAPE

TAPE READER

CARD READER

EGASSETT
PAPER TAPE

PUNCII

DATA GENEA

9 TRACK |

FIGURE I

The Basic System for the Research Laboratory
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TABLE I

I/O DEVICES ON THE NOVA 830 I/0 BUSS

DATA GENERAL INTERFACES

Diablo 33 disc controller (5 M bytes)
Diablo 44 disc controller (10 M bytes)
NOVA cassette controller
Real time clock
Floating-point arithmetic unit
Memory management
Data General mag tape controller
RS-232 interface at 9600 baud
RS-232 interface at 1200 baud
Inter-processor buss
Comtal video system interface

INTERFACES CONSTRUCTED AT GEORGIA TECH

Programmable sampling clock
RS-232 variable baud clock
Joy stick interface
Light pen interface
Button box interface
RS-232 interface (2)
16 bit double buffered D-to-A
10 bit single buffered D-to-A (4)
A-to-D/sample and hold/analog multiplexer
Ampex analog tape deck control
Revox analog tape deck control
Crown analog tape deck control
Kennedy 7-track digital tape interface
Line printer interface
Card reader interface
Paper tape reader interface
Programmable stack (256 words)
Quality test interface
Universal card tester interface
Time-of-day and date clock
Control card testing interface

Time-f-da anddatecloc



other two disc units is of the moving head type, and each har one A

fixed and one removable pack. The Diablo model 44 disc hcLs 10 M byte

capacity, and is used by the Eclipse alone. The Diablo model 33 has

5 M byte capacity, and is shared by the NOVA 830 and the NOVA 820

(instructional) computers. Additional bulk storage is supplied by

two tape units, a NOVA cassette tape and a 7-track digital unit (a

9-track unit is on order from Data General). The cassette is standard

Data General peripheral, while the 7-track was interfaced at Georgia

Tech.

Additional general purpose devices include a card reader, a

line printer, a paper tape reader, and a paper tape punch. These

units were all interfaced at Georgia Tech.

The foreground of the NOVA 830 is used a a general peripheral

control ground for sharing the scarce i'ipherals. Most all of the

general purpose and special purpose peripherals in the system are

interfaced to the NOVA 830 (see Table 1), and this ground accesses

all the other grounds on the other computers in the system to access

these peripherals.

THE GRAPHICS SUBSYSTEM

One of the major design criteria for this system was a high

level of high speed graphical interaction between the user and the

computer. Figure 2 shows the hardware associated with the graphical

subsystem.

This system supports many types of graphical interaction.

First, it supports line printer graphics both in the axis-graph mc-de

and in the X-Y-Z mode for picture reproduction. Second, the Tektronix
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4010 graphical unit gives storage type %ector graphics at 9600 baud

and cross hair feedback interaction. Third, refresh graphics is

supplied by driving X-Y-Z CRT's directly from 3 of the D-to-A's. A

light pen (built at Georgia Tech), along with two joy sticks, 3 button

boxes, and two potentiometers give interactior in the refresh mode. A

Fourth, a CALCOMP incremental plotter (intcif;tced at Georgia Tech),

gives hard copy capability in the vector and character modes. Last,

a Comtal video processor gives X-Y-Z CRT support on a 512x512 display

with eight bits resolution.

THE AUDIO SUBSYSTEM

A diagram of the audio subsystem is given in Figure 3. This

subsystem was constructed as an aid to interactive speech processing.

The whole system is centered on a patch bay located with the

NOVA 830. This patch bay gives the user great flexibility in intercon-

necting the individual audio components.

Data acquisition is handled through a 12-bit (10 wsec) A-to-D

with an 8-channel analog multiplexer on its input. Data playback is

handled by a 16-bit double buffered D-to-A. The sampling rate on

these two units is controlled by a programmable clock. Four additional

channels of 8 bit D-to-A's form single buffered analog outputs. The

entire data acquisition and playback system was built at Georgia Tech.

Four analog tape drives are available for use with the system.

Two of these, a Crown 800 and a Revox tape drive, are interfaced so

they may be controlled by the computer. The Crown interface allows

the positioning of the tape to any desired position (within tape

stretch). Either of the two Ampex drives may be used under computer
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control in place of the Revox.

rour variablo filiters and three audio ampl ifi er-, are also

availtable for ust) with this ssxm

SPEECH QUALITY TEST SUBSYSTEM

The spoeeh quality test subsy~stem depicted in Fl qure 4 is

designed for the automated conitro.l of subjective quality tests. The

sub)syste'm cons I ts of si~x stitation, located in it aepa rate, speech clu.1 t

laboratory and controlled by the NOVA 830 computoer. Bach of tho

stations has a CRT, .15 response buttons, a "rad button, Par I--ons

and a volumet control for each ear. The computer inter face can rcc.1 1:11c

buttons; at any station, clear and set- the. readcy flip flop, and, -up"nq r

software character genorator, display mlessaqes to the suibjects r~i the

CRT' s.

This quality system has several distinct. advantages ovfer Zý

nion-automaited systevm. Fi rst , i t. V i~mi. nates, much of the hand work o-.'

data reduction. Secondi, it allows on-line -stat i ti cal anialysis. L~ast ,

it allows the subjectivye tes3t to re-confiqurec i tso 1f based on)i the. nmbjec`

reqponses.

THlE OPTICAL, DATA 111A('ES8 IN S1IWsYSTEM

A di agram o f thkw opt.i cal dat:a prccess ,:i sq Ifacility i!; q iv:',n il

Figure 'h subsystemn lihSt1 thov componnet.!z. The, f irs-t cmoet

tilt "p1 cturo a cqii sit:i on" comIpomn('i ,cnss of a Micro NOVA Micro--

compui~ter (l U r. Williiam Rllodvý; ' laboratory) wh ich conltrol! s anl

elto-ohawcsal-nelr. T I~ i : q Ili mI Into It i sIi I itIldo I dove I op mentt:

14Scond , t hr' Micro NOVA a ocoit iol~s anl opt ic;i I dat a di qit i -.eT to r

pi ottire Ickjli ,i t ionl. Thti thi ird co potiiit i n t hi!- :-zy:-vir i; I h
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q

"picture playback" facility. This facility consists of 3 D-to-A's

and two CRT scopes. One CRT is of the storage type, and allows quick

viewing of the pictures being displayed. The second CRT is equipped

with a scope camera. The interchangeable backs on this camera allow

the production of either polaroid or 120 roll film pictures. The

Comtal video system can also be used to produce pictures.
"I

THE COMPUTER NETWORK SUBSYSTEM

A "star" computer network is currently under development in the

digital signal processing laboratory. The basic hardware for this

system is shown in Figure 6. The NOVA 830 communicates with the

Eclipse through an interprocessor buss (IPU), and with several other

computers through high speed, variable baud rate, RS-232 standard,

asynchronous, serial interfaces. These RS-232 interfaces were designed

and built at Georgia Tech, and are capable of speeds up to 152K baud.

The hardware for this system exists and is tested. The software

is currently under development.

THE UNIVERSAL CARD TESTER AND THE HARDWARE PHILOSOPHY

One of the most important subsystems of the digital signal pro-

cessing laboratory is the universal card tester. To understand how this

is used, it is important to understand the hardware philosophy of the

laboratory. Most of the hardware constructed in the laboratory is

constructed in prebuilt chassis. Each chassis contains 40 56-pin

connectors. The computer I/O buss enters each chassis and is split

into 3 sub-busses, called the "data buss," the "control buss," and the

"address buss." If this is not the final chassis on the daisy chain,

the busses are regrouped, and extended to the next chassis.

138



IPB

ECLIPSE NOVA

S230 830 I

__• PR GR~MABLE BAUD

FEIPROGRA
The ~ ~ ~ ~ RT CopuOrNewTkROLye

RS R S RS Baud Rates up to232 232 23 232 12KP

MICRO NOVA H lONEYWNELL NOVA

NOVA 12001 316 820

• Fl17JRE 6

:' 'thne Computer Network Subsystem

1 39



-•• • •• • • •-z-v - - -÷• ÷, _¸ .. . .. .. ..

NOVA CARD TESTER

830

SI

SWITCH PANEL

[II

PATCH PANEL

FIGURE 7

The Universal Card Tester

143



The hardware interfaces constructed in the chassis are mostly

constructed from pre-designed printed circuit boards. A list of the

PC cards available for interface construction is given in Table 2.

Most interfaces consist of using some set of "standard" cards with,

perhaps, some additional construction.

The main problem in hardware construction, tnerefore, is in

building and testing the "standard" cards, often with semi-skilled

labor. This is the purpose of the universal card tester.

A diagram of the universal card tester is given in Figure 7.

The tester has a switch panel, a patch panel, and a single "standard"

56-pin connector as an "input," and "output," or as an "external."

Each pin has a parallel connection to the patch panel for external

connection. The computer can read or write individual bits to any pin

position. Hence, any desired input/output sequence can be presented

to a card being tested, and the results can be read back by the

compute r.

The software package associated with the card tester allows the

user to test and debug any of the standard cards. In addition, a

special card allows the testing of individual integrated circuit chips.

THE BASIC INSTRUCTIONAL COMPUTER (NOVA 820)

The NOVA 820 computer and its associated peripherals forms a

computer and signal processing facility dedicated to student activities.

These activities mainly include several laboratories associated with

course and student project work. The haArdware is configured so as to

allow maximuzr utilization of the software developed in the research

laboratory.
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TABLE 2

STANDARD PC CARDS USED IN THE MODULAR CONSTRUCTION SYSTEM

CARD NAME PURPOSE

Single Address Address decode

Dual Address Aldress decode

Control Interrupt control

Input buffer 16 bit input buffer

Output buffer 16 bit output buffer

DMA Direct memory access control

Counter 16 bit up/down counter

Memory 256x256 bit high speed
memory (43 msec)

1S-232 (1) High speed serial converter

RS-232 (2) Medium speed serial converter

M6800 CPU Micro-processor CPU

M6800 Memory' (1) Micro-processor memory (4K Ram)

M6800 Memory (2) Micro-processor memory (4K RAM,
4K ERROR)

M6800 Buffer Micro-processor buffer

M6800 Control Micro-processor interrupt
control

Kluge General purpose
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Figure 8 shows the basic NOVA 820 computer system and Table 3

gives a list of peripherals. The CPU has 32K of 800 nsec memory and a

hardware multiply-divide unit. Bulk storage is formed by two moving-

head disc drives totaling 5 M bytes of storage. These discs are shared

with the NOVA 830, and communication between the processors is

maintained on a high speed RS-232 port.

Many of the peripherals have been constructed so as to be

identical, from a computer command viewpoint, to those on the research

facility. Hence, the D-to-A's, the double buffered D-to-A's, the

A-to-D, the A-to-D 8-channel analog multiplexer, and the programmable

clock all utilize the same commands as their counterparts on the NOVA

830. These peripherals give the NOVA 820 a similar audio and refresh

graphics capability to the NOVA 830.

Interactive graphics on the NOVA 820 is handled by a M6800

control plasma terminal designed to look like a Tektronixs 4010.

Hence, all the graphics packages developed for the NOVA 830 will run

on the NOVA 820. 1
THE MICRO-COMPUTER SUBSYSTEM (M6800)

One of the most important developments in modern control tech-

nology has been the development of the micro-processor. The micro-

processor subsystem of the student (NOVA 820) laboratory was developed

with three purposes:
I

1. To develop a sicro-processor board set for use as

a general interfacing tool.

2. To develop a hardware interface between NOVA 820
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TABLE 3

I/O DEVICES ON THE NOVA 820 I/O BUSS

DATA GENERAL INTERFACES

Diablo 33 disc controller
RS-232 interface at 1200 baud

Inter-processor buss

INTERFACES CONSTRUCTED AT GEORGIA TECH

Programmable sampling clock
Light pen interface

16 bit double buffered D-to-A

10 bit single buffered D-to-A (4)
A-to-D/sample and hold/analog multiplexer

Line printer/M6800 input interface
M6800 Micro-computer CPU

M6800 4K memory module (2)
M6800 control and communication interface

Plasma display interface
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and a micro-processor and to develop software for

the NOVA 820 which allow simple, interactive

software development for the microprocessor.

2. To develop software for the micro-processor to do

the graphics and character generation tasks related

to the plasma scope.

All three of these purposes have been accomplished. Future

goals for the subsystem include the addition of another 8 bit micrv-

processor board *8080A) and the development of a system based on the

new Data General 16 bit micro-processor.

A diagram of the hardware associated with the micro-processor

is shown in Figure 9. Through a general interface to the micro-

processor's buss, the NOVA 820 can completely control the micro-

processor and load and examine the micro-processor memory. Through a

standard interrupt interface, the NOVA 820 can communicate with the

micro-processor as it would any other peripheral. This environment

allows great flexibility in the use of the micro-processor.

The micro-processor itself has SK of 8 bit, 1 msec memory, an

interrupt I/0 port, and a 16 bit I/0 buffer. Expansion of the hardware

and software for this subsystem is continuing.
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PROGRAM NAME. ACONT
LANGUAGE: FORT
CATEGORY: GENERAL

-SWITCH TYPE PURPOSE

I 0 INPUT STARTING ADDRESS FROM TTY
R G DATA IS REAL(ASSUME IN1EGER OTHERWISE)
0 L. OUTPUT (CONTIGUOUS) FII.F -- MUSI COME FIHT

PURPOSE
TO CONCATENATE A SET OF CONTIOIOUS FILES INTO A SINGLL: O(ll'i

PROGRAM NAME ACONTS
LANGUAGE FORT

CATEGORY GENERAL

SWITCH TYPE PURPOSE

R G DATA IS REAL-"ASSUMED INTEGER OTHERWISE.
0 L. CONTIGIOUS OUIPUT FILE

PURPOSE
TO CONCATENATE A SET (IF CONTIGIOUS INPU1 FILES OF IN1I7GRAI. N
OF CYLINDERS INTO A SINGLE OUTPUT FILE

PROGRAM NAME ADPCM
LANGUAGE. FORT I
CATEGORY SPEECH

SWITCH TYPE PURPOSE

P L PITCH FILE
I L INPUT FILE (SPEECH)
0 L OUTPUT FILE (SPEECH)
C L FEEDT3ACK COEFFIENT FILE
X L QJUANTIZED ERROR OUTPUT FIR O
E L ERROR OUTPUT FILE
M L MULTIPLIER OUTPUT FILE

0 L. DATA FILE E
t. L LISTING FILE j
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1I$ PAGE Is BEST QUALITY FMCTLOAJ'J

ON PUPKI Skw~ TO DA.Q -

TO q]MULAI"E GENERAL ADPCM SYSTEMS SYSTEM IS CONFIGURED BY D1
AND INPUF/OUTPUT FILES(EG. IF A /P FIlE IS PRESENTA PITCH S
tAROR CORRECTION IS DONE)

PROGRAM NAME. CPITCH
LANGUAGE: FORT
CATEGORY: SPEECH

SWI TC 1I TYPE -PURPOSE

( L OUTPUT PIICH FILE

10 ';REATE A CCJNSTANT PITCH CONTOUR.

IOC•"RAM NAME. DECK
LANGUAGE.: FORT
,:CATFGL(.Y GENERAL

U;!J I I Ci TYPE PURPOSE

P(, PLAY
(1, RECORD
G FAST FORWARD
c FAST BACKWARD

S(G USE CROWN INSTEAD OF AMPEX

[ P JP P 9SF

ANAL.OGUE TAPE DRIVE CONTROL PROGRAM.

PR.OGRAM NAME DCAADIN
I AN(Ak IAGE FORTRAN
PATF 6/ 9/77
fU rHLJR T. P. BARNWEL.L
(,ATE" GRY GENERAL

THITj IS AN INTERACTIVE PROGRAM FOR TRANSFERINO DATA FROM I11M
SPEEC;H DATA A.APES, ORGINATING AT DCA, TO DAIA GENERAL CONI IG



FILES
THE PROGRAM IS INTERACTIVE AND SELF EXPLANITORY

-PROGRAM NAME: DCAAV
LANGUAGE: FORTRAN
DATE: 6/ 9/77
AUTHOR: T.P. BARNWELL
CATEGORY: GENERAL

PURPOSE
THIS PROGRAM COMPUTEF THE AVERAGE OF MANY OBJECTIVE
MEASURES COMPUTED BY OBJETIVE AND OBJ2. ITS PURPOSE IS TO
GET AN OVERALL MEASURE FROM MANY SINGLE WINDOWED ERRORS

I.

PROGRAM NAME: DCATAPEIN
LANGUAGE: FORTRAN
DATE: 6/ 9/77
AUTHOR: T.P. BARNWELL
CATEGORY: GENERAL.

PURPOSE
THIS IS AN INTERACTIVE PROGRAM TO TRANSFER AN IBM 9 TRACK
TAPE CODED IN EBCDIC TO AN ASCII FILE ON RDOS FILE SIRUCIjilU

PROGRAM NAME: DATAMAKE
LANGUAGE: FORT
CATEGORY GENERAL

SWITCH TYPE PURPOSE

I L INPUT INSTRUCTION FILE
0 L OUTPUT INSTRUCTION FILE
D L DATA FILE

PURPOSE
TO MAKE A NEW DATA FILE FOR THE SYSTEMTIC TESTING OF
ANY SYSTEM.

THIS PAGE IS BEST QUALITY flMACTICABLE

15o1 pFURNIsHji)10DDC
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PROtORAH NAWof.. VATAS TART
LANG'UA(;E FOR T
(;A1 -L;CR Y 'GENERAL

PURPOSE
INTERACTIVE PROGRAM FOR CREATINC CONTROL. FILE FOR DATAMAKE.

PROGRAM NAME: DFDP

LANGUAGE- FORT
CATEGORY: GENERAL

5W I I(CH TYPE PURPOSE

R A INPUT DATA FILE (OPTIONAL.)
R A OUTPUT FILTER COEFFICIENTS
" A MAGNITUDE SPECTRUM (OPTIONAL
R A PHASE SPECTRUIl (OPTIONAL)

I',!W I( NS DIOITAL. FILTFRf;

F'I•I~iRAM NAMK DFI)
LANGUAGE: FO] 1

A I GOOHV GENERAL

",I I I cII TYPE PURP['SE

14 A INPUT DATA FILE (OPTIONAL.)
R A OUTPUT FILTER COEFFICIENTS
R A MAGNITUDE SPECTRUM (OPTIONAL
R A PHASE SPECTRUM (OPTIONAL)

i~'ri flUS
1( ,NS )1CI TAL FILTERS

P' ;.(AII NAME.. DOWN THIS Plo I',O", 's - ) IV

1 l,',h )Ak[F. FOR T FROM) ,

('A I :(• 0 RH SP E FCt4
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PURPOSE -1
TO DROP LOWER ORDER BITS, AND/OR DROP EVERY UTHER OR 2 OUT ft
OR ......- BITS TO REDUCE SAMPLING FREGUENCY A

PROGRAM NAME FILTER
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

I L INPUT FILE
R L RESULT FILE
D L DATA FILE

PURPOSE
GENERAL CANOICAL FORM DIGITAL FILTER PROGRAM

PROGRAM NAME. FNORM
LANGUAGE- FORT
CATEGORY SPEECH

SWITCH TYPE PURPOSE

I L INPUT FILE
R L. RESULT FILE
D L DATA FILE

PURPOSE
TO NOMALIZE A ";LOATING POINT FILE.

PROGRAM NAME. FFILTER
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

I L INPUT FILE S PAGE -IS BEST QUAITY
R L RESULT ' A 5
D L DATA FIL.E ') L
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P URPUSE
FORGROUNE) VERSION OF FILTER

PROGRAM NAME: FILMPY
LANGUAGE: FORT
CATEGORY: GENERAL

SWITCH TYPE PURPOSE

0 R A OUTPUT FILTER COFFF
M R A MAGNITUDE SPECTRUM (OPTIONAL)
P R A PHASE SPECTRUM (OPTIONAL)

PURPOSE

PUT5 TOGETHER ANY NUMBER OF DIGITAL FILTERS TO MAKE
ONE FILLER (CASCADE). INPUT FILTER FILES HAVE NO SWITHCES.

PROGRAM NAME. FILPLT
LANGUAG.E FORT

CATEGORY GENERAL

PURPOSE
F--SWAP PROGRAM FOR DFDP

PROGRAM NAME: GOGO
LANGUAGE. FORT
CATEGORY: SPEECH

PURPOSE
TO INITIALIZE THE CLOCK AND A/D CHANNEL

00hRAM NAME: HEAR S.lS ?AQI I$ ZS QiJAIITi ?ACIICAI"

LANIGUAGF ASM y'a O wfl i i v DDC T-
CA i E GORY SPEECH
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SWITCH TYPE PURPOSE

* L SEE*

PURPOSE
TO SAMPLE INPUT ANALOGUE DATA

*SWITCH DETERMINES SIZE OF SAMPLE INCYLINDERS
A=I,B=2, ETC.

PROGRAM NAME; HLPD
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

I L INPUT SPEECH DATA
P L OUTPUT PITCH DATA
D L DATA FILE
L L LISTING FILE

PURPOSE
HARD LIMITED AUTOCORRELATION PITCH DETECIOR.

PROGRAM NAME: HIRE
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

I I A INTEGER SPEECH INPUT FILE
0 I A INTEGER IMPULSE RESPONSE OUTPUT
P R A DATA FILE (OPTIONAL)
L L LISTING (OPTIONAL)

PURPOSE
HOMOMORPHIC IMPULSE RESPONSE EXTRACTOR.

1HI S PAGE IS BEST QUALITy FRACTICABLZ
F1OMOP¥ FUY•LSHED iv•

PROGRAM NAME: LPC
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LANGUAGE FORT
CATECORY" SPEECH

SWITCH TYPE PURPOSE

I L INPUT SPEECH FILE

C L COEF. FILE
K L PARCOR COEF. FILE
R L AUTO. FILE
D L DATA FILE

L L LISTING FILE

PURPOSE
BASIC BLOCK SYNCHRONOUS AUTOCORRELATION/TOEPLITZ VOCODER TRA

PROGRAM NAME: L.PR
LANGUAGE FORTRAN
PATE 6/ 9/77
AUTHOR T.P. BARNWEL.L
CATEGORY: SPEECH

SNITCH TYPE PURPOSE

A LOCAL AREA FUNCTIONS
K LOCAL PARCCR COEFFICIENTS
C LOCAL FFEDBACK COEFFICIENTS
0 LOCAL FEEDBAK COEFFICIENTS
D LOCAL BATCH (DATA) CONTROL FILE
SLOCAL AUTOCORRELATION COEFFICIENTS
P LOCAL PITCH FILE
L LOCAL LISTING FILE
X LOCAL EXCITATION OUTPUT FILE

PURPOSE
THIS IS A GENERAL PURPOSE LPC RECEIVER PROGRAM. IT RECONFIGU
ITSELF DEPENDING ON WHAT FILES APPEAR IN ITS INPUT COMMAND
LINE. IF ITS "X" LINES ARE COMPILIED, THE PROGRAM CAN ADD
SEVERAL DISTORTIONS TO THE OUTPUT SPEECH, INCLUDING UNIFORM
BANDWIDTH DISTORTION AND UNIFORM FREQUENCY DISTORTION. IT MA
THUS BE USED TO CORRECT HELIUM SPEECH OR INSTALL CONTROLLED
DISTORTIONS ON THE OUTPUT.

t'RPj'iRAM NAME LOOK -
-ANGUAGE FORT EI ?t IS bS
(ATEGURY: GENERAL WFY F"ISH, T• •Q -PC
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SWITCH TYPE PURPOSE

I L DATA FILE

PURPOSE
INTERACTIVE GRAPHICS INTERPRETER WHICH ALLOWS UP TO EIGHT PI.

-BASED ON UP TO 4 FILES ON THE 4010 GRAPHICS TERMINAL.

I

PROGRAM NAME: MBPD I
LANGUAGE. FORT
CATEGORY. SPEECH -

SWITCH TYPE PURPOSE

A I A UNFILTERED SPEECH INPUT
B I A 50-100HZ FILTERED SPEECH
C I A 100-200HZ FILTERED SPEECH
2D I A 200-400HZ FILTERED SPEECH
E I A 400-800HZ FILTERED SPEECH i
I I A DATA FILE INPUT (OPTIONAL)
P R A PITCH CONTOUR OUTPUT 11
L R AVERAGE LEVEL INPUT (FROM MBPWR) i

PURPOSE
MULTI BAND PITCH DETECTOR

---

PROGRAM NAME MBPL.OT
LANGUAGE: FORT
CATEGORY: SPEECH

PURPOSE
"E-SWAP"PROGRAM FOR USE WITH MBPD

PROGRAM NAME: MBPWR
LANGUAGE: FORT

LANGUAG: FORTTHIS PAGE IS BEST quALITY PRACTICABMA
CATEGORY: SPEECH FtW~ISBES U0DD• R..-FMH =-Y¥FL1101SHE TO DDf.'

SWITCH TYPE PURPOSE

A I A UNFILTERED SPEECH INPUT
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B I A 50-10OHZ FILTERED SPEECH INPUT
C I A 100-200HZ FILTERED SPEECH INPUT
D I A 200-400HZ FILTERED SPEECH INPUT
E I A 400-800HZ FILTERED SPEECH INPUT
0 1 A LEVEL OUTPUT FILE

PURPOSE
AVERAGE MAGNITUDE LEVEL FOR MBPD

I-.sHis PAGE is BMS7 QUALITY pAu1e$muu

PROGRAM NAME: NORM
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

I L INPUT FILE
R L RESULT FIL.E
D L DATA FILE

PURPOSE
I' NORMALIZE AN INTEGER FILE K]

PROGRAM NAME: OBJECTIVE
C LANGUAGE: FORTRAN
C DATE: 6/ 9/77
C AUTHOR: T.P. BARNWELL
C CATEGORY: SPEECH

C

C SWITCH TYPE PURPOSE

C M LOCAL MASTER FILE
C S LOCAL SLAVE FILE
c D LOCAL BATCH (DATA) FILE

L LOCAL. LISTING FILE

PURPOSE
TO COMPUTE THE GAIN WEIGHTED AND NON GAIN WEIGHTED SPECTRAL.

C DISTANCE METRIC BETWEEN TWO SPECTRUM FILES. THE SPECTRUM
c FILES ARE NORMALLY GENERATED BY LPC ,PCEP, HIRE, OR SPCANA.



PROGRAM NAME: oBJ2
LANGUAGE: FORTRAN
DATE: 6/ 9/77
AUTH R: T.P. BARNWELL
CATEGORY: SPEECH

-SWITCH TYPE PURPOSE

M LOCAL MASTER FILE
S LOCAL SLAVE FILE
D LOCAL BATCH (DATA) FILE
L LOCAL LISTING FILE

PURPOSE
TO COMPUTE THE GAIN WEIGHTED AND NON GAIN WEIGHTED NON--SPEC,,'.L r

DISTANCE METRIC BETWEEN TWO SPECTRUM FILES, THE NON-SPECTRUM1
FILES ARE NORMALLY GENERATED BY LPC ,PCEP, HIRE, OR SPCANA

PROGRAM NAME: PCEP
LANGUAGE. FORTRAN
DATE: 6/ 9/77
AUTHOR: T.P. BARNWELL
CATEGORY SPEECH

SWITCH TYPE PURPOSE

D LOCAL BATCH (DATA) CONTROL FILE
A LOCAL OUTPUT CEPSTRUM FROM A
M LOCAL MASTER INPUT
S LOCAL SLAVE INPUT(B)
B LOCAL OUTPUT CEPSTRUM FROM B
L LOCAL LISTING FILE
W LOCAL INPUT (ASCII) WINDOW (FIR FILTER) FUNCTION
Z LOCAL BINARY POINT BY POINT METRIC

PURPOSE
THIS IS A GENERAL PURPOS CEPSTRAL COMPARE PROGRAM. 11 ALLOWS
USER TO COMPARE ANY REGION OF THE OPOSING CEPSTRUMS AFTFR AN
WINDOW FUNCTION HAS BEEN APPLIED. THIS ALLOWS THE PROGRAM TO
USED FOR BOTH SPECTRAL ENVELOP AND EXCITATION COMPARISONS

PROGRAM NAME: PDISTORT THIS PAGE IS BEST QUALITY FRACTICABLI

LANGUAGE. FORTRAN V1" cor¥ FURN1SHLD ToDDC DDC

DATE: 6/ 9/77
AUTHoR. T.P. BARNWELL
CATEGORY: SPEECH
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PURPOSE
THIS PROGRAM IS USED TO SYSTEMATICALLY DISTORT PITCH C.ONTOUR
THE DISTORTION IS A CONSTANT RISE OR FALL IN THE PITCH PERIO
THE DISTORTION ONLY OCCURES IN VOICED SEGMENTS* AND THE PROG
IS INTERACTIVE.

PROGRAM NAME: PTGTC
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

F L PITCH FILE
1 L INPUT SPEECH
F L INPUT FILTERED SPEECH

PURPOSE
TO HAND PAINT A PITCH CONTOUR FOR TESTING.

PROGRAM NAME: PCHECH
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

M L INPUT STATISTICS FILE
T L OUTPUT STATISTICS FILE
D L DATA FILE
A L ADD ON HISTIGRAM IN
0 L ADD ON HISTOGRAM OUT
L L LISTING

PURPOSE
ro CHECK THE OUTPUT OF A PITCH PERIOD ESTIMATOR AGAINST
A HAN PAINTER PITCH CONTOUR.

PROGRAM NAME. PRNT THIS PAGE IS BtS, c ,,

LANGUAGE: FORT w CJh IV DAG

CATEGORY GENERAL



PURPOSE
TO PRINT A PROGRAM WITH FILE NAME AND DATE

PROGRAM NAME: SCALE
LANGUAGE: FORT
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

I L INPUT FILE
R L RESULT FILE

PURPOSE
TO SCALE A DATA FILE FOR FILTER

PROGRAM NAME: SF
LANGUAGE: FORT
CATEGORY: GENERAL

SWITCH TYPE PURPOSE

I L INPUT FILE
D L DATA FILE
R L RESULT FILE
C L COEF. FILE

PURPOSE
TIME VARYING DIGITAL FILTER PROGRAM

PROGRAM NAME- SPCANA PAGIS EAG. IS 1FESI QUAL1Ty ?RACTICA3J1

LANGUAGE: FORTRAN 71.*.
DATE. 6/ 9/77
AUTHOR: T.P. BARNWELL
CATEGORY: SPEECH

SWITCH TYPE PURPOSE

I LOCAL INPUT FILE
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0 LOCAL OUTPUT SPECTRUM i
D) LOCAL BATCH (DATA) CONTROL FILE =
L LOCAL LOG SPECTRUM OUTPUT FILE

PURPOSE
THIS IS A GENERAL PURPOSE SPECTRUM ANALYSIS PROGRAM DESIGNED
TO DO CEPSIRUM OR LPC DECONYOLVED SPECTRUM.

PROGRAM NAME: ZCPD
LANGUAGE: FORT
CATEGORY: SPEECH

SWIT~CH TYPE PURPOSE

IL INPUT FILE
L OUTPUT PITCH CONTOUR

b I-. DATA FILE (OPTIONAL

P~UR POSE
ZERO CROSSING PITCH DETECTOR

2BIS PAME IS BEST QUALITY BC1&I
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