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Abstract

. Current digital system design practices make heavy utilization of various types
of memories. RAMS and ROMS are used in main memory, register files, caches, and
microstores. As a result, it becomes important to recognize the implications of
memory chip failure modes for system reliability.

A brief survey of available memory chip failure mode data is made and shows
that partial chip failures ‘are more prevalent than whole chip failures. Based on the
findings of this survey, reliability models for memory systems with error coding
techniques are developed. The effect of memory support circuitry on memory
reliability, usually ignored in the development of analytical models, is included. 1t is
shown that for wide ranges of memory system parameters and memory element
failure rates the memory system reliability is dominated by the effect of the
support electronics. The use of these models in design tradeoff decisions is
explored.

The performance of systems with fault tolerant memory when there are

. correctable failures present, an area which has seen little work, is analyzed.

Performance models for systems with fault tolerant main memory, as well as those
with fault tolerant microstore, are developed and their properties explored.

Hamming code is one of the error corecting techniques considered. Block codes,
commonly used for tape media but rarely if ever for RAM or ROM, are also
considered and found competitive with Hamming codes in many cases.

This research was supported in part by Digital Equipment Corporation and in part by the
office of Naval Research under contract NOO014-77-C-0103.
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1. Introduction and Overview

Memory elements are currently being used heavily in all areas of digital systems design.
They see use as microstores, register files, caches, and of course, main memory.
Improvement of memory element reliability, then, will have the effect of greatly improving the

reliability of those systems being designed now and in the future.

A primary method of increasing memory reliability is the use of error correction codes,
such as Hamming and Block codes [Pete72). These techniques result ';n a tolerance to single
bit faults in a memory word. The tradeoff involved is one involving system cost, cc'implexity,
performance, servicability, and reliability (these last two together determine field repair
costs). For an increase in cost and complexity, the memory reliability can be greatly
enhanced with little or no decrease in performance. To help in the tradeoff decisions to be
made during system design, tools for predicting the reliability and the performance
degradation in the presence of errors are needed. The accuracy of these tools can be
Inc.:reased by examining the failure modes of the memory components used to build the
memory systems. A study, summarized in Chapter 2, was made of the available data on

semiconductor memory chip failure modes. The results of the study were used as the basis

for the reliability models

The tools needed for design decisions are developed in Chapter 3. Two error correcting
schemes, Hamming codes and block codes, are examined. The design tools are then
formulated to be used for any size of single error correcfing memory, and include the effects
of the support circuitry needed to complete an entire memory system. Easily calculable

formulae for memory system reliability, MTTF, and hazard function are presented in Chapter

3 and are analyzed in Chapter 4.

. Models for the degradation of system performance in the presence of memory component
tailures in both main memory and microstora are developed in Chapter 5. The performance

degradation ﬁhen failures have occured in the memories of example systems, including the
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‘PDP-11, is analyzed in the final subsections of Chapter 5. oo . | |2l
| £ 5 g
153 1 e
" & =1 |
=1 e = = |
- @ & &3 ——
Z\ L £
< | c < o=
fegi: .8 | |
Bl L o= w » @A
glg 8% = \

wlma an

|




22 May 1978 Page 3

2. Memory Chip Failure Modes

Data on semiconductor memory chip failure modes during operating life is available from
few sources. Most semiconductor manufacturers are more interested in the physical
mechanisms of failure than in the functional characteristics of a failure. What data is available
comes mostly from screening, burn-in, and to a lesser extent, high-temperature

accelerated-life tests. A summary of some of the data we have collected is in Table 2-1.

TABLE 2-1
Chip Failure Mode Data Summary

- - Percentage of All Failures - -

Source Devices Whole Single  Row/ Not
Chip Bit Column Known
[Texa7?] 4K MOS RAM SRR - 8

[Pasc75] 4K MOS RAM
(burn-in & cell stress
screening tests) 11.8 35.3 29.4 235

[Rick76] varied PROMs
(accel. life tests,
using some guessing) 17.9 53.9 15.3 12.9

[Gear76] 8K MOS UV PROM
(700k device hours in
accel. life testing) - 100.0 - -

The data shows that memory chip failure modes are, unsurprisingly, dependent on
technology, process, and device design and thus may vary widely. Fallure mode distributions
also change with time for a given device as the fabrication process matures!. Nevertheless,
there is good evidence that the whole chip failure modes (i.e. complete inability to store
and/or relrieve data) do not dominate for most devices. Single bit, row, and column failure

modes seem to be the effect of the majority of device failures. This fact motivated the

l‘"n T1 datn indicales thal 927 of the feilures observed were single bil failures. A conversation with a TI reliability
engincer revoaled thal recent lests show only sbout half of the failures cbserved were single bil failures, reflecting
pocess improvementis since [Texa7?] was released Although these tests were conducted for operating pericds short
relmtivo to actusl field oporsting life, the Tl engineer fell that long term ftield deta would still show @ dominant
perceniage of parlisl srray failures.
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formulation of the error correcting code (ECC) memorv models oresented in the following two
sections.
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3. Memory Organizations and Their Reliability Models

Wang and Lovelace [Wang77] present a model for main memory reliability, based on the
use of 4096 bit chips in a 16 bit per word memory system using a Hamming single error
correcting/double error detecting code. Another model by Levine and Meyers [Levi76] uses
charts and tables to determine the reliability of Hamming coded memories. The model is
basedlon the whole chip failure mode. Neither model allows for the effect of the control
reliability on the total memory system reliability. The models presented and examined in this
paper cover any single error correction scheme for any size memory, and are developed in
such a way that the reliability of all the control, correction, and interface circuitry for the
memory element is included, thus modelling the reliabilty of the entire memory system.
Further, a new formula is drived that can be used to efficiently calculate mean time to failure

(MTTF) of any of the various models.

In this section three models for error-correcting code (ECC) memory reliability are
presented. Each model is based on a different assumption of dominant memory chip failure
mode. Two of them provide upper and lower bounds for the reliability of an ECC mémory.
For comparison we present a model for the non-redundant memory. All of the models assume

that component failures in the memory support circuitry cannot be survived.

To develop the reliability models the properties of two error correcting schemes,
Hamming codes and block codes, are examined. One of the measures to be used is mean time
to failure (MTTF). MTTF is used widely in design trade-off decisions and In such business
planning activities as availability and life cycle cost activities. Tﬁe other measure will be the
hazard function z(t_), which expresses the Instantaneous failure rates at time t. The hazard
function is not only easier to measure in practical situations but its shape can also say

something about the shape of the reliability function.

3.1. Single Error Correcting Memory Properties

The ECC memory reliability models depend on the properties of the single error

correcting schemes used. In examining the Hamming and block code ECC schemes, two types




B - - B —— p—
. TR

22 May 1978 : ' Page 8

of memorv words are considered. The first is called a logical word and is the word that the
system using the memory needs. Error correction in the memory itself is done for physical
words, which are made up of one or more logical words in addition to whatever coding bits

are needed.

For Hamming codes a b bit word has ¢ coding bits (which may or may not.include the
extra bit for double error detection) added to it. The total number of bits is k = (b+c).
Several logical words may be combined into a larger physical word for error encoding, thus
decreasing the total of the coding bils in the memory. If j logical words go into a physical
word that includes e coding bits, the physical word size becomes k = (bj+e), and the number
of physical words in an x logical word memory Is w - (x/j)). For a complete explanation of

Hamming codes, see [Pete72]

Block codes are widely used for tape media-based memory systems, but have seen little
or no use in other types of memories. In this scheme, each word has a périty bit appended
(horizontal parity bit) and j words of b bits are grouped together to form a block. Each block
has an extra word associated with it, each of whose (b+1) bits is the parity bit for the
appropriate bit slice of the blo.ck (vertical parily bits). The total number of bits in the

physical word is k = (b+1)#(j+1), and for an x logical word memory there are w = (x/j)

physical words. Ih the case of a single error, a horizontal parity error is found. and a

vertical parity word reconstructed. The intersection of the horizontal parity error and
verticai -arity error pinpoint the erroneous bit. This meihod of coding also allows double
errors to be detected, although not recovered from. The block code suffers no degradation
over the Hamming code in error detection due to the horizontal parity. Correction, however,
is siower since the vertical parity of the whole block has to be calculated. Since correction
occurs infrequently for transient errors this slow correction is not a penalty. Even in the
presence of hard failures, the block code suffers very little in performance degradation as
illustrated in Chapter 5.

Both the Hamming coded and block coded memories, then, have k bit physical words and
w physical words in the memory. The only difference between the two schemes as far as the

model is concerned is that these values are different. In each case, the memory can tolerate

2
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no more than one failure in the k bils of a given word in a w word memorv. This common

properly is the one upon which the following development is based.

3.2. Single Error Correcting Memory Models

The first ECC memory model assumes that single memory bit cell failures dominate, and
provides an upper bound on reliability. The second assumes that the dominant failure mode
is complete functional failure of memory chips, and provides a lower bound. Between these
two extremes lie row and column failures in the arrays internal to the chips, and distributions
of whole chip, single cell, and row/column failures. For completeness a third model for ECC
memory reliability is presented. This model assumes that the row (column) failure mode Is the

dominant failure mode for memory devices.

3.2.1. Single Bit Failure Mode (SBFM) Model

. Single bit cell failures are assumed to be independent events, with each cell following the
exponential failure law with failure rate A\p: The reliability function for a single bit cell is
then

Ry (t) = e'xbt

Each k bit word can tolerate the failure of a single bit. Thus the reliability Rg of a given

word is :

k (k-1)
Rg(t) = Ry'+ k (1 - Ry) Ry

For a w word memory the array reliability is

(k-1) Kk W
Raeb(t) = U KRy = (k-1] Ry )

Fault-free operation of the memory requires the selection, control, and decoding circuitry
to be funclionlng 'correctly. It Is assumed that these also follow exponential failure processes
with failure rates A, Ay, and A respectlively. The reliability of the complete memory Is then

expressed as !

SO At = (k=1DA ¢ -k, t
Rpsb (t) = e oMY (ke b, (k-1) o B )Y (3-1)
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The mean time to failure (MTTF) is defined [Shoo68] by J
©
MTTF f R(t) dt
8
i - 1
The mean time to failure of the memory is :
| ’
: =t - (k-1 t kA t
L MTTF,, f e the R el e
| : |
|2 g
1 1 kg kua g K : i
s il et i R (3-2) 1
Ab' fa fafl f00'¢tfu i
where
>‘b = memory bit failure rate, ' ‘ : L

Re & At N F Ay,
'i-WK“’Xelxb‘i,

and g =w-i

The MTTF of the memory array alone is obtained by setting xe/)‘b = 0. A detailed
derivation of equation (3-2) is given in Appendix I It is significant to note that MTTF
calculations for ECC memories were extremely tedious (e.g. Monte Carlo simulations or,

numerical integrations were used) before the derivation of equation (3-2).

The hazard function z(t) of a system is defined [Shoo68] by
flt) 5 |
z(t) &« — P ' (3-3) |

R(t) ' 1

where {(t) is the failure density function

3 ‘ ' ' .
f(t) « « — RV . _ . :
8 o

<)

The hazard function for the SBFM model can be shown to be
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3.2.2. Whole Chip Failure Mode (WCFM) Model

The whole chip failure mode model is similar to the SBFM model with only a few
differences. Since a single error correcting memory architecture with more than one bit per
word per chip is not tolerant of whole chip failures, it is assumed that words are distributed
over the chips in such a way that no word has more than one bit on the same chip. Thus for
a memory with k bit words implemented with d bit chips, the parameter w (number of words
in memory) in the SBFM model is transformed to h = w/d. In effect the memory is organized
Iinto rows of k chips each, every row containing d words; h is then the number of such rows.

The MTTF is then expressed by

At - (k- -kA.t h
NTTFHC -f e © (ke l)Act- (k-1) e ©C ) dt
; 8 :

h
PRt ! PG, 0N (3-4)
‘e fg fafy fige o vo
where A, = memory chip fail''re rate,
)\e-ks+kk+kd,
f; -hk+>\e/xc-i,
and g; = h -i.
When xe/xc = 0 this is an exp(?ssion for memory array MTTF.
The WCFM model hazerd function fs
(-eeh y :
Z,c(t) =2, + Ac h k (k-1) . (3-5)

k - (k-1) e ety
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3.2.3. Row (Column) Failure Mode (RFM) Model

This model is also similar to the SBFM model. There is, as in the previous model, a
restriction on the memory architecture, albeit not as stringent. Having more than one bit per
word per chip is possible as long as there is no more than one bit per word per row (column)
internal to the chip. If this condition is not met, this model should be replaced by the whole

chip failure mode model.

For a w word memory of k bit words implemented with d bit memory chips havin q bits
per row (column), w of the SBFM model is replaced by p = wtq/d, which is the number of one
word wide sets of rows (columns) in the memory architectufe. The MTTF is then expressed

by

: e | ~fk=1¥x -kt
MTTF . 'f e et (ke : rt_ TR S B L dt

8

1 1 kga kpga- e | (p-l)
.- ( + Forsot )

Ar fa fafl ) fa-..ofp

where >‘r = row (column) failuré rate,
e =Xg + A +2y,
fi -pk+)\e/7\r -i,
and g=p-~i
The hazard function for the RFM model is
' A

=A.t
1-e 7))
z. (t) =X, + A Pk (k-1) .

Wk - (k=1) ¢ T)
. 3.3. Non-Redundant Memory Model -
:

The model for non-redundant memory is based on the assumptions that components have -

exponential failure processes and that any ccmabonent failure results in complete memory

il

Wl
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failure. The control. selection. and storage arrav circuitrv have

X, respectively. The reliability of the array is then expressed by

At
R = a
anr g

and that of the entire memory by

'()‘enr"')‘a) t

Rune = © ’

where )‘enr = xk + A,

The MTTF of the memory is

MTTF . = —————

The non-redundant memory has the constant hazard function

zm.(t) = Agpr * g ¢

Page 11

failure rates A Mg and

(3-6)

(3-7)

(3-8)
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4. ECC Memory Reliability Exploration via the Models

The single bit failure mode (SBFM), whole chip failure mode (WCFM), and nonredundant
(NR) memory models are compared in this section. The measures used are MTTF, the hazard

function z(t), and the reliability function R(t).

Where specific values for memory chip reliability are used, they are based on the failure
rate range for 4096 bit chips found in Table 4-1. The ranges in Table 4-1 cover observed
failure rates for state-of-the-art chips. The reliabilities of control circuitry for error
correcting and nonredundant-memories are derived from models for the memories dépicted in

Figure 1, assuming the use of standard SSI/MSI logic. The memories modeled in

Figure 1 are assumed to be "bare bones" memories of relatively simple design. Figure la
depicts a nonredundant b bit memory of w words. Hamming single error correcting
capabilities are added to it as shown in Figure 1b by Increasing the array size to include the
coding bits. Extra control and data manipulation facilities (e.g. MUXes, parity trees, XORs,
registers, elc.) are added to perform error correction and detection, as well as error coding
when writing into the memory. When j logical words are combined into a larger physical
word to limit the increase in array size, extra logic in the form of wider data paths, more

complex coding/decoding circuitry, and a final one-of-j switch is needed.

TABLE 4-1
Memory Chip Failure Rates

chip ¢ 4096 bit, 1 bit per word

chip failure rate bit fallure rate
Ac J‘b
0.85 9.0008122
8.2 0.0000488
8.5 9.8088122
3.8 9.0088732
5.8 9.088122

The block coded memory is shown in Figure ic. The coding/decoding logic for block

wlna
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BUS XCVRS

it

ARRAY

b bils * x words
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CONTROL

FIGURE la. Nonredundant memory model

CONTROL
ADDR ARRAY
REG k bits #+ w words <
(w = x/j)
“ jbte
= jbse
BUS XCVRS N 2“3’(1 D) pcg?::sns
- XOR
-9— jb+e ARRAY
ek ! DECODE,
i emnme SRR
| = | & CORRECTION

FIGURE 1b. Hamming-coded memory model
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HORIZ. PARITY BITS
-~

REG k bits + w words (
(w =x/j) Sad
» b+l

\\ VERT. PARITY WORDS

B b+l paRITY|
Bus xcvrs K ‘ TREE Tl

b b
b
< MUX DATA
D 241 = REGISTERS

Figure lc. Block-coded RAM model

codine is less complex than for a Hamming code. For examole. onlv one paritv tree is needed

‘where the Hamming coded memory needs several. Also the block code requires fewer

redundant bits than the Hamming code. The block code works in the following manner. When

a word is read and XORed with zeros being fed into the other leg of the XOR array (0 is the

" XOR identity operator), the horizontal parity is calculated by the parity tree. If there is an

error, the vertical parity for the block is calculated by successively XORing words from the
memory block with what is already in the register. Note that the vertical parity word could
be stored in a register file outside of the linear memory address space. The results of the
new vertical parity point to the bit in error. If more than one horizontal parity bit in the
block indicates an error, a mulliple bit failure has occurred and the error is unrecoverable.
In the case of a write, the horizontal parity is calculated and the vertical parity is updated
simply by XORing the new and old data words with the c¢id vertical parity word. Since writes
to memory occur only 10-307 of the time, degradation uue to vertical parity update is small.
However, the block code is particularly effective for read only memory since the extra
complicalion on wriles is not necessary. Note that the vertical parity word could be stored in
a separate memory array, thus allowing the update of the vertical parity word to proceed In

parallel with the data write.
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Block coding of small memories presents some problems because of the relatively large
physical word size and small number of physical words in the memory. If whole chip failures
are to be tolerated, the chips have to be small in size and large in number.

TABLE 4-2
Control Circuitry Failure Rates

log. phys. log." ---- tailure rates ----

word word memory

size J size size NR BCC ECC
16 1 22 32K 1.39 e 9.02
16 1 22 64K 1.39 - 9.02
16 2 39 64K 1.39 - 13.35
16 4 72 64K 1.39 - 22.67
16 16 289 64K 1.39 4.39 -

32 A 39 16K 1.61 - 12.81
32 | 39 32K 1.61 - 12.81
32 1 39 64K 1.61 - 12.81
64 | 72 8K 2.06 - 20.39
64 | 72 32K 2.06 - 20.39
64 1 72 64k 2.06 - 20.39

~ The resulting control reliabilities are summarized in Table 4-2, and the detailed
design/reliability derivations can be found in Appendix APPB. All failure rates are in units of

failures per million hours.

4.1. MTTF

To make MTTF comparisons of the SBFM and WCFM models, a normalized MTTF is used.
This is done to avoid dependence on specific reliabilities of the current or any other
technology, and was accomplished by multiplying the MTTF formulae from Sections 3.2.1 and
3.2.2 by Ay When this Is done the MTTF becomes a function of the ratio xe/xb, instead of
belng‘a function of Ag and Ay, The MTTF of the memory becomes

1 kga k"gao 1040 (H-l)
"TTFab.hor‘m' (—'+“—+ooot + )
fa fafl faoaoof"
for the SBFM model, and
R —" = " B e
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h
1 1 kgo et k go.g(h_l) .

2 - —
wenorm g ( fo  fofy to-fh

MTTF

for the WCFM model. Note that MTTF is still dependent on the number of bits per

we.norm
chip. The control circuitry MTTF can also be normalized using multiplication by Ay and

becomes
MTTF g norm = *b/2e:

It is also possible to normalize the nonredundant memory MTTF in the same way,
presuming that the ratio r = xenr/)‘e is known. The normalized MTTF for the nonredundant

memory becomes

1
r ()\e/kb) +wb

MTTF

-
nr.norm

In Figure 2 are plotted the normalized MTTF curves against the ratio xe/xbz. These
curves are for 16 bit logical word memories of 16K and 64K words, using both the SBFM and

WCFM (assuming 1024 bits per chip) ECC models and the nonredundant memory model.

Figure 2 illustrates a factor of 20-25 difference in MTTF prediction for the SBFM over
the WCFM model for small values of xe/xb. with the size memories modeled. As
xe/xb increases, the ECC memory MTTF becomes essentially that of the support circuitry
(which would plot as a line with unit slope going through the origin). Thus the limiting factor
on the memory reliability is the support circuitry reliability. The plot also shows that the
ratio xe/xb at which the array reliability can be ignored in computing MTTF is lower for the
SBFM model than for the WCFM model. This difference becomes greater for larger chip size.
For A in the range from 1 to 100 this corresponds to a Ao/ of 10% to 105 for the
A, Values in Table 4-1. This is well into the range where the SBFM assumption shows that

the memory reliability can be modeled as simply that of the support circuitry, and just at or

270 inferprel Figure 2 In lerms of a specific technology, calculate -log xb and sublract from the Figure 2 vertical
scale

wlhma A
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9-
o 16 bit 64K word NR model
+ 16 bit 16K word NR model
i g4 * 16 bit 64K word WCFM model
i o 16 bit 16K word WCFM model
i a 16 bit 64K word SBFM model
f 7 = |6 bit 16K word SBFM model
' A
B
E
Eg ;
w44
o
[]
f .
|
| 2-‘
‘-l

1 2 3 4 5 6 7 8
log Ae/xb

COMPARISON OF SBFM, WCFM, AND NR MTTF MODELS
Figure 2

below that range for the WCFM assumption.

. The normalized MTTF for the nonredundant memory (assuming r = 0.1) is also plotted in
3 Figure 2. It shows the same behavior as the ECC memories, l.e. the MTTF is limited by the
control circuitry MTTF, although at a higher value of Ag/Ap: It also points up the fact that by
H the time that

ub
L) b W c—
o' t 157

< nonredundant memory becomes more reliable than ECC memory, and that for large xelxb.
Its MTTF Is grealer by the factor 1/r.
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In summary, the formulas and derived curves, such as Figure 2, can be used to select the

appropriate memory organization as a function of Ag/p and failure modes assumptions.

4,2. The Hazard Function

The hazard function z(t) expresses the instantaneous failure rate of a population.
Mathematically it is related to the reliability function by equation (3-3). At a given time it
measures the ratio of the instantaneous rate of change in reliability to the current reliability.
A constant hazard function implies that the percentage change in reliability is constant
through time, thus the corresponding reliability function is exponential. An increasing hazard
function implies that tha percentage change in reliability grows larger with time, and can be
thought of as accelerating (rather than just increasing) unreliability. An increasing hazard
function is Inherent for redundant systems. Intuitively, as a redundant system approaches

the limit of its tolerance to failures it becomes more unreliable than it was when new.

Based on the specific failure rates in Table 2, the hazard functions for 32 bit logical word
memories of 16K and 64K words were calculated for both ECC SBFM and WCFM models, as

well as for the nonredundant memory model. The results are plotted in Figure 3.

For the SBFM model the hazard is nearly constant for the eighty years shown, and the
two differently sized memories exhibit an almost total hazard function dominance by the
control circuitry’s constant hazard function z(t) = Ao The WCFM model exhibits much
different behavior for this ratio of xe/xb. For both sizes of memory the hazard functions
increase throughout the eighty years, with a rapid rise in the first 10 to 20 years as the
memory array hazard function grows and eventually dwarfs the contribution of the control
circuilry’s constant hazard function. At the end of 15 to 25 years the WCFM models have
larger hazards than the models for the nonredundant memories of the same (logical) size.
These latter also exhibit constant hazard functions, which for larger size memories are

dominated by the greater constant hazard of the memory array alone (i.e. A>>Agnr)

The SBFM model hazard function is the same in form as the WCFM model hazard function,

but exhibits different behavior for the same values of Ag/Ap, 8s seen in Figure 3. Figure 4

a

wilnu
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45-
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35-

o 32 bit 64K word WCFM model, Ab=0.000122
+ 32 bit 16K word WCFM model, Ab=0.000122
x 32 bit 64K word NR model, A\b=0.000122
o 32 bit 16K word NR model, A\b=0.000122
.a 32 bit 64K word SBFM model, A\b=0.000122
= 32 bit 16K word SBFM model, \b=0.000122
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Time, years

90

"SBFM, WCFM, AND NR MODEL HAZARD FUNCTION COMPARISON

Figure 3

demonstrates the effect of varying Ap, While holding A, constant (e.g. more reliable memory

for the same control technology, thus increasing ke/xb). For larger Ap the memory array

hazard function becomes more important and the SBFM model begins to exhibit:- the same

qualities seen in Figure 3 for the WCFM model. Below some Ay the nonredundant memory

model has a consistently lower hazard function than the SBFM model, as shown by the lowest

curve in Figure 4 (the nonredundant memory models for A, 2 0.000732 are well above the

range of the Figure 4 plots).

The effect of logical word size on memories of the same size (in words) and the effect of

logical memory size (in terms of the total number of bits) are shown In Figure 5. An Increase
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34

o 16 bit 32K word SBFM model, A\b=0.00122

+ 16 bit 32K word SBFM model, Ab=0.000732
x 16 bit 32K word SBFM model, Ab=0.0000122
o 16 bit 32K word NR model, Ab=0.0000122

a1

z(t),10T-5
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Figure 4

in word size and/or memory size causes a corresponding increase in the initial hazard (i.e.
that of the control alone), while the increase in the number of memory cells causes a larger

dependence on the memory array hazard function in spite of the increase in xalkb.

Block and Hamming coded memories are compared in Figure 6. The three upper curves
are for Hamming coded memories with 1, 2 and 4 logical words per physical word: The major

effect of saving on memory chips by combining logical words is to decrease memory

reliability. Since the control logic failure process is dominant, adding control logic simply
increases the hazard function by a constant (corresponding to a decrease in reliability of the

Hamming code memory).
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o 16 bit 64K, Hamming j=4, \b=0.000122

+ 16 bit 64K, Hamming j=2, A\b=0.000122
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Figure 6

The block coded memory behaves differently. Because its control circuitry is less
complex than that of any of the Hamming memories, it has a lower initial hazard function. The
slope of the hazard function shows the effect of the greater inherent unreliability of the
larger word size. Even so, the block code memory does not become more unreliable over the
eighty years because its hazard funcﬁon never gets as large as the Hamming code hazard

functions.

4.3. MTTF, the Hazard Function, and Reliability: an Example

This subsection brings together all of the tools developed so far to help in a decision

between a nonredundant and a Hamming coded memory. Specifications for the two alternate
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“the control circuitry for an equivalent NR memory. Block coded memory, which needs less
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architectures are given in Table 4-3.

TABLE 4-3
Alternate Memory Architecture Speciflications
NR ECC

word size B4 bits 72 bits
memory size 8192 words 8192 words
control X 2.086 28.339
memory chips i

Ac 8.2

size 4896 bits

dominant fail mode whole chip

Equations (3-7) and (3-4) are used to calculate MTTFs for the NR and ECC memories. The
NR memory has a slightly higher MTTF (36,153 hrs vs 35,800 hrs). However, the hazard
function for the ECC memory (equation (3-5)) is less than that for the NR memory (equation
(3-8)) for the first 2 3/4 years, as illustrated at the top of Figure 7. When the reliability
functions for the memories are computed using equation (3-6) for the NR architecture and the
WCFM equi;/alent of equation (3-1) for the ECC architecture, it is seen that the ECC memory

is more reliable by several percent over the first few years of operation.

4.4, Summary

The models developed in Chapter 3 and analyzed in this section form a set of easily
applied tools which can help In evaluating memory system design spaces. One indicator alone

is often not enough, as demonstrated in the previous subsection.

ECC memories are not inherently more reliable than nonredundant ones. With very
reliable memory chips the limiting factor on reliability is the control circuitry. When using

standard SS1/MSI logic Hamming code control circuitry has a failure rate several times that of

complex control circuitry, is more reliable than Hamming code memory. Using more reliable

LSI logic for ECC control would greatly improve the total ECC memory reliability.




22 May 1978 Page 24

4
A o z(t), 64 bit 8K word NR model, A\b=0.0000488
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