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• ABSTRACT

Two implementations of quadriphase direct-sequence spread-spectrum

multiple-access (QDSISSMA ) communication systems are discussed and their

performance is investigated. The average signal-to-noise ratio is related

to the correlation parameters of the signature sequences for each system.

• The asymptotic behavior of the key aperiodic correlation parameters is

investigated and preliminary numerical results are obtained. The results

for QDS/SSMA are compared and contrasted with previous results on biphase

-- direct-sequence spread-spectrum multiple-access systems.
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CHAPTER 1

: fl~~~~~UCTION

Recently there has been cons iderable interes t in a clas s of code-

• • -. division multiple-access communication systems known as direct-sequence

• spread-spectrum multiple-access (DS/SSMA ) systems. Previous investigations

• I 

•

~ of such systems have primarily dealt with biphase DS/SSMA system models

- .  
[1-5]. In this thesis, the analyses of quadriphase direct-sequence

spread-spectrum multiple-access (QDS/SSMA ) systems are presented.

( .‘- There are a number of reasons for considering QDS/SSMA systems.

Many of the important performance parameters of DS/SSNA systems exhibit

a dependence on the length of the signature sequences. For biphase DS/SSMA

systems these parameters , for the most part, change favorably with

- • increasing sequence lengths [2], [3]. For many practical DS/SSNA systems,

the bandwidth and data rate, and hence the sequence length, are constrained.

However for a given bandwidth and data rate, QDS/SSMA systems can employ

• 
signature sequences which are twice the length of the sequences in a

• biphase system. Also, the consideration of QDS/SSMA using quadriphase

signature sequences allows the investigation of larger classes o~ codes

• for use in DS/SSN& systems. Hence it is expected that the consideration

of QDS/SSMA may result in improved system performance.

• Many of the analytical results used to evaluate biphase DS/SSMA

• systems have been established for complex-valued sequences (e.g., [4],

- [16]). Moreover, certain classes of complex-valued sequences have been

extensively studied in the radar literature and elsewhere (e.g., [6 ,[ll] ,

[18]). Thus it is anticipated that a number of performance parameters for

• • I QDS/SSNA systems may be evaluated using existing results.

~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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Two implementations of QDS/SSMA systems will be considered . The first, --
described in Section 2.1, is a QDS/SSMA system with orthogonal biphase-

coded carriers. The second is a QDS/SSMA system with quadriphase-coded

carriers and is described in Section 2.2. The correlation receiver output

signal—to-noise ratio for each system is expressed in terms of the key

• aperiodic correlation parameters identified in [4]. These aperiodic 
-~~

correla tion parame ters are invest igated and preliminary numerical results

are obtained for a special case of signature sequence assignment.
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CHAPTE R 2

SYSTEM ~t)DELS AND ANALYSES

2.1. QDS/SSMA System with Orthogonal Bipha se—Coded Carriers

2.1.1. Sys tern Mod3l

The QDS/SSNA system we will consider in this section, shown in Figure 1

• for K users, is an extension of the biphase DS/SSMA model analyzed in [2].

The k-th user generates a pair of data signals, bzk(t) 
and

H where each is a sequence of unit amp1itw~e, positive and negative,

• rectangular pulses of duration T. The data signals represent alternate

bits of the k-th user ’s b inary infor mation seque nce bkL and are given by

- 

b2k (t)

b2k..l(t) = E b k,2L. 1 PT ( t_ L T)

-- where b
k,~

Et+l,_1) and PT
(t) = 1 for 0 ~~ t < T and pT

(t) = 0 otherwise.

The k-th user is assigned two code waveforms, a2k (t) and a2k. l(t), each

T cons is ting of a per iodic sequence of unit ampl itude , positive and negative

rectangular pulses of duration T
~
. Thus, the code waveforms can be written

I as

~ (2k)
I a2k(t) = E a 

~T 
(t-nT )

1 n=-~ C

1 ~: a2k_l(t) = ~ a(2t
~~
UpT 

(t-nT
~

)
c

• 

~ I where (a~
21
~~) and (a~

2
~~

1
~~) are the discrete periodic signature sequences

assigned to the k—th user. We assume that each of the k-th user ’s codes

• 

• 
has period N = TfT

~ 
so that there is one code period per data symbol.

I
¼ 

-
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‘-~~~
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a,

~/~~a1(t) S~n ( W c t + 6 i)

b (t) Delay - .

_  

- .

b2(f ) -~~~~ 
I

~v/P~ a2(t ) COS(~~~t + 6i) -
~~

~~~a3(f) sin (w e t ÷ 92) 
• 1

• I b3 (t ) 
____ ____ __________  -

~~

b4 (t )  
_ _ _ _ _ _ _ _  ~ Receiver

~~~ a4(t) cos (~~~t + 92) n(t )

~~~ a2 K l (t ) sin (wct ÷ 9K)

b2K-1(t)
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -

~~

b2K (t)_____,..
~ . • •~~~~ . 

--

~~~ a2K(t) cos (wc t + 9~) 
~~-€O7C

F igure La . QDS/SSNA system with orthogonal b iphase— coded carr i~ r5 .
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I a2~_ 1(t )

r(t)

L
021(t) cos (wet)

j
J Figure lb. Correlation receiver for the i—th user.
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The k-th user ’s data signals are modulated onto the phase—coded

carriers c2k ( t) and c2k_l ( t) given by

C2k(t) = *~/~ a2k(t)cos(w ~ + 9 k) (2. 1)

c2k_l(t) ~~ a2~ 1(t)sin(w t + 8~ ) ( 2.2)

so that the transmitted signal for the k-th user is

sk (t) = b2k (t)c 2k (t) + 1 2k_l (t)c2k_l(t)

= 

~ (b2k (t)a 2k(t)cos(w ~ + 9 k~ 
+ b2k l( t)a 2k i (t)sin(w

~
t + 8i ) ) .

(2.3)

In the above expressions W is the coamion carrier frequency , P is the -.
common signal power, and 8k is the phase of the k—th user. While the

assumption of a common carr ier frequency and common signal power are made

to allow a more concise expression for the effects of multi-user

interference, the resul ts that follow can easily be modif ied to consider

the more general case.

We will consider the system to be asychronous ; i.e., we do not -. -

require that a common timing reference be made available to the K trans-

• mitters or that compensations be made for the various transmission pa

delays. Each signal, then, will experience a time delay Tk as shown in

• Figure. 1. The channel noise process n(t) is assumed to be an additive

white Gaussian process with two-sided spectral density N
0
/2.

H 
_ _  _ _ _-__ - —  - 

• • 
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The received signal, r( t), is given by

• K
r ( t )  = E ~~ (b 2k(t_Tk)a2k(

t_T
k)cos(WC

t +0k)k—I

+ b 2k l( t _ T
k)a 2k l

(t_ rk)sin(w ct + 
~~~ 

+ n ( t )

where T
k 

is the time delay for the k-th signal and = ek 
- wc

Tk. For

the analysis of the interference effects on the i-th receiver we are

concerned only with relative phase shifts modulo 2 r r  and relative t ime

delays modulo T, hence there is no loss of generality in assuming that

= 0 and considering only 0 � < T and 0 � 8k < 2rr for k # i.

The i-th receiver consists of a pair of synchronized correlation

• 
• receivers. The even numbered branch of the i-th receiver is matched to

the phase-coded carrier c2~
( t), thus allowing a decision corresponding to

the i-th user’s data signal b
21(t). Similarly, the odd numbered branch of

the i-th receiver is matched to c
2~_1
(t) and produces an estimate of

b2ii(t). If r(t) is the input to the i-th receiver, the output of the

even numbered branch Z2~(t) at sample time t = T is expressed as

T

• J Z
2~ = J~ r(t)a2~ (t)cos(w t)dt

J The corresponding output Z2~~1(t) of the odd numbered branch of the i—th

receiver at t ime t = T is

T
• 

~~~~~ 

r (t ) a 2j 1(t)s in (w~
t )dt

II We assume that >> T 1 
since this condition is always satisfied in a

I practical SSMA system and, given the frequency response of a realistic

H I

a. —a--- ••- • 
.

~~~~~~~ 
- --.-.——••- . 
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hardware implementation of the correlation receiver, we can ignore the
• double frequency components in the above integrands. The output Z

2~ 
of

the even numbered branch of the i-th receiver becomes -

S.

• 
• ~~ ~4 Cb j,OT+

k
E
l
[bk,_2R2k,2i@k +b k o~2k 2j(Tk)]cos 0k

kj&i

+ 
k~l 

k, ~~~~~~~~~ 
+ bk,l~2k_l,2i~~k

)]5th 0k ::
- 

+ ~ n(t)a
2~

(t)cos w tdt (2.4)

• and the output Z2 1 1  of the odd numbered branch of the i-th receiver is

K
Z2~_ 1 = 

~~ 
Cb j ,_ 1T+

k
E
l
[b k , 2R2k ,2 i l (T k) + b k ,Oft2k ,2j ..l

(.r
k)]sin 0k . a

k#i - -

H K
+ 
k=l 

k,—l 2k— 1,2i—l k + bk,l~2k..l,2~_l
(’rk)]cos ~k

3 - -

k#i
~

~ 
l T -

~~
I + J’ n(t)a2~~1

(t)sin 
~~

tdt (2.5)
0

- 

where Rk ~ 
and 

~k ~. 
are the continuous—time partial cross-correlation

functions def ined
’
in [2] as 

-

Rk i(T) — 
I 

a
k
(t r)a

~
(t)dt

- Rk j (T) — 

~f 
ak (t_ T) a

i (t ) dt

for O� ~r � T. For O � L T �  r 
~ 

(L+l)T � T, it is pointed out in [2] that :i

11
_ _ _ _ _ _ _ _ _ _  

• 

---

~~~~~~

_ _ _
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. 

Rkj(i~
) — C

k,i
(2_N)T

c 
+ ECk,L

a_N+l - Ck,i
(L_N)] (1

~
_LT

C
) (2.6)

and

• Rk,i
(T) - Ck i(L)T

~ 
+ [Ckj~~

+l - C k,i (L)] (T _LT
C ) (2.7)

- - 
where C

k ~ 
is the discrete aperiod ic cross—correlation function for the

sequences (a~~~) and (a~~~ ) defined by

1
- 

E ~~~ a~~~ , 0 � 2 � N-i
• - ,  J L

Ck i (L) 
= N_

~
+L

a(~~ a~~~ , l-N � 2 � 0 (2 .8)
j=O f ~

- •  
0 , I L I ~~~N

Note that Ck (2)  = C~ k~~
2
~ ’ 

hence, the periodic cross-correlation
- -  

,1

function ek~ is given by ek~~c~ 
= Ck i (L) + Cki (L_N) for 0 � 2 < N.

- -  The odd cross-correlation function 8k,i’ 
so named by Massey and Ubran L7]

since e k~~(L) = - ek~~
( N L )  for O� £ < N is given by

ek
~~(L) = Ckj (L) — Ck,i(L

_N).

The average probability of error and the average signal-to-noise

I ratio are two important measures of system performance. Although the

former is difficult to compute, Yao [3] has obtained upper and lower

-‘ bound s for biphase systems of interest. The latter , which invo lves much

1’ • less computational e f for t , is considered in [2] and [i] for the biphase

system and is discussed in the next section for the QDS/SSMA system

I with orthogonal biphase-coded carriers.

- ‘ I L I
‘H. 

_________ _ _  

- •  

~~~~~~~~~~~~~~

• 

_ _  
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2.1.2. Average Signal-to—Noise Ratio 
-

In th is section we trea t the phase shif ts, time delays , and da ta 3
symbols as mutually independent random variables and compute the signal- 1
to—noise ratio by means of probab ilistic averages with respec t to these a 

-

random variables. The interference terms appearing in (2.4) and (2.5)

are thus random variables which we treat as additional noise. We assume

that for k j4’ ~ is uniformly distributed on the interval [0,2,-i] and I
I

that is uniformly distr ibuted on [O ,T]. We also assu me that the data

( symbols take values +1 or -l with equal probability .

We will fir st consider the output Z2~ of the even numbered branch of

the i-th receiver. By symmetry, we need only consider the case when

b
i 0  

= +1, thus the des ired signal componen t of Z
2~ 

is ½~/~ T while the 3
variance of Z

2~ 
is 1

,uj

VarCZ2i) 
= 

k=l ~~~~ 
EC[bk z R2k ,2j(T) + bk o~2k 2j(T)]

2cos20k
kp~i

+ [b k ,_ l R2 k l ,2~~ r )  + bk l R2k ..l 2~~
(-r)] 2sin 2

0k3dr 
— 

-

N T  I0~~ 2 2
- I + 

~1~ J a
2~
(t)cos w~t dt 

-

o 0

~~~ k~l £~ 0 
1

2T 2 k 2 i + R 2k,2i(T)

k~i 
C

+ R
~k_l ,2~

(’r) + ~~ k_ l ,2i (T)]
~~ + -F-

where E denotes expected value .

I

_ _ _ _ _ _ _  
_ _

- ~~~~~~~~~~~~~~~~~~~~~~~ 
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Substituting for Rk ~(‘r ) and 
~k i (T) from (2 .6)  and (2 .7)  and evaluating

- 

the integral we have

• 2 K N T
1. VarCZ2j) — E rZ k 2 i + r2k..l 2~ 

+ —F- (2.9)

I F k#i

where

N-i
r = 2 (2-N) + C (2-N)ck i(L_N+i) + C~ ~(2 -N-I-1)

- 
~ 2—0 ~ ‘ ‘

• j • C
~: - .  

+ C
~~i~

L) + ck i(L)c k i(F~
l) + C~~ i~L -I-l) 1.

In terms of the cross-correlation parameter ~ (n) defined in [2) by

1
- N 1

~k i’~~ 
— 2 Ck j (2)C k ~~~~~~~~~— .  2 l—N ‘

H, • we have the identity [2, Eq. (14)]

rk ~ ~~k ~
(0) + 

~k ~~~~- , , ,

This may be seen by noting as in £2] that

H • 

I

- 
I

° N-I. N-i

~k i
’
~~ 

— 2 ~~ ~(2) ~ C~ ~(2- N) + C~ ~~9: •~ 2 1-N ‘ 20 ‘

N—i 2 2
- 

- 

T 2 Ck ~(L - N - l)  + Ck ~(L +l )
- 2—0 ‘

and tha t

ii; ~~~~~~~ 2 l-N 
ck,i(flck,i(L+i)

N-i
• 2 Ck j (L-N)C k ~(L -N+i) + Ck j (2 )C k ~ (L+ l )

L 0  ‘ ‘

I i - I

Hi’  
_____________ 

_ _ _  _ _

a-
~~

a- — -—— —.__.•___&___~~______ a- — _~ f — #*~~ _____ ~ —~
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Hence (2.9) becomes 
-

~~

a ,

VarCZ2iJ 24N3(k~l~~
2k~2~~

0) 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

+ .

k#i

The signal-to-noise ratio at the output of the even numbered branch of the

i-th correlation receiver is the desired signal component, ¾ ~~ T, divided 
-~~

by the r. m . s. noise, JVar(Z2~J, and is given by ) I

K N
s~m2~ 

= t (6N 3 

k l  2k ,2i ,2i 4 2k— 1 ,2i~~~~~ 2k--1,2i 
~~~~~~~~~~~~~~~

k,~i
(2.10)

where E
b 

= ½ PT is the energy per data bit. Recalling (2.5) and using a

similar analysis, the signal-to-noise ratio at the output of the odd

numbered branch of the i-th correlation receiver is seen to be

K
5
~~ 2i— 1 = [(6N3)~~ 2 [2~2k,2i_1

O + 
~2k,2i-1~~~k=l

k#i

+ 
~~2k-l 2i-l~

0
~ 

+ ~ 2k_ l ,2i_ l (i)] + . (2.11)

It was shown in [4] that for b inary sequences -.

N—i N—i
• 2 Ck j (L)C k - (2+n ) = 2 Ck (L )C j (L

~
I
~
n) , -

2 1—N ‘ ‘~~ 2—1—N

where the aperiodic autocorrelation func tion C
k,k 

is denoted Ck. Hence

• 
~ k ~(n) can be computed directly from the aperiodic autocorrelation func—

H tions for (a~~~) and ~~~~~~ so that knowledge of the cross-correlation -•

function is not required.

~~~~~~~~~~ ~

- 
-  — — 

-.-, ..*‘ -
~ * ~~~~~. I

— ~~~~~~~~~~~~~~~~~~~~ t _ _  a j _ _~~~~~~~ * — ~ .Aa - —
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• I ~ Notice that for K = 1, (2.10) and (2.11) become

- 

SNR 2~ = SNR 2~~ 1 Pf~
Eb/N o

with associated bit error probability 
~e 

= - 

~(v
I2E

b/NQ) where ~ is the

standard Gaussian cumulative distr ibution function.  Yao [3] showed that

for prac tical values of N and K, 1 - ~ (SNR~ ) is a very accurate

approximation to the average bit error probability .

- 
For the biphase DS/SSM~ system model analyzed in [2], the signal-

to—noise ratio at the output of the i—th receiver, SNR~~ is given by

• K N
SNR ’ = ((6N

3
)’ 2 

~~~~ ~(°) + 
~k ~

(l)] +
k—I ‘ ‘ b
k~i -

- where E~ = PT is the energy per data bit for the biphase system. In [5]

it was shown tha t the approximation

K
(6N3)~~ 2 r

k 
(K—1)/3N (2.12)

-- k—i

:: is very accurate for large value: of the ratio N/K. In fact , for random

signature sequences , (K-l)/3N was found to be the expected value of the

left hand side of (2.12). In terms of (2.12) we have, as in [2],

I ~K-i + Q j  -½

- 
- Applying (2.12) to (2.10) and (2.11) we see that

~~~2i~~ ~~~~~~~~~ 
r 2(K ;1) N0 y½ 

. (2.13)

If biphase signature sequences of the same period are being considered , - •

I I

~aJ~ ~~~~~~~ -~~ ‘-~~~~~~~~~~~~~~ •.
-
~ 

~~~~~~ 
- a-— 

- .- * •~~~ ~~~~~~~~~~~~~~~~~~ ~~~~ • --~ 1~ - - - -
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the signal-to-noise ratio at each branch of the i-th receiver of the 
-

orthogonal biphase-coded QDS/SSNA system with K users is approximately

• that of a biphase DS/SSMA system with 2K users. The numerical results

obtained for the biphase case can thus be used in the preliminary design 
a

of QDS/SSMA systems using orthogonal biphase-coded carriers.

For cer tain dig ital communication systems emp loying or thogonal -

biphase-coded carriers it is advantageous [8] to delay, by some t ime t0,

one modulated carrier with respect to the other to produce , in terms of -

(2.3)

s k (t )  =~~~
[b 2k ( t )a 2k (t)cos(w C t + e k) + b 2 k l

( t_ t
O)a 2 k L

(t_ tQ)sin(w Ct +e k)].

Such signals are known as offset  quadriphase-shift-keyed [8] , staggered

quadrature amp litude modulated [9] , or double binary P5K [10] signals.

For certain choices of t0, it has been shown [9] , £io] that s ignals formed

in this mariner make more efficient use of available signal bandwidth than 
-

conventional QPSK. It should be noted that the above analysis holds for a- 
-
~

such systems and that the signal-to-noise ratios (2.10) and (2 .11) are - -

independent of a relative time delay, t0. 
a

2.2. QDS/SSMPk System with Quadriphase—Coded Carriers

Using equations (2 .10) and (2.11), the average s ignal-to-noise ratio 
-

for a QDSISSMA system with orthogonal bi phase-coded carriers can be computed

if knowledge of the binary aperiodic correlation func t ions is available . - 

-

If , however , for a class of quadriphase codes , only complex correlation

data is available , it is not clear that any useful performance measures

a

A - 
- ~~~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _- _a- -_ _ - a- - 

-

• - . . L  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
- .  —

- SA - 
• — C I - - - q . - “ .

- •• ~‘;~~k U - - ~~ t.~~~~ I -
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may be evaluated. It is felt that, at leas t for some quadriphase

- - sequences , knowledge of the complex correlation parameters is not enough

to specify the signal-to-noise ratios in (2.10) and (2.11). Any quadri-

phase sequence may be represented as a pair of biphase sequences. However,

there are examples of quadriphase sequences that have a certain correia-

• tion property which cannot be represented as a pair of binary sequences

which have the same type of correlation property. For example, there are

quadriphase Barker sequences of length 15 [6], but there are no binary

Barker sequences of that length.

The system considered in this section, shown in Figure 2, is a

- 
modified form of the system of Section 2.1. We will see that for this

modified sys tem, important performance measures can be computed from the

comp lex correlation parameters .
a’ 

2.2.1. System Model

.. The k-tb user ’s code waveforms , a2k (t) and aZk_ l ( t) ,  defined as in

-- Section 2.1, are used to generate the quadriphase-cc 3d carriers c2k(t)

and c2 k l(t) given as

I C2k(t) — ~~ cos(w t + ek + ak(t)) (2.14)

I and

c2k..l (t) = 
~~ cos (ci~ t + ek + ak (t)  + i-i-/2) (2.15 )

- rr 3rr Sri 7rrwhere ak ( t )  E [ 
~~~ , —i, —~~

-
, 

—
~~~ 

3 . The k-tb user ’s data signals, b zk (t)

I and b2 k 1 (t), defined in Section 2.1 are modulated onto the quadriphase-

coded carriers so that the transmitted signal sk(t) 
becomes

a-— — - a -  I . a
a- *- a ~~ h
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• — a

• ~flC0S (W c t + C 1(t)+9 1 + 7r/2)

-; ~~~~C0S (W~ f ±a 1(t ) +

~~~cos (wct + a2(t ) +& 2 ÷~ /2)

, -
~ ~~~~~~~~~~~~~~~~~~~~~

~/~~cos (~~ t + C2(t) + 62) n (t )

1

I 

b2K- 1(f) 1

b2K(t)—~, ---

~/~ cos (WCI~ + aK(t ) 
~ 

9K) 
~~~~

Figure 2g. Q D S/ S SN A  sy stem with quadriphase-coded carriers.

- 

I

0~
_ _ _ _ _ _ _ _ _ _ _ _  - - 

- ~~~~~~~~ 
‘ a —; - -
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cos (w c t ± a~(t) +~~/2)

r 
Z~~(t )

a. COS (~j ct  + a~(f ) )  ~~~-6O71

• 1~

Figure 2b. Correlation receiver for the i-th user.

I
I 

- - -— 
- — 

~ -a ~ r ~ a
-

~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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~

- - - 
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sk ( t )  = b2k ( t )c 2k ( t )  + b 2 k l (t ) c 2 k l ( t)  
-

= ~ b2k(t)cos(w t+8k+ak(t)) +~/~ b2k 1
( t )C05(~ t+ 9,~+ak ( t )+f l/2 ) .  (2 .16)

Note that (2 .16 ) is not equivalent to (2 .3) .  In Section 2.1, sk(t) is

a combination of the biphase-coded carriers given by (2.1) and (2.2) j
and derives its quadriphase property through the orthogonal combination 

- .

of biphase components. The signal defined in (2 .16), however , is a -,

linear combination of the quadriphase—coded carriers (2.14) and (2.15 )

- l and , unlike s
k(t) 

given by (2.3), can be expressed as a produc t of

quadriphase signals.

To clarify the purpose of forming sk(t) in this manner, consider the

following . Suppose the k-th user ’s complex signature sequence, (
~~~~

) is -

defined as a complex combination of its biphase signature sequences by
‘-a

~~ (a~
21
~ + ja~

2 ) 
-

where j = J T , so that the complex code waveform is given by -

r - - ak(t) 
= ~ ~(k) (t

~LT~
) = ~~ (a (2

~~ + ja (2k
~~~ )p (t-L T ) -

c 2——a c C 
-a

a 

= e
J8

~~~
t)

for a
k

(t )  E (~, ~~, ~~, .Z~3 • The quadriphase-coded carriers (2.14) and 
-

(2.15) become —

j ( w t + 9  ) I

c2k ( t )  = Re
~~k
(t>J~ 

e 
C k

where Re denotes the real part , and

- 1
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~L~ _ _ _
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j(wt+e )
c2k_l (t) = _Im f~~k

(t)IJ
~ 

e c k

- - 
where Im denotes the imaginary part. Similarly, if the k-tb user ’s complex

- 

data signal is def ined as

- - 

bk(t) 
= 

L~ -~ 

b
kL PT

(t
~

LT) ~ E ( b ~~ 2 +

jbk(t)

where b
k
(t) E [

~, ~~, ~~, -i), then sk(t) is given by

j(w t +e k)
- 5k(t) = Re[b k( ty

~k (t)aJ~~ e C

--  
= A/~~~~ cos(w ~ + 9 k + b k(t) + ak( t ) )  . (2.17)

For the asynchronous sys tem of Figure 2 , the received s ignal r ( t )  is

-
- K

r( t) = 2 ~~~~ cos(w ~ + + b k (t - T
k
) + ak (t - 

~~~~ 
+ n (t )

k=l

- r The i-th receiver is similar to the receiver of Section 2.1 with the

even numbered correlation receiver matched to the quadriphase-coded

-
~ carr ier c2k(t) and the odd numbered correlation receiver mat-’hed to

c2k_l(t). The output Z2~ of the even numbered branch of the i-tb receiver

J is written as

I = S r(t)cos(w
~
t + a

k
(t))dt.

1 

~ 

Ignoring the double frequency terms in the integrand , we have

T K T
- 

• Z 2~ = 5 ~j57~ cos(b~(t))dt +~Ji/i2 5 cos(b
k

( t_ T
k) + ak(t—Tk

)_a
~
(t) +Ø k)dt1 k=l O

1 ~T
+ j n ( t ) cos (w t + a~ ( t ) ) d t

0

- - -  a--=~1
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-J
b K 

- - 
~~k= ,1/~7i~ { j .

~’° 
T + 

ki  k,-Ik ,i k  + b k O R k j (T k )]e 3}

T
+ S  n(t)cos(w

~
t + ai( t ) ) d t  (2. 18)

0 - I

where Rk ~ 
and are now the continuous-time complex cross—correlation

• , ,_ L

functions def ined by 
-

ii]
Rk~~

(-r) = S a~(t 
— TYai

(t)dt -

0 

*

A _ * 
-
~~

= J1 ak(t — T)a~(t)dt

for 0 � i- � T where a* denotes complex conjugate of a. Similarly, for the 
-

odd numbered branch of the i-th receiver , the output Z2~~1 is

z21_1 = 

~~~~~ 

b~~~1 T 
k l

C k, 1k ,~~~~~ 
+ b k O Rk~~

(T k)]e J}

- 1  1 
T 

k#i 
]i

— S n(t)sin(w t + a~ (t))d t (2.19) - -

- :  For 0 � LT � 1r ~ ( 2+1)T � T the complex cross—correlation functions in

(2.18) and (2.19) may be expres sed as

- • 

I Rk i (T) = Ck j(2-N)T~ 
+ [ C k j (2_N+l ) - Ck ,j (2_ N) J (T _ L T C ) (2 .20)

Rk,i
(-r) = ck j(L)T~ 

+ [Cki (L+l) 
- Ck,i

(L)] (T_LT
C) (2.21)

i i - 
-

___ ~~:-Z
’
~~~~~~~ ~-
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where the discre te, aperiodic complex cross-correlation function C
k ~. 

for

~~ 1 the sequences (~~1~~) arid (~~
1~~) is defined in [4] by

(
2 a~~~[a~~

)
J
*, 0 � 2 � N-i

- I ~j =o ~
C
k i

(L) = / 

—

2 a ._2 [a
j 

] 1-N�L < 0
A j0 3

- 

0 , � N . (2.22)

2.2.2. Average Signal-to-Noise Ratio
* We assume, as in Section 2.1, that the phase sh i f t s  and time delays are

mutually independent , unifo rmly distributed random variables for k ~ i and

- - that the binary data signals are mutually independent random var iables

taking values +1 or -l with equal probability for k 
~ i. Considering

first the output of the even numbered branch of the i-th receiver we find

that the desired signal component of Z2~ is ½ T while the variance of

the noise components of becomes

I VarCZ2~3 
= 
~ !~ E{[ReC

bk, lRk,i
(T) + b k O Rk , i(

~~~~~~~~~~~~~~~ 3]

- - A

+ [ImCb k ,_ lR k ,~~
1- + bk,ORk,i

-r )]
2[t

~
nCe 

k)]2}d,.

N T  2
+ —

~ 5 cos (wet + ai ( t))dt

1 0

.1 K N— i (L+1)T
~ N T

— 

~f k— i 2— 0 
5

2T I R k i(T ) 1 2 + I R k ,iC r ) I  dT + --f1 k#i C

U, ’ 
a--- ---a-- ---- 

-

- - -  - - -- — a ~~ • 
- 

- 
-

. - -

• _ _ - a - - -  ~~~~~ 
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We substitute for Rk j(T) and Rkj (’r) from equations (2.20) and 
-

(2.21) and evaluate the integral to obtain

• 3 K N T
Var (Z2~3 

= 2 r
k ~~ 

+ —f—- (2.23 ) -.
12N k=1

k~i

where

N-i 
-

rk i = 2  t I C k ~(2-W)I
2 

+ I C k i (L+~N ) I 2
, 

::Ck,~~
;2 N)C;,L

(L+l_N: + C
~~~

(L-N)C k i (2+1-N)]

+ lC k i(L)I + IC k i (L+1)I + ½ [Ck ~(L)c j(L+l) + C
~~j

(2)Ckj(L+l)]3. i i
If we define the comp lex cross-correlation parameter 

~~~~~~~ 
by

N-i 
*

~ k i(n) = 2 Ck i(L)Ck i(L-fn) (2.24)
‘ 2=1—N

;;
then we can write rk ~~ 

as - -

= 2
~ k ,i~ °~ 

+ ¾E~k, j (1 +
~~~~i

(l)J.

The signal-to-noise ratio at the output of the even numbered branch of 
- -

the i-th receiver, then is

1!
1 3 1 K N ) - ½ - -

~~~2i 
= ç(3N ) 2 [2

~
L k ~~~~ 

+ ReCii. k ~(l))] + . (2.25) —

- • k— i ‘ ‘ ‘1,
k~i 

) 
-

A similar analysis applied to the output of the odd numbered branch of

the i—tb receiver , Z2~_1, yields a result identical to (2.25) so that

for this sys tem, SNR2~ = SNR 2~~ 1. 
- j

11
a- ~~~~~~~~~~~ 

~~~~~~~ ~~~~~ 
- 

~~~
— - ~ ~ ~~ a - 

~~~ - r
a 1 ~ ~~.---.-.a Xa. ~ I 1- —
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-

~~~

Notice that the signal—to-noise ratio for either branch of the i-th

- 
- 

receiver may be evaluated without knowledge of binary correlation functions .

Moreover, it has been shown [4] that the discrete complex aperiodic -

cross-correlation function in (2.22) satisfies

N-i 
* 

N-I 
*

- 2 Ck i(L )C
k ~~~~~~~~~~~~~~~ 

= 2 Ck(L)C i(L+n)
2—1-N ‘ ‘ 2 1-N

- - 

where the complex aperiodic autocorrelation function Ck k is denoted by

Ck. Thus, the complex cross-correlation parameter defined in (2.24) may

be computed direc tly from the complex aperiodic autocorrelation functions.

- 
- I 2.2.3. Mean-Sc~uare Difference Criterion

Correlation parameters of complex sequences have been considered iii

the radar literature for some time Cii ] . A radar performance measure that

is related to complex correlation functions is the mean-square difference,

- -  where mean denotes time average. It is interesting to note that, when

.~. applied to the signals discussed in Section 2.2.1, the mean-square

t difference gives rise to the same complex correlation parameters considered

in that section. Specifically, we express the s ignals given in (2.17)

I as a function of time t and carrier phase 9k by

sk(t ,ek) 
= .fl~ cos (wet + 9 k + ak(t) + bk(t)).

I We then define the mean-square difference 
~~ 

by

T

I a 

~~~~~ 

k t T k,9k 
- si(t,0)]

2dt

where is the time delay (modulo T) of the k-tb signal and we assume that

s~ (t ,0) def ines our point of reference , i.e., ~ 1 
— e~ — 0.

_ _ _ _ _ _ _ _ _  
• 

_ _ _

- — 
I ‘~~~~~~~‘I .~~~~ - - I •~~ •
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2 1
In general it may be difficult to compute 

~ki  
since the analys is

will involve bo th the essential baseband term as well as a double

frequency term. To avoid this cumbersome analysis it is desirable to -~

work in terms of a class of signals having only one sided spectra. Such

signals are known as complex analytic-signals [12].

Most generally, the correc t comp lex analytic-signal representation

for a given waveform is composed of a real part which is, as des ired , the

original signal, arid an imaginary part which is the Rilbert transform of

the original signal. However, we are concerned only with signals which

have the form of sk(t) in (2 .17) where ak(t) and bk(t) are real signals

applied to phase modulate the carrier. In this instance , if the carr ier

frequency, Wc , 
is sufficiently high so that there is negligible low- J

• frequency energy, then the complex analytic -signal representation for -

s
k(t,ek) which we will denote 

~k
(t,0k) may be closely approximated as

+ 8 k + ak(t) + bk(t))
sk(t,Ok) ~ 

e •

For the analysis to follow, the above approximation will suffice. Thus

we will assume that the complex analytic-signal representation of -

sk(t ,Uk) is given by -

- J ( w t + ek) I
• 

- 
sk(t ,ek) bk(t)~k

(c) .J~ e 
C 

(2 . 2 7)

-
. 

- where b
k(t) is the k-th user ’s comp lex data signal and 

~k
(t) is the k-th

user ’s complex code waveform as defined in Section 2.1.1.

I
I

~~~~~~~~~~~~~~~~~~~~~~~~ - --
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - -~~~~~-a ~~~~~~~~~~~~~ a 

-

_ _ _ _
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— I

An important property of complex analytic-signals is that (2.26)

- can be replaced [12] by

~. a ½ 5 Is k (t - Tk,e k ) - i (t ,0) I 2
dt

where sk
(t_ Tk,8k) and ~~(t,

0) are the comp lex s ignal representations of

I 
sk

(t_Tk,Ok) and si(t,0), 
respectively. Expanding the above integral

yields

I ~~~ ~
‘
o k

( t Tk,0
k~~~~~~~~

dt 
~~~~~

5

T 

I~ i(t , o) I 2dt

- 2 5 Ref
~ k
(t_rk,8k)i~ (t,O)3dt

or equivalently, using (2.27)

- _ 
2 T - 

j(wct +Ø k)

~~~ k , i 
— 2PT - S Ret b k

(t_ Tkyàk
(t _ T

k) ./ ~ e0

.~~~~~ e
C
)dt

= 2PT - RetX kj(Tk,øk))

.1 where
AI t I J X k i (T k, ø

k
) = 2P 5~ bk(t~ Tk k(

t_T 
k)b

~
(t)a

L
(t)e dt

-

~ 
and where = e k - 

~c
Tk The mean-square difference, then depends

- 

only on the real part of X k,i(Tk,~ k) 
which is termed the time-phase

Hi’  

là ’  
a- a-a 

-

_ _ _ _ _ _ _
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• cross-correlation function [13]. Straightforward calculation shows that 
-

for 0 
~ 

LT
~ 
� T~~ � (2 +l)T � T , Xk,i(T k,~ k) may be written as

-* ~~
0

k
Xk,i

(Tk,Bk
) a 2P 

~k,_l
b
~ ,O

e tCk,i
(L
~~

)T
c+[Ck,i

(L N)_C
k,i(FN))(Tk LTc)) -

~~

* ‘
~~~~k

+ 2P bk ObjOe tCk,j(L)Tc4{Ck,j
(L+l)_C k,j(L)](Tk LT C)) H

where Ckj  is the discrete aperiodic complex cross-correlation function

given in (2.22). Thus we see that for the signals given by (2.17),

• the mean-square difference may be specified in terms of discrete, -I
aperiodic correlation functions; a well-known result [11]. -1

For some applications , such as radar resolution, the mean-square

difference criterion is used to evaluate the ability to distinguish between -

a signal and a version of itself which has been shifted in time, frequency, }
or phase. For such applications , a “good” signal is one which makes the -

mean—square difference between itself and a perturbed version of itself -
~

as large as possible. An important measure of this criterion is the I
- J

radar ambiguity function [ii], [12].

When considering the average performance of DS/SSMA systems we have 
-

seen in Section 2.1.2 that it is desirable to design signals which minimize,

in a statistical sense, the effects of the k-th signal on the i-th -

correlation receiver. A measure of these effects which is analogous to I
- the radar ambiguity function is the cross-ambiguity function. It is

defined [13] as the square of the magnitude of the time—phase cross-

correlation function, i.e., ~X k j (T k,~k ) I 2 . In terms of average system

performance we wish to minimize the expected value of the cross-ambiguity -

: 

I

H 
_____

~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~
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function. Hence EtIX kj (Tk,øk)i
21 is a measure of the average interference

effects of the signals being considered. Following the procedure used to

- compute VarCZ
2~3 

in Section 2. 2 .2 we f ind that

E(1 ~~,i
(Tk,øk))

2
3 = 

4P2
T

2 

(2 
~k j ~

0
~ 
+ ½[

~k,j
(l) +

* 1  where 
~k i  

is the complex cross-correlation parameter defined in (2 .24) .

F Thus, the multi-user interference appearing in the signal-to-noise

ratio in (2.25) may be completely specified in terms of the expec ted

value of the cross-ambiguity function.

a.

a I
~1

I I
I

a - _ a -  a-a- ~
_ _ _ _~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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CHAPTE R 3

ANALYSIS OF CORRE LAT ION PARANETERS

3.1. Random Sequences 
- .  

-

For practical DS/SSMA systems the period N of the signature sequences

must be constrained for obvious reasons . However, in order to gain insight

to the effects of multi-user interference it is useful to consider the

asymptotic behavior of the interference terms defined in Chapter 2 for

random signature sequences as the sequence length grows very large.

We define random sequences as sequences of independent, identically

distributed random variables which take on each allowed value with equal - - 
-

probability. Hence for biphase sequences we mean sequences , (w ) for which

p(w = -i-l~ = p(w = -i~ = 
~ 

and for quadriphase sequences we mean sequences

L I  t of the form = .J~ (w + jZ
~~

) where (w
a
) and (z

n
) are random biphase

sequences arid j  = v~T. -

Here arid hereafter unless otherwise stated we will refer only to the

correlation parameters generalized to complex-valued sequences given in -
•

Section 2.2. For real-valued sequences , these reduce to the corres ponding

functions given in Section 2.1.

- - 
As was previous ly no ted , Roefs and Pursley T 5 have considered - -

the asymptotic behavtor of correlation parameters for random blphase

sequences and found that

K

sC 2 r — (K—l)2N
2

-
- 

- 
k ]. 

k , i

k#1.

H 
________

— I - 

a--— _____________ -
— -~•~ , • - - 

~~~ -
~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~

- -
~~~ . - • ~~

-
~~

-- -~ * . 
-

— - — IA 
~4 -— I . a -~
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- for large values of the ratio N/K. This result can be extended to

A quadriphase sequences by considering random quadriphase sequences as a

F complex combination of random biphase sequences and applying the analysis
- 

to the resulting correlation parameters of the composite biphase sequences.

‘ - i . Recall that for the quadriphase sequences (Tin
) and (~~~) we have

a-. 

/ N-l—2 
*--  2 Ti[v ] O � L � N - l

n n + ~~- n=0

C-~. -(2) = N—1+L 
*2 Ti [

~
] l-N ~~~ L < 0

n—0 
n—L n

- Ia. 
t
b~ 0 J L J � N

and

~~~~ = 2~~~~(0) + ½[~-~~ (l) + J.Ti~~~(l)] 
(3.1)

where
N-i 

*
a. p.— _.(n) a 2 

~~ ~~~~ — (24-n) . (3.2)
I., - 

‘ 2=1-N U,V U,V

• 

- If the quadriphase sequences (Tie) and Cv~ ) are formed by comp lex

T combinations of the biphase sequences (x~), ~~~~ 
(wa), and (zn) by

= ,.J~ (x +J ~~~) Vii

and

- 
- J - ,.J~ (w~ + jz~) Yn

then we have

I ~~ ,~ (L)  - 
~~~

(C
~~~~ ,~~~~

(2) + Cy,z(fl) + i~~(C~~,~~(2)  - C
~~~

(L)) •

I
i L I  

_ _ _ _  _ _ _ _ _ _ _ _
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The correlation parameters p._~~ (n) in (3.2) can be written as

N-i 2 2
= 

L_i_N X
~~

/ + C
~~~~~

(L )  + C~~~~(2) + C~~~~CL)

+ 2C
~~~Ct )C

7~~
(2) — 2Cx z (L)Cy w (2) (3.3)

j and

a 

Lzl_N X
~
W
~~~~~~~ 

+ Cx w (flC y z (L+fl) J
+ C y z (L)Cx w (L+ik) +C

y,z(L)Cy z (L+ri)

+ 

~~~~~~~~~~~ - C7,~~(L )C~ ,~~(2-~~)

- ~~~~~~~~~~~~~~~~ + C
~~~

(L)C
~~~

(L+n) . (3.4)

Following the development in [14] for biphase sequences we have for

• 0� L� N - 1 
-

N-l-L • - -

C (2)=E x w
n=0 

fl n+2 -~~~

If C
~~~

(2) = d,then we must have that xn = ~~~~ for exactly ½ (N-l-fd) 
-

integer values of n in the range 0� n �  N-l-2. Clearly we have

Idi � N-~, and it is easy to see that N-L -1-d is an even valued integer. —

Thus , for each sequence (w) there are — -

N-L - -

b(2 ,N,d) =

½(N-L-fd ) 
-~~~

11
choices for the sequence values (x0,x1,...,x.~ 12 ) for which c (L) a d

is satisfied. There are- 2N choices for the sequence (w
i
) arid 2’~ choices J

•1- 
- 

C 

ii
El

_ _  i~~ ~~~ ~~~~~~~~~~~~~ ~~~~~~~
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- 

for the sequence values ~~~~~~~~ ,x.N l). Hence there are a total of

h(L ,N,d) = 2t
~22b (2 , N ,d)

distinct pairs of sequences (x ), ( w )  for which C w(L) 
= d. A similar

argument for 1-N � 2 < 0 yields

h(2 ,N,d) = 2N2I2I b (!21,N,d)

- 

so that for Id~ 
< N - I z i we obtain the probability mass function

• 

N— I Ll 
—

a. P(c
~~~

(L) = d3 )2~~H2 I) • (3.5)

-. 
½(N - I L l - f d )

The statistics useful in evaluating the average performance may be

a~. easily obtained using the moment generating function which for this

- 
probability mass function is given by

- ~C (2)
M(
~
) = Efe 

X ,W

N-L cr(x w )
y fl Ete 

n n+2 ) 0�2 �N - l
I ¶ n 0

‘ : -  1 — 
=

N+L ~(x w )
II E[e n-2 ii j ,  1-N < 2 < 0
n=0

- J = 

N
~

IL I
½ (erJ +

- 
n=0

1 — [co&i (a)]~~~l2 I . —

: L L 1

a- a

-

~~~~~~ —~------~ -
~~~- —— ~ -*~ - a -  

a- a- a-.a~~~ .~~ -~----t ~~~~~~~~~~
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Hence we find the first two moments of C (2) to bex,w

E C C
~~~~~

(L ) )  = = (N l2l)[cosh (~)] 2H’sjnh(~)J = 0
I 

ECC
~~~

(L)
~ I ~

I02~-~ [cosh(a)]~~l LH2[gjnh (~)]
2

1

- + (N~ILI)[:osh(~)]
N-I2I-lcosh(a)1 = N-ILl •

Also, it is easy to see that for IL l ~ N-i ,

I 

E(C x w (2 )Cx w (2+l)) = o .

If we app ly these statistics to evaluate the expected value of the

correlation parameters in (3.3) and (3.4) we find that

- i E{Re(~~~~(l)3} = E {¼ E C (L ) C (L+l) + C
~~~

(L)C
~~~

(L+l)

+ C
7 ~(2 ) C~~~~

(2+l ) +
~

•Cy z (2 )C
y z (2+l) + C

7~~
(L )C

~~~
(L+l)

-t - Cy w (L )Cx z (L+l ) - C
~ ~

(L)C
7~~

(2+l) + 
~~~~~~~~~~~~~~~~ 

= 0

while - ‘

ia N-i
Efp.-. ~ (0)J = 2 C

2 
(2) + C

2 
(2) + C

2 (2) + C2 (2)u,v 
2=1-N 

x,w y,z y,w x,z

- + 2C (2 )C ( 2 )  - 2c (2 )C (2 )
‘

~
- = N2 .

t x,w y,z x ,z y,w ~

- , App lication of the above results to (3.1) yields

E(r~~
_
~~ =2N

2 .

~~~~~~~~~~~~~~~~~~~~~~~~~ 
- 

~~~~~~ 
_ _

a-a- a- I ______ ~M.
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It should be noted that the evaluation of the mathematical expectation

of the asynchronous interference may be done direc tly in terms of the

- -  correlation parameters for random quadriphase sequences. In particular,

for the random quadriphase sequences (u
n

) and (~~
) we have

N—l-L
a. 

C..-(L) = 2 Ti[~’ ]*

- u,v n=0 ~

for 0 � 2 � N-i. Let 
~l 

equal the number of integer values of n iii the

range 0� n� N-l-L for which = [~~~~ ] * and let 
~2 

equal the number of

integer values of n in the range 0� n � N-l-L for which ( - J ) T i ~ =

If Re(C.~. ~(L)) + Im[C.. — (2)) = d’ then it follows that
u,v u ,v

- 
- 

~. 
+ 

~2 
= ½ (N-L+d’)

- 

- 

It is clear that l d ’ I  � N-2 and it can be shown that N—L -fd ’ is even .

Hence, there are

N d ’  2N-L N-2
a. - 

q(L, ‘ 
— ¾(N-L+ d ’)

choices for the sequence (Tio~Ti],.. .,uN~ l_L ) which satisf y

T Re (CTi~~
( 2) )  + Imt C.~~ .~ (L) }  = d ’ . Since there are 4

N choices for the

sequence (vi) and 4
2 choices for the sequence 

~~~~~~~~~~~~~~~~ 
there are a

total of h’(L,N,d’) — 4
N
4Lq(2 ,N,dt ) sequence pairs (Tii) ,  (~~~) that satisfy

- Re(C—. — (2)) + Im(C.. — (2)) d’~ For 1-N � 2 � N-i, we haveu,v U ,

h ’(L ,N,d’) 4N4 2 q(~2~ ,N,d’)

L so that we obtain the probability mass function

— I
I

_ __  _  

-

- 
.
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- PCRe(~~~~(L)) + Im(~~~~~(L )3 = d’3 =(~ N~~
11 + dI))2 M (3.6)

which is identical to (3 .5) with d replaced by d’. If we evaluate -

the moment generating function for the probability mass function in (3.6)

for the first two moments, we find that 
- -

- E{ReC~~~~(L)) + ~~[~~~~~( L) ) }  0 (3.7)

• and

I E{[ReCCTi~~(L)) + ImCC~~~(L)fl 2} = N-l~ l . (3.8)

It is not immediately apparent that the above statistics yield the desired

result. However, if we note that

P{RetC~~~(L)} + Im[CTi~~(L)) = d’} = P{RetC.~~~(2))  - ImCC~~~ (L) )  = d’}

then we have from (3.7) 
-

E{ReC~~~~~2))} + E{Im(~~~~ (2))}  = E{Re(~~~~(2))j- 
- E{~~CC~~~(L))} = o

hence we see that

a 
E(CTi~~

(L)) = E{RetC_~~ (2)3} + iE{ImCCTi~~.(L)3} 
= 0

I Similarly , for the second moment in (3 .8) we have - •

E{[ReCCTi~~
(L)) + ImCc~,~.(L))] 2} = E{[ReCCTi~~ (L)3  - ImCCTi~~

(2 )) J 2}

or equivalently I

I

‘ I I
1

_ _  

_ _ _  
~~~~~~~~ ~~~~~~~~~~~~~~~~~
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I

E{Ret~~~~(2))
2 + ImC~~~~~ 2~~~

2 
+ ~~~~~~~~~~~~~~~~~~~~~

- 

= E{Re[Cü~~ (2 )) 2 + ImtC~~~ (L)) 2 
- 2ReC~~~(L)3ImC~~~~L)}

- so we find that

- Efc~,~ (L)c~~~ (L)) N-iLl

Again, it is easy to see that for I L l � N-l,

E (
~~~~~

( L) C
~~~~

(2 + i) )  = 0.

~ 1.
Finally, if we apply the above results to evaluate the expected value

_ 

of the interference parameter r.. — iii (3.1) we have as beforeu,v

- 

E [r_ - ) = 2 N .I. u,v

Hence, for a QDS/SSMA system with quadriphase coded carriers we have,
- for K users

4 Ka. 
Ef 2 rk ~

) = (K—l)2N2

k—i ‘

V - k~~~i

T where N is much larger than K and the k-th user ’s random quadriphase
(k)signature sequence is denoted by (Tin ). In terms of this expectation ,

- 
J the signal-to-noise ratio (2.25) at the output of either branch of the

i-th receiver for the QDS/SSMA system with quadriphase coded carr iers
— 

becomes

L -  
~~~~~~~~

i

I
-I 

-

a-a-lid _j~~~~~~ ~-. a- a- _____________ ~~~~~~~~~ ~~~~~~~~~~~~~~~
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12( K-fl + 
N0~ ~

~~~2i = SNR 2~~~1 = 
~ 3N 2Eb 

- -

which is identical to the result in (2.1.3) for the QDS/SSMA system with

J 
orthogonal biphasa—coded carriers. Thus, when long random sequences are

employed , the signal-to-noise ratios of both systems are equivalent and

for either branch of the i-th receiver

[2(x-l) + ~~~- j L 3N 2E
b

j regardless of which of the two QDS/S SMA system models is being considered .

3.2. Maximal-Length Shift-Register Sequence s

For the implementation of a practical DS/SSMA system , the sequence

length N as well as the signature sequences themselves must be fully

spec if ied. One class of sequences that have been considered for a

variety of app lications are Maximal-Length Shif t -Regis ter  Sequences or

rn-sequences. The properties of rn-sequences have been investigated for a

number of years and an excellent tutorial as well as a survey of the

literature appears in L 15]. Roefs [16] has considered the performance of

biphase DS/SSMA systems employing rn-sequences. In this section , we will

investigate the performance of QDS/SSMA systems where rn-sequences are

used as signature sequences. - -

r 3.2.1. Introduction to rn—Sequences

A binary rn-sequence 
~~~ 

with period N = is a sequence of

• 
elements from GF(2) which satisfies the linear recurrence relation

k ~—i J
II

- ~-
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• I : -  where the f~ are the coeff ic ients  of a primitive polynomial, f (x)  of

-~ 
degree ri over CF(2) given by

- f (x) = f0x
ri + f 1x’~~~ + ... + + f .

I 

- -  A polynomial of degree n is primitive if it divides s
m_ i for m =

- 

but not for any rn < ~~~~ The roots of a primitive polynomial of

I degree it are primitive elements of the extension field GF(2
u1
). Thus

I -~ 
- 

every nonzero element of GF(2
it
) can be written as a power of any root of

a primitive polynomial of degree r i .

- -  The polynomial f(x) specifies an n-stage Linear feedback shift—

a. regis ter , as shown in Figure 3 for f(x) = x4 + x + I, where there is a

- feedback tap connected to the i—th stage of the register if f. = 1 and no

-- feedback tap connection otherwise.

- a.

—.

______ 

~~~ k+2 

~ 
j 

______

I Figure 3. 3hift register specified by f(x) — x~ + x + 1.

A k  -

_ _ _ _ _ _ _ _ _ _ _ _  

-i.
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If 
~~i+k~ 

denotes the k-th cyclic shift of the sequence (~~) then the

set of rn-sequences generated by the primitive polynomial f ( x )  of degree ii -

consists of (a.) and the distinct cyclic shifts of (~~~) given by

(ai+k) for kIi ,...,2
ii_2. To each sequence in this set there corresponds

a unique initial shif t register loading O’~ l ’ ’~n-1~ 
consis ting of

not more than (n-l) zeros. Hence any rn-sequence may be comp letely 
-

specified in terms of its primitive polynomial and its shift-register

loading. For convenience we will represent the primitive polynomial

and initial register load ing for the sequence (c~~) in octal notation.

For example if n=4 and

f(x) a x4 + x + 1 = O x 5 + l.x 4 + O x 3 + O’x 2 + 1.x + I

then we have

f(x) = [oiooii] = 23

Similarly , for the initial register loading , if

= (1,0,1,1)

-
~~~ then

= -

For each rn-sequence (ok ) generated by the primitive po lynomial f ( x )

of degree n, there is an rn-sequence (c~~) generated by its reciprocal

po lynomial f (x) given by

f(x) — x~f(l/x). -

The sequence (
~4) is called the reciprocal of the sequence (~~) and is 

-

expressed as

= 

~N—l- i 
i O ,l,...,N=l .1

where N = ~~~~ 

1

- 

•._

L~ ~~~~~~~~~~~~~~ i~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ a-~~~~~~~~~~ - _ _
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- - In the next section we consider biphase signature sequences (ak)

• which are obtained from binary rn-sequences 
~~~ 

by the relation

a .  
ak 

a (— 1)  ,

where N is the period of the binary rn-sequence.

3.2.2. Numerical Results

I In order to optimize the average performance of biphase DS/SSMA

- - for a given set of rn-sequences, it would be desirable to minimize, with

respect to the cyclic shifts of each rn-sequence, the biphase interference

K

• - parameter 2 rk ~~
. However, for typical values of N and K, this

k—i ‘

k#i

minimization requires a prohibitive amount of computation if the

are computed directly for each cyclic shift of the k—th sequence.

In [16] it was pointed out that for most applications, the

- :  
_ approximation

- 
rk l ~~ 

rk~~ 
= 2Uk ~(O) 

a 2 E C ~~1(L)

— J 

is satisfactory even for moderate values of N. Also , it was shown [16]

that

I 
~~~~~~~~~~~~~~~~~~~ 

� N2 + 2 f S kSj )
~

where
I N-i

2S k
a C k(2)  -
L 1

Li
I

S ~~a- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- :.
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Thus the autocorrelation parameter Sk, cailed the sidelobe energy [14] ,

I may be emp loyed as a useful performance cr iterion for the selec tion of

rn—sequences which minimize the biphase interference rk~~. Using a

computer search , Roefs [17] has found sets of least sidelobe energy

(LSE) m-s~quences for periods 31, 63 , 127, and 255. An rn-sequence L
(a~

1
~~) is said to be a LSE sequence if for all •j

~ -

Sk �S1

where j
• (k) 

— 
(k) 

i—l 2(a )  — (a
+i) , — , , . . .

are the cyclic shifts of the sequence (a~
1’
~). Clearly, if the rn-sequence

(a~
1
~~) is a LSE sequence , then its reciprocal , (a~~~~) def ined in

Section 3.2.1 is also a LSE sequence since S
k 

= Sk,. The LSE sequences

- 
‘ found in [17] along with their reciprocals are g iven in Tables 1, 2 , 3, 1.

and 4 for sequence lengths 31, 63 , 127, and 255 respectively.
- - 

While it is clear that LSE sequences are good candidates for use

as signature sequences in QDS/SSMA systems with orthogonal biphase- I
coded carriers ; it is not apparant that quadriphase signature sequences

formed from comp lex combinations of LSE sequences are desirable choices

for use in QDS/SSMA systems with quadri phase-coded carriers. Not

- withstanding this fact , it is of interest to evaluate the performance of

both QDS/SSMA systems when LSE sequences are employed . 
I

I-

a- -_ _ _

I~L.1~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ a- _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~ 

a- *
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a - a - a -  

~~~~

a-

~~~~~~

a-

~~
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41.

- r Table 1. LSE tn-sequences of length N=31

Sequence # Poly. Loading Reciprocal Poly. Loadingt~- ç

1 45 46 1’ 51 50

- 2 67 60 2’ 73 24

3 75 74 3’ 57 44

- —
- 4

- S

Table 2. LSE rn-sequences of length N=63

I
Sequence # Poly. Loading Reciprocal Poly. Loading

1 103 02 1’ - - 141 37

J

1

+

2

II

--- - - -- - ~~~~~~~ - -

~~~~~ 

a-. 

~~~~~~~~ ~~~~~~~~~~~~~ _ _ _  .
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Table 3. LSE rn-sequences of length N= l27

Sequence # Poly. Loading Reciprocal Poly. Loading -

1 211 620 1’ 221 234

2 217 024 2’ 361 774 i}

3 235 300 3’ 271 104 
-

- 4 247 134 4’ 345 304 .1
- 

5 277 464 5’ 375 034 -
~~~

6 357 570 6’ 367 010 
-

7 323 754 7’ 313 070 
-

8 203 334 8’ 301 554

9 325 254 9’ 253 224

Table 4. LSE rn-sequences of length N=255 
- 2

-j
Sequence # ?oly. Loading Reciprocal Poly. Load ing -

7 1 455 674 1’ 551 006

2 453 777 2’ 651 220

~~~

a 
- 

3 435 604 3’ 561 770 L
-

- 

4 537 550 4’ 765 170 - -

-4 - 5 545 146 5’  515 554- 
- -

6 543 214 6’ 615 522
-

~ 7 607 702 7’ 703 566

8 717 346 8’ 747 170 1

r.

— - I
~

- - -

~~~.

~~~~~~ 
~_~~—~ -—--__~~jt — j — -----’  - - —, - 

-
-

__
~~. th.L~~i ... - __~

•- -  
- 

~~~~~~~~~~ ~~
— -5~~~
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a- For a given set of sequences , there are various ways in which pairs

of sequences may be assigned to each of the K users of a QDS/SSMA system. 
A

In this section we first consider systems where eaeh user is assigned a LSE

sequence and its reciprocal. Thus, for the QDS/SSMA system with orthogonal

biphase-coded carriers, which we will refer to as the orthogonal-biphase

-- sys tem, we assume that the k-th user phase-modulates the cosine and sine

carriers with the signature sequences (a
1~~~

) and (a~~~~) respect ively.

Accordingly for the QDS/SSMA system with quadriphase-coded carriers, which 
—

- - 
will be referred to as the quadriphase-coded system, we assume the k-tb

user ’s complex signature sequence (~~ 1~~) is given by

~ (k) 
a~~~~~~ (a~~~ + ja~~~

’
~ ), n=0,...,N-1.

This particular method of assignment was chosen for a preliminary

evaluation of the two QDS/SSMA systems for a variety of reasons. In

(k’)particular if (a~ ‘) and (a~ ) are rec iprocal sequences , the biphase

interference parameter rk ~ 
and rk, 

~ 
are identical. Thus, for the

4- ,

interference terms appearing in the signal-to-noise ratios , SNR 2~ and

j SNR 2~~ 1 for the orthogonal-biphase system , we have

r2k 2L = r2k_l ,2t r2k,2i_l = rS,k.42~ ..l

I and we may represent these simply by rk~~. Also , it was pointed out [14]

that for biphase sequences , the interference rk ~ 
between a sequence and

itself or its reciprocal is considerably larger: Hence, it would not be

1
:1

- - _ _--a--- 

- 

-

I -~~~~
-- ~~~~~~~~~~~~~ -~~~~~~~~ 

— 

_ - — 
- 
I— 
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desirable to assign a particular sequence or a sequence and its recirpocal

to two different users for the orthogonal-biphase system. Finally , the *

same assignment was made for the quadriphase-coded system in order to

exhibit the differences inherent in the implementation of the two

QDS/SSM~ systems when all other considerations are the same. - -

For the LSE sequences of length 31 in Table 1, the interference -

parameters , rk L  are given in Table 5 and Table 6 for the orthogonal- 
- ‘

biphase and the quadriphase-coded system respectively. Only a portion

of the values are tabulated since for either system r . = r . . Thek,i. i,k - -

self-interference parameters r~~1~ appearing on the diagonal are included - -

here for completeness. For this method of sequence assignment, the - -

interference values for the orthogonal—biphase system are the same as 
- -

those calculated in [17] for the biphase DS/SSMA system. This is alsø

true for lengths N a 63 , 127 and 255.

The interference rk~~ for the LSE sequences of Table 2 are given in -

Table 7 for the orthogonal-biphase system and in Table 8 for the quadriphase-

coded system. Similarly Tables 9 and 10 list the interference parameters

for the LSE sequences of length 127 in Table 3, and the interference

parameters for the LSE sequences with period 255 in Table 4 are tabulated 
-

in Tables 11 and 12 for the orthogonal-biphase and quadriphase-coded - .

system respectively. Notice that for lengths 31 and 63, the interference

for the worst case of the quadriphase-coded system is less than the 
-

interference for any particular user of tb ’- orthogonal-biphase system.

:
~
ii

_ _ _  
_ _ _ _ _  

-a-——___

~ 

~~~a-T ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ 
_ _ _ _ _ _ _ _



i~
- - Table 5. Interference parameter rk~~ 

for the QDS/S S~1A system with

- - orthogonal biphase-coded carriers: N 3 1

k: i 2182 1706 1890

2 2414 1902

I I  3 2206

- 

i Table 6. Interference parameter r
k~~ 

for the QDSISSMA system with

quadriphase-coded carriers: N=31

i = 1 2 3

-- Ic = 1 3350 1642 1714
.L.

A 

- 
2 3486 1742

-
~~ 3 3254
-~~1
- ‘I .

i I

I 

Ia- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~ • • T .

— —-—~ - — .- - -a- —-a- .1~ - —. a - .- ~~~~~~~~~~~~ •
-
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- 

Table 7. Interference parameter r
k~~ 

for the QDS/SSM~ system with - -

orthogor~a1 biphase-coded carriers:  N 6 3  -

- - 
i =  1 2 3 -

Ic = 1 9574 8262 7050

- 
2 9526 7706 

. *

9094 

1

‘-a-. Table 8. Interference parameter rk for the QDS/SSMA system with - -

quadriphase-coded carriers: N=63 -

i =  - - 1 2 3 - -

I Ic = 1 14278 7662 5962
a 

2 13094 7834 
-

3 13742 -

•

- 

. 1 - I  

I 
_ _ 

__  

a-~~~~~~~~~~~~~~~~~~~~~~_

~~~~~ I ~~~~~~~~~~~~~~~~~~~~~~~~~ 
a- - - a

—a-—- - —_——-~ - - -a-- ---a-- --~~~ -----Ia- ~~~~~~~ ~~~.1I&~~ ~~~~~~~ - - - a-~ - _________ *~~~~A ~~~~~
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- Table 9. Interference parameter rk~~ 
for the QDS/SSM~ system with

orthogonal biphase-coded carriers : N=127

I 1 2 3 4 5 6 7 8 9

Ic a 1 40158 33370 31638 32330 32018 33570 32450 32294 31898

2 40222 30874 31406 31510 33190 32518 33306 31934

3 40454 32538 31202 32722 32898 33542 29722

4 40326 32358 30598 30422 30346 32654

5 40310 33566 33086 32162 32710

6 41230 35342 31714 33190

- 7 39902 33746 31750

8 40134 32106
- .  

9 40262

- - Table 10. Interference parameter rk~~ 
for the QDS/SSMA system with

quadriphase-coded carriers : N=l27

• 

- 
i =  1 2 3 4 5 6 7 8 9

- 
k 1 59718 29802 27942 33434 32506 35482 30754 30550 31378

2 63230 29826 31022 34550 29558 30774 32546 30974

- 3 65806 34826 32842 33298 31034 32326 31626

- 
4 61678 32214 29686 29558 28586 33398

5 61302 33534 34110 29698 30494

~ 1. 6 61014 39846 32930 31214
-
. 

- - 
.- 7 58398 35986 29454

8 59910 32034

9 62198

[.

I’ a - a -_  . _ _- a - - -

-

a- a-. — - a - -  
I- 

-: — - - 
~
- .- a a- a • ~~ T
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Table 11. Interference parameter rk~~ 
for the QDS/SSN~ system with -

orthogonal biphase-coded carriers: N=255

1 2 3 4 5 6 7 8
- 

Ic = 1 169694 133218 127770 130282 125758 130102 134830 127706 - - -

- 

2 167366 128718 127678 128882 131754 132162 126702 -

3 166366 131958 132586 135650 124474 136614 -

4 167422 129658 125010 131210 130454
- 

5 165126 136710 119646 132682

6 164718 128374 136162 
- - -

7 165942 127322 - ! -
8 162438

Table 12. Interference parameter rIc ~ 
for the QDS/SSMA system with 

-

~c-
-- 1 ‘

-
~~ 

- quadriphase-coded carriers: N 255 -
- 

i =  1 2 3 4 5 6 7 8

Ic = 1 255030 141354 133882 127642 126550 139766 140438 127850

-
4- 1 

2 249230 126742 137854 143370 134394 136634 123830

- 3 254430 139758 140738 121074 131346 138926 
-

- 

4 256478 130370 126866 134074 134790 - -

- 
- 5 246606 137206 118222 124178 -

6 254718 129550 150810 -

• - 
I 7 252566 124074 

-

8 236350 I _I

UI
—— - —— ———— a-— __________________________ _____________

1A
. 

a- — -- 
- 

~~~
— —~-a- - - - - a- - -
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- 
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L

- Also , we see that for sequence length 127 the performa nce of the

quadriphase-coded system is slightly better , in most instances, than

that of the orthogonal-biphase system , while for sequence length 255,

the quadriphase-coded system shows higher interference values than the

- 
orthogonal-biphase system for almost all cases.

- It would be very natural to attempt to draw conclusions about the

relative performance of the two systems based on the data Just presented .

However , these results represent only a preliminary investigation of

QDS/SSNAI systems and do not necessarily indicate what advantages might be

realized by one system relative to the other for more carefully considered

choices of signature sequences. For example, when considering biphase

sequences for use in QDS/SSM~, it is undesirable to assign a sequence or

a sequence and its reciprocal to two d i f ferent  users of the orthogonal-

- - 
biphase system, while for the quadriphase-coded system this is not always

the case.

In particular, for N3 l and K=3, an exhaustive computer search was

- conducted to find the best possible sequence assignments from a class of
- 

sequences with minimum odd autocorrelation, 8kk~ 
Such sequences are

commonly called auto-optimal (AO) sequences and have previously been

considered for use in biphase DS/SSND~ systems in [7] and [14].

It was determined that for the orthogonal-biphase system, the optimum

choice was to assign a different sequence and its reciprocal to each user.

On the other hand , for the quadriphase-coded system, the minimum

- 
interference was obtained by assigning the same A0 sequence for use as

~ 1~ 
a-— - --I

1 - 
- -, - - - 

- 
- 

- a- a a - a- - - - - 

—iL’ -. ~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~ a -a-, a- a-a-a- - a- — — a a- a-a-*.~~~aL ~~~~ia.- ~~ a-~a- - a- -.--a-J



a - a -  ~~~~~~~~~~~~~ a- a-~~~_a -a-~~~~~a- 
a-

~~~~~~~~~~~
a-a- a-a-a- a-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

50
1!

the real part of the s ignature sequences of two di f ferent  users , while T J

for only one user was a sequence and its reciprocal employed as the real

and imaginary parts of the complex signature sequence. For this optimum 
-

sequence assignment the worst-case interference for the quadriphase-

coded system was found to be twelve percent less than the interference . 1

for any of the users of the orthogonal-biphase system. If, In contrast, a-]

the AO sequences were assigned to the quadriphase-coded system in the

same manner as for the orthogonal-biphase system, the quadriphase-coded

system exhibited as much as fifteen percent more interference f or any one

user than did the orthogonal-biphase system. -

Finally, it should be pointed out that for the quadriphase-coded

system, we have only considered signature sequences which are complex

combinations of biphase sequences with desired correlation properties. 1
Sequences formed in this manner as well as other classes of quadriphase

codes would need to be considered before the performance of QDS/SSMA

sys tems with quadriphase-coded carriers can be properly evaluated. I
E 

.—
~~

• 1
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CHA PTER 4

.. 
C~~ CLUSI~~1S

Two different implementations of QPS/SSMA were discussed and analyzed.

The QDS/SSMA system with orthogonal biphase-coded carriers was seen to be

- - 
a direc t ex tens ion of biphase DS/SSMA systems. The average signal-to-

noise ratio for this system was related to the aperiodic autocorrelation

- functions of the biphase s ignature sequences. The average signal-to-noise

ratio for the QDS/SSMA sys tem with quadr iphase-coded carriers was related

to the complex-valued aperiodic autocorrelation functions of the

- 
quadriphase signature sequences.

• - The asymptotic behavior of the aperiodic correlation parameters of

- - random sequences was investigated for both systems. It was found that

the expected value of the interference was the same for both QDS/SSNA

systems and that this value was exactly twice the correspond ing value

for biphase DS/SSMA when random signature sequences of the same period

are employed . It should be noted that if the energy per bit , the data

rate , and the signa l bandwidth are f ixed , the QDS/SSMA system can employ
a - signature sequences which are twice the length of the sequences employed

by the biphase DS/SSMA system. Comparing the results presented in

Section 2 .1.2 (from [2] ) for biphase DS/SSMA with the results obtained

I in Section 3.1 for QDS/SSNA , we see that for the more real istic

- 
- 1 constraints of equal bit energy, data ra te, and signal bandwidth , the

expected values of the signal-to-noise ratios are identical.

-

~~~~~~~~~ 1
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A preliminary numerical investigation for a special case of signature

sequence assignment revealed that the QDS/SSMA system with quadriphase- -•

coded carriers produced as much as twelve percent less interference than

the QDS/SSNA system with orthogonal biphase-coded carrIers. The data

obtained for this special case is not sufficient to allow a prediction

of the relative performance of the QDS/SSMA systems for Larger classes - 
-

of codes. However, preliminary results indicate that the quadriphase- 
-.

coded sys tem may achieve substantially lower interference values for

most sequence lengths of interest. -• 
-

- ; It should be noted that while the average signal-to-noise ratio is

an important measure of system performance, other performance parame ters

such as acquisition t ime , worst-case error probability , and i unity to -.

multipath interference must be carefully studied before QDS/SSNA can be

cons idered for use in a prac tical sys tem. The analys is and prel iminary -

~

resul ts presen ted here indica te tha t fur ther inves tiga tions of var ious

performance parameters and methods of signature sequence design is warranted j
and it is anticipated that QDSISSMA will become an attractive alternative -j

to other forms of code—division multiple-access.

— ‘
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