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ABSTRACT

We have developed a simple but general model in terms of which the electronic

structure and spectra of Si02, 0002 and the ABO4-type oxides are studied in a systematic

way. Methods have also been developed in terms of which we calculate the energy levels of

impurities in bulk Si02 and at the Si-Si02 interface, and the electronic structure of free

surfaces and interfaces between crystalline materials. The main objectives of the work

reported here were to obtain a theoretical description of the electronic structure and properties

of the oxides of the tetrahedral semiconductors (in particular, Si02, 0e02, and the ABO4-type

oxides, where AB is a tetrahedral semiconductor) and their interfaces with other materials and

vacuum. The results of the work are summarized below. Details are contained in Appendices

A-i.
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I. BULK ELECTRONIC PROPERTIES

We have developed a simple tight-binding model, based on ideas previously developed

and tested for the simple tetrahedral semiconductors, ~ in terms of which three distinct kinds

of properties were studied: (a) Average Properties: These are properties which correspond to

an average over all the one-electron states. Examples are effective charges on atoms, dielectric

constants, cohesive energies, etc. (b) Dispersive Properties: These are properties which

depend on the details of the distribution of one-electron states. Examples are energy bands,

densities of states, photoemission spectra, X-ray emission spectra. etc. (c) Local Properties,

such as impurity and defect levels and excitons.

The main achievements of our work using this model are the following: The first sets

of energy bands for Si02, Ge02 and the ABO4-type oxides were obtained (Ref. 3 and

Appendix A). The photoemission spectrum and the X-ray emission spectra of Si02 were

calculated explicitly for the first time and compared with experiment, as opposed to previous

work which arrived at interpretations of the spectra in terms of electronic transitions (Appendix

A). The photoemission spectra of Si~Ge1..~O2 alloys were also calculated and found to agree

well with experimental data (Appendix B). Two different complementary model calculations

of the optical absorption spectrum of Si02 were carried out which established that the

observed peaks are excitonic in nature (Appendix C). Finally, by calculating the dielectric

constant of Si02 expLicitly as a function of the Si-O-Si angle, it was possible to deduce

information about the structure of various polymorphs (Appendices A and D).

2. ~~~ UR~~~ES IN BULL 5102

The above model for the bulk properties of S102 has been extended to provide a

description for substitutional impurities in the bulk material. In particular, we have studied P

and As at an 0 site and predicted their energy levels in the band gap. By using these results

we were able to interpret experimental data on ion-implanted Sb 2 and identify the observed

centers as substitutional P and As at 0 sItes (Appendix B).

__________________________________________________________________________________________________
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3. THE STOICHIOMETRY OF THE S1-S102 INTERFACE

A large number of experiments have been earned ou t which have attempted to

determine whether there exists an Si0,~ (0 < x < 2) layer at the Si-Si02 interface, and, if so,

determine its width. In our study (Appendix F), we pointed out that the definition of a width

is not unique and suggested several possibilities that would give different numbers. We also

constructed continuous-random-network (CRN) models for the (100) interface and obtained

the following: (a) It is possible to construct models with a totally abrupt interface which have

distortions that are visually comparable to distortions present in models with a finite SiO~

layer. (b) A simple force model was used to perform computer calculations which showed that

the net strain energy was reduced as the finite SiO~ layer was gradually reduced in width,

suggesting that an abrupt interface may in fact be preferred. (See Appendix F for details.)

4. SURFACES AND INTERFACES

In this work the main goal was to develop efficient methods to calculate the electronic

structure of surfaces and interfaces. At this stage, the work was restricted to crystalline

materials for which two-dimensional periodicity could be exploited. We made use of the

Koster-Slater4 idea for localized perturbations which was first introduced for point defects4

and was Later extended to surfaces by Koutecky3 and others. The advantage of the method is

that it builds in the properties of the perfect bulk crystal from the start and then directly

calculates changes in the electronic structure produced by the perturbation. In contrast,

alternative methods, such as cluster and slab methods,6 rely on a rmite number of atoms or

layers of atoms to give an adequate description of both bulk properties (e.g., bandwidths,

bandgaps) and localized states. In the case of surfaces, we made use of empirical tight-binding

Hamiltonians and introduced a novel way to define the perturbation that creates free surfaces.

Instead of “cutting bonds” to divide an infinite solid into two decoupled semi-infinite solids.

we “remove” layers of atoms by setting their on-site Hamiltonian matrix elements to infinity, a

procedure first used to describe a single vacancy.7. This choice of perturbation makes the
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calculations straightforward and fast. Calculations have been carried out for test purposes and

for cubic S102. The details of the method and the results are discussed in Appendix G.

We also extended the Koster-Slater approach to describe interfaces between crystalline

materials by assuming the unperturbed system to consist of two noninteracting infinite solids

and then constructing an appropriate perturbation matrix . Calculations so far have only been

done on the Ge-GaAs and Ge-ZnSe systems for which other theoretical work is also available.

The method and results are discussed in Appendix H.

The perturbation matrices for free surfaces and for interfaces may be combined so that

calculations can be performed for monolayers or multiple layers of a given material on a

crystalline substrate. This technique is therefore capable of providing information about

gradual oxidation of materials.

5. IMPURITIES AT INTERFACES

Theoretical work has been done in two different areas:

(a) It has been observed8 that some of the traps introduced into Si02 near a Si

interface by ionizing radiation and by electron-beam irradiation (procedures used in the

fabrication of some devices) do not anneal out. There are two types of such traps, one with a

cross section of about 10~~ ~~
2, and the other with a cross section of about 10 15 cm2. The

latter was not produced in samples irradiated at intensities below 200 W/cm2 at any tempera-

ture. The rate of production of the former was suppressed by lowering the irradiation

temperature down to 90K. These data have been explained in terms of two different process-

es, namely the formation of point-defect bound complexes by recombination-enhanced

diffusion and by dislocation migration. Details are given in Appendix I.

(b) We have developed a method to calculate binding energies of shallow impurities at

or near the SI-S102 interface. The method is based on effective-mass theory, which is adapted

for the cylindrical symmetry of the interface problem. Results and comparison with expen-

mental data are contained in Appendix J.
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Appendix A

Some properties of the oxides of the tetrahedral
semiconductors and the oxide —semiconductor interfaces’~

Sokrates T. Pantehdes
IBM Thomas I. Wo~so., Reiearch Ceat.r. Yoqj~ow., Hetghts. New York 10598
(Rccàved 10 Febn~uy 1977; accepied 4 April 1977)

Continuous-random-network models have been constructed for the Si—Si02 interface. It is
found that an abrupt interface with no SiO~ layer is posible. A simple tight-binding model is
described that is applicable fo’ the calculation of the electronic properti es of the bulk oxides
and the oxide-semiconductor interfaces. Results are given only for selected bulk properties,
nam’4y the pbotoemiuion and x-ray emission spectra, and the dielectric constants of Si02,
Ge02, and VarIOUS ABO4-type oxides.

PACS numbers: 71.45.Nt , 79.60.Eq, 73.40.Qv, 71.20.+c

I. INTRODUCTION an amorphous oxide layer bond by bond. 8 Clearl y, an SiO~-
In order to develop a theory for the electronic properties type interface layer of arbitrary width can be built before full
of a given material, it is essential that the stoichiometry and Si02 coordination is reached, and therefore the aim was to

strive for a minimum interface width. The first models thatthe atomic arrangement be known. In this paper, a step 15 were built indicated that a finite minimum width existed, buttaken toward understanding the stoichiometry, atomic ar-
rangement, and electronic properties of the native oxides of finally a model was constructed with zero interface width
the tetrahedral semiconductors and the oxid e-semicond uctor (abrupt interf ace). No dangling bonds were allowed and the

local distortions are comparable to those present in bulkinterfaces. amorphous CRN models. This model is shown in Fig. 1.
The construction of the model indicates that an atomicallyII. STOICHIOMETR Y AND ATOMIC

ARRANGEMENT OF INTERFACES sharp interface may in fact be energetically possible, but does
not rule out the possibility that some real interfaces have an

The native oxide of silicon, SiO~, exists in a variety of S105 layer of finite width , which may be a function of the
crystalline forms (quartz, tridymite, etc.’), but the films grown growth conditions. An attempt is now under way to quantif y
thermally on SI for the manufacture of devices are amorph ous. the amount of local distortions in the various models in order
As for the Si-S102 interface, the situation is complicated even to extract preferred configurations. Work is also in progress
more by the question whether an Si05 layer, with x � 2, exists to calculate the electronic properties of the Si-S102 interface,
between Si and Si02. Answers to this question have been assuming the atomic arrangements of these models. The na-
sought by various experimental technlques,~~ but evidence
thus far is inconclusive. Estimates of the width of the Si05
layer include values of essentially zero2 (abrupt interface),
about 4 A (Ref. 3), 12—15 A (Ref. 4), and even more.~~ In an (a) Si
attempt to obtain some insight into this question, a number
of continuous-random-network (CRN) models have been
built. Details of the construction will be given elsewhere7 The
main Ides, however, wss to start with a crystalline Si substrate,
expose a well-defined surface, and then attempt to build up

a
• ~~~

.

,

.

(b)

Z I
- 

_ ________

_____ 
FiG. 2. The bul a,bitah for the model deucribed In the text. (a) orbttah med
Ia the Ideal cubIc ($-cfl*chellte) dructure~ (b) orbEtal, med for the more

Pin. I. Pliosc~ aph of the CRN model de.crtbed in the text guieaal moe. The Sl-O-~ angle ii 144
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L r SOOTY ~ STATES ~. r 5 3(~~l1Y OF STATES .

Fic. 3~ The valence energy bands and DOS of cubic S102 and typical
ABO~-type oxide. 

I I I

-12.5 -10.0 .7 5  -5.0 -2.5 0.0 2.5

ture of interface states may suggest preferred configurations. 1EV)

The basic aspects of the model used in this calculations and ~ G• 5. The UPS spectrum of Si02 (dotted curve) compared with the

results on bulk properties are described in the next section. broadened DOS (solid curve). The experimental curve is from B. Fischer.

It should be noted that the CRN models described above R. A. Pollak. T. H. DtStefano~and W . 0. Grobman, Phys. Rev. B 15, 3193

app ly to the compoun d semiconductors as well, assuming that 1

the native oxide is of the A804 type. Other possibilities, of in the absence and presence of external perturbations and thus
course, exut. For example, any of three oxides may be formed ..of explicit analytica l expressions for response functions. Foron GaAs, namely Ga203, A1205, and GaAsO4. this kind of calculation, one needs only the diagonal matrix

III. BULK ELECTRONIC PROPERTIES elements and no matrix diagonalization or Brillouin zone sums
are necessary.

SiC)2 and CeO2 are special cases of the general ABO4-type The bonding unit in an ABO4-type oxide is an sp 3 hybrid
oxide, where AB is a tetrahedral semiconductor, with A B on an A atom, and sp 3 hybrid on a B atom and oxygen orbitals
= Si and A B Ge, respectively. The properties of all these on the oxygen atom in between. For valence-band and
materials can therefore be described in a systematic manner. total-energy studies the oxygen 2p orbitals are adequate. The
A simple parametrized tight-binding model has previously9 important point is that an AM or B—C) bond is not a well-
been introduced for Si02 and CeO2 and has now been cx- defined entity and one must construct A-O-B bonding or-
tended to treat the AfiOrtype oxides. The model is similar bitals, which will be referred to as extended bonding orbitaLr
to that used for the tetrahedral semiconductors.’° In this (EB(YS).
paper, the model will be discuased briefly and a few new
applications will be given.

Central to the understanding of the model is the concept
of a bonding unit. In the case of the tetrahedral semicon-
ductors, one constructs the familiar sp 3 hybrids on each atom.
A bonding unit is then defined to consist of two hybrids, hA
and h3, on nearest a Lghbors, directed toward each other one . ...

then constructs bonding and antibonding orbitals in each
bonding unit. By focusing on the bonding orbitals alone 

.. -

(bond-orbital approximation9”0), two distinct kinds of cal- 
-culatlons can be carried out: (a) Calculations of the valence s~ xenergy bands by setting up an LCAO secular matrix. The

form of the bands is determined by the off-diagonal matrix
elements, i.e., interactions between bonding orbitals on dif- ,

. .‘
~~

-

ferent sates. (b) Calculations of the total electronic energy both
a

I •

~~~~~~~~~~~~~~~ 

-12.3 .10.0 -“ .5.0 -~~~ ~~O 2.3

I,’ ENE*OY (iv )
I Fin. 6. TheoretIcal (mild crave.) end experimental (dotted curves) X-ray

-12.3 .10.0 -7 .5 -5.0 -2.3 0.0 
~~ emlulon spectre of S105. The experimental curves ate from C. Wiech, In

ENflGY ~~~~ Soft-X -Rip Band Spectra, edited by 0. J. Fabian (Academic, New York.
Ftc. 4. The DOS for the simulated amorphous SlOe. See text. 1968), and C. Klein, sad H. U. Clean. Phys. Stat Soildi B 49, 167(1972).

J . Vac. Set T clusoL, Vol. 14, No.4, JuIylAag. 1977
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TABLE 1. Theoretical and exiserimental values for the electronic for the ideal cubic form of Si02 and a typical ABO4-type
(high-frequency) dielectric constants of SO 2, Ge02, and various oxide. Note the opening of an additional gap in A804, which
ABO ,-type oxides. is analogous to the so-called antis ymmetric gap in the bands

Material A—O— B angle (~) e(th .) e(exp5) of the AB-type semiconductors. ’° Figure 4 shows the DOS for
SIC2 (0-quartz) j 44b 2.4 2.4 a more general Si02 structure , which is a simulation9 of
SiC 2 (Ø.qua rtz) 144 b 2.3 2.3 amorphous Si02 and has the SL—O—Si angle to be the observed
Si0 2 (o-custobalite ) 144b 2.3 2.2 144° instead of the ideal 180° . Figure 5 shows the same DOS
SiC 2 (il-crist obalit e ) 1 80b 2.7 2.2 broadened by 0.8 eV and compares it with the measured ul-
SiO , (P.crist obalite) )44c 2.2 2.2 travio let photoemission spi~ctrum (UPS). The agreement be-
SiC 2 coesite) I 20k’ 2.0 2.6 

tween theory and experiment is substantiall y better than thatSIC 2 Icoesite) 144C 2.6 2.6
SiC, (vitreous) 144d 2.1 2.1 obtained prev iously11 with only 0.5 eV of broadening. Figure
GeO, Iquartzlike) 130b 2.9 2.9 6 shows the calculated and experimental x-ray-emission
BPO, 135b 2.0 2.6 spectra of Si02. This is the first such calculation of these
BASO4 125~’ 2.3 2.8 spectra and the agreement with experiment is seen to be very
AIPO, 145b 2.4 2.3
AIAsO4 l46b 2.9 satisfactory. Comparable spectra have been calculated for
GaPO 135b 2.6 . ..  ABO4-type oxides but no experiments are available. One of

— _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  the response functions that can be calculated without needing
a Landolt-Börn stein , Zahienwerre und Fuakrionen (Springer . Berlin , the energy bands , as mentioned ear lier , is the electronic

1962). Vol. 2. Pt . 8. (high-frequency ) dielectr ic constant e, for which an explicitb Reference 1.
c See text. analytical expression is obtained.9-’2 It turns out that , in ad-
d Assumed. dition to the density of electrons, c depends on the angle at the

oxygen atom in an i mportant way. In Table I, a number of
theoretical and experimental values of e are given. In the case
of the ~-cristobalite and coesite forms of Si02, e was calculated

- The internal structure of the EBO’s is rather intriguing. Let with the Si—O-Si angles listed by Wyckoff ’ and aLso with thehA and h8 denote the hybrids in a bonding unit and Pa, P9. quartz value of 144° . The 180° value for $-cristobalite hasp~, the p orbitals on the oxygen (Fi& 2). Instead of h~ and 
~~ been questioned by many authors. The comparison seems to

are given elsewhere.9’2 In this paper a few new results will suggest that the two extreme angles may in fact be unrealistic
be given to demonstrate the power of the method. Figure 3 and that all forms of Si02 have angles in the neighborhood of
shows the valence energy bands and densities of states (DOS) i~~°’~. The values of c listed for the boron compounds are not
one can work with their linear combinations k = hA + h8 and very reliable due to complications with first-row elements ’0
a = hA — h5. Note that these would be the bonding and an- A more extensive treatment of this and other questions is given
tibonding orbitais, ~ specthely in an elemental semiconductor in Ref. 12.
like Si. In Si02, the main EBO is formed from Pa and the
antthondlng combination, a, so that it is odd about the mid-
point between the two Si’s. The structure of some of the Va- )Wodc supported in ~*rt by the Office of Naval Research under contract N~
lence-band orbitals of SiC)2 is thus similar to the structure of N00014-76-C-0934.
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ThE ELECTRONIC STRUCTURE OF Si02, 0e02 AND INTERMEDIATE
Si,Ge,.O coMPosmoNs: EXPERIMENT AND ThEO RY

Sokrates T. Panteides, Bernhard Fischer ,t Roger A. Poflak, and Thomas H . Di Stefano

IBM Thomas 3. Watson Research Center, Yorktown Heights, New York 10598, USA

(Received 27 December 1976 by E. Burs tein)

Theoretical calculations are reported for Si02, Ge02 and the intermediate compos-
ition Si ,Ge302 which reproduce the main observed features and trends in experirnen-
iii photoemission spectra. The agreement between the two establishes the impor-
tance of band theory in understanding the electronic structure of these materials, and
demonstrates that detailed quantitative predictions are feasible for such complex
materia ls in lena. of the empirical tight-binding method. The calculations further
establish that the structure in the valence bands is determined mainly by nearest-
neighbor oxygen-oxygen interactions.

The electronic structure of Si02 and 0e02 has been and much of the internal structure are largely deter-
the subject of considerable attention in the literature, mined by the nearest-neighbor oxygen-oxygen p-orbital
Most attempts have, however , mainly focused on interactions, a factor which should be central in under-

,p,vw,g experimental data (optical absorption, x-ray standing the electronic propeties of all the silicate glass-
absorption, x-ray emission. photoemission, etc.) in es.
terms of simple “molecular-orbital” energy levels. Such The ultraviolet photoemiuion spectroscopy (UPS)
~“igi’ments have worked well for certain experimental measurements were performed using a cylindrical mir-
spectra, but at the same time were incompatible with roe electrostatic-deflection type electron energy analyz-
other spec 1.1 .2 Furthermore, several assignment er (resolution 0.2$ eV) and 40.8 eV photons from a
schemes, based on similar ideas, differ substantially He-discharge lamp. The x-ray photoemission spectros-
from each other. One difficulty arises from the fact copy (XPS ) measurements were performed with a
that the crystal structures of these mate rials are com- Hewlett-Packard x-ray photoelectron spectrometer
pies, with low symmetry and many atoms in a primitive which has a monochromatic Al Ke,~, x-ray source
unit cell. This complexity has inhibited the successful (1486.6 eV) and a resolution of 0.6 eV. First , Si,Ge,.,
application of band-theore tic techniques which have in films several thousand Angstrom. thick were deposited
the past proven very powerful for simpler materi als. on sapphire substrates by DC sputtering from targets
Recently, Pantelides and Hamson2 (PH ) and Schneider formed by melting high-purity polycrystauine silicon
and Fowler3 (SF) performed energy band calculations and germanium onto a molybdenun substrate. The
for S102 and independently pointed out the importance Si,Ge1.02 films which were studied with UPS were
of energy-band theory for a systematic interpretation of oxidized in sUe in the spectrometer by heating to 450°
the data. PH went beyond SF in calculating densities of C for 15 minutes in 10~ torr of oxygen The films
states (DOS) but both used the band results only as studied with XPS were oxidized by heating in oxygen to
glo~,s to interprete the data, leaving a host of questions 650° C for two hours in a tube furnace and then name-
unresolved. The nature of the electronic states in these diately transferred to the spectrometer vacuum. The
materials has not therefore thus far been conclusively compositions of the films used in the UPS experiments
determined due to the inability of theory to directly and were determined by electron microprobe analysis and
unambiguously reproduce the observed spectra, the compositions of the films used in the XPS expert-

in die present paper we present theoretical calcula- ments were estimated from the relat ive internsities of
tions of the phocoemission spectra of Si02, Ge02, and XPS spectra from the Ge 3d, Si 2p, and 0 is core 1ev-
the intermediate composition Si ,Ge ,03, which repro- cIa. The oxide films were thicker than the escape depth
duce the important features and trends in the observed of the photoelectrons, as evidenced by the absence of
spectra. The results show that a molecular-orbital pic- unoxidized Si or Ge core levels in the spectra. More
ture about a single oxygen atom is inadequate. They experimental details are given in Ref. 4. The experi-
also establish the importance of band theory for these mental spectra are shown in Fig. 1.
mate rials and show that quan titative predictions are The theoretical calculations were carried out in
feasible for materials of such high complexity and low terms of the empirical tight-binding model employed by
symmet ry. Finally , they establish that the bandw idth PH. The basis orbi tals are the tetratiedraily-onented 5pJ

Work supported in part by the Office of Naval Research, Washington D.C. under contract No. N 00014-76-
C-0934 and in part by the Advanced Research Product Agency and monitored by AFCRL under contract No.
F1962$-76-C-0249
T Present address: Mu.Pianck Institut fur Festkorpeeforschung, Stuttgart, West Germany.
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_  _I I I I I I I I I
2 a 4 0 12 e 4

SPICING ENERGY (iv) OSONG ENERGY (IV)

Fig. 1. Experimental UPS and XPS spectra for Si ,Ge1.,O~ films.

hybrids on the Si/Ge atoms and the p orbital. on the The precise composition of the various A’s and B’s.
oxygen.. These orbita ls (Fig. 2) are allowed to interact , as well as their energy positions are entirely determined
giving rise to five types of orb ita ls: ( I )  a bonding orbital in terms of two parameters, the hybrid--p-orbital inter-
B, comprized of p, and the odd combination of the action W 2 and the hybrid--p-orbital energy separation
hybrids, (2) an orbital B, comprized of p, and the even W ,. These have been fixed by making use of the optical
combination of the hybrids (B —p for the ideal cubic spectrum of SiO 2 (see Ref. 2) . The parameters for
structure, Fig. 2a), (3) a non-bonding orbital B — p ,, Ge01 and the intermediate compositions are then deter-
and (4,5) two corresponding antibonding orbital. A, mined by making use of the relative hybrid energies of
and A,. The B’s are occupied, giving rise to the valence Si and Ge and the d 2 rule, where d is the bond length. 2
bands while the A’s are empty, giving rise to the con- With the basis orbitals just defined , a tight-binding ener-
duction bands. For the intermediate Si~Ge ,O2 compos. gy band calcu lation is carried out by retaining only
ition, the main additional ’ effect is a mixing between B nearest-neighbor interactions. This introduces two new
and B,. parameters, a hybrid-hybrid interaction V (carried over

fro m previous work on the tetrahedral semiconductors )
Y and the oxygen-oxygen ppo interaction V~. The latter is

Si adjusted to the observed total width of the valence(a) bands of SiO2. For Ge02 and the intermediate compos.

,? ~ itions v, I. scaled with the d ’2 rule. The valence bands
h5 obtained for cubic Si02 with these choices are in very

good accord with the first-principles bands of SF. We
are now in position, however, to bend the Si-O-Si
chains to the observed angles (1440) and repeat the

S calculatio ns and obtain the valence bands and corre-
SI pending DOS for the various cases of interest. The

latter are then broadened by convoluting with a pus-
S sian of width 0.5 eV. This broadening turns out to be

h ext remely important as it eliminates most of the sharp
P 5 2 spiked structures in the DOS (see Fig. 3) which pre-

Si cluded PH from car rying out more than a qualitative
analysis of the observed spectra.

p The final broadened DOS curves for Si01, Ge02
and S~,Ge~O1 (or SiGeO1), are shown in Fig. 4 for

h ~ 
“

~‘-~~ direct compar ison with Fig. 1. In view of the fact that
9 “-•..~~ the calculation did not include photoemission mat nx

elements , the comparison must be limited to the overall
X trends among the various compositions and to the posi.

2 tions of dips m d  peaks in the individual spectra. No
comparison can be made of the relati ve heights of

Fig. 2. The tight-binding orbitals employed in the cal- peaks.
culations , (a) For th. ideal cub4c structure , and (b) for It is seen that the overall trends present in the data
the general case. are reproduced by the theory. In particular , the total

.. —~
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width decreases as one goes from SIO2 to Ge02. Also TABLE )
the main dip at about 4 eV fills up slowly and moves to Experimental and theoretical positions (in eV) of
higher energies in both the experimental and theoretical peaks and dips in the photoemission spectra of Si02 and
curves, as shown by the dashed lines in Figs. I and 4. Ge02. The numbering refers to Fig. i in order of in-

creasing binding energy.
I T~” I I I I I

Sb 2 Feature XPS lips Theory

— _

dip 1 5.3 5.3 4.7
dip2  7.6 8.1 8.5
peak 1 2.8 2.6 1.2,2.5
peak 2 6.5 6.4 5.7
peak 3 9.8 9.8 9.9
total width 11.5 11.2 11.7‘I,

GaO2
dip 1 4.0 4.0 3.7
dip 2 6.6 6.9 7 .0
peak I 1.9 1.8 1. 2,2.9
peak 2 5.1 5.0 4.5
peak 3 8.7 9.3 8.3

I~ 0 B 6 4 2 0 total width 10.4 10.1 10.0
BINOING ENERGY (IV) The empirical tight -binding method employed in

Fig. 3. Density of States (DOS) and broadened DOS the calculation. presented above allows a detailed anal-
for the valence bands of SiO~. ysis of the results in terms of simple physical concepts.

For example , it has long been suggested that the top of

I G , 5  the valence bands, in particular the broad feature from
mECRy

~~~~~~~~~~~~~~~~~~~~ 

0 to about 4 eV , arises from the non-bonding oxygen p

the bonding orbita ls. The present calculations show this
separ ation to be an oversimplification of reality . First
note that the Si-0 interaction (W 2) is responsible for

orbitals, whereas the remiinder of the bands arises from

the formation of the bonding orbitals. It is the 0-0I.- ,

interactio n V, alone that causes the band ing of the non-
bonding orbita ls, and it is V P together with V 1 that cause
the banding of the bonding orbit als. The same V,, how-
ever , is also resp onsible for the admixture between the
bonding and non.bondi ng orbit ils, the net result being a
strong hybrid ization between the bonding and non.

bonding bands overlap considerably with the pure bond-

bonding bands. The nature of the hybridization is par-
ticularly interesting. If it is turned off, the pure non-

ing ones. When the hybridization is turned on, the two
sets of bands push strongly on each other, opening up a
gap at 4 eV (Fi g.3). This is opposite to what a

X I 

molecular-orbital pictu re would suggest, since the pres-(2 10 8 6 4 2 0 ence of a gap between two levels would be viewd as a
BINO1’IG ENERGY ( I/) consequence of hybridization.

Fig. 4. Theoretical phoroemission spectra for In conclusion , we have presented new experimental
Si,Ge ,02 films. Compare with Fig. I .  spectra whic h help establish the electronic structure of

SiO~ and CeO3. Theoretical calculations in terms of the
empirical tight-binding method (ETBM ) have proved

For more detail compa rison between theory and successful in reproducing the experimental spectra and
experiment, the positions of the peaks and dips in the esta blishing the validi ty of the band picture for these
theoretical and experimental curves of Si0~ and CeO2 rather complex materials. ft should be emphasized that
are listed in Table I. For the purposes of this Table , the only the total width of the bands of Sb 2 was used as an
zero of energy in the theoretica l curves was redefined input in performing the calculations. The internal str uc-
by the techni que employed in obtaining the zero of lure in the spectrum of SiO., as well as the other spectra
energy in the expenmen lal spectra , name ly by linear fl their enti rety , were p~vdicird and found to be in good
extrapolation of the descending curve. The main discre- agreement with exper iment. This demonstrates the
pa ncy in both mate rials is peak I whic h appears as a capability of the ETBM to yield quantitative predictions
double peak in the theoretical curves. The agreement for materials for which other methods may not be too
between cx penmen:’ and theory for the remaining lea- convenient to apply due to low symmetry and coinpli.
lures is bet:er than 15%. cated lattices. 

-_
~‘,
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1

INTRODUCTION

The optical absorption spectrum of SlO., , show& in Figs. I a and 2, has been the
subject of considerable int eres t and controversy 2 . Following early attempts to
interpret the spect rum ,2

~
3 DiStefano and Eastman 4 concluded from a series of

photoconductivity and internal photoemission measureme nts on Si-SlO . st ructures
that the band gap is about 9 eV. These results raised the question why no strong
excitons appear in the absor ption spectrum below the band edge as is the case in
other ionic wide-ga p materials , such as the alkali halides. The observed peaks thus
became the subject of conf lictin g interpretations in terms of excit ons . interband
transitions and various combinations thereof (see e.g. Fig. 6 in Ref 2 for summary ) .
More recently , Schneider and Fowler 5 calculated a band stru ct it re for ~ubi e SiO and
suggested that excitons are nor formed because of a symmetry-forbidden edge.
Chdhkowsky and Schlü ter (CS)6 actually calculated an interband spectrum (Fig.  Ic )
and found an indirect bandgap of 9.2 eV , which is consistent with the measurements
of Ref. 4. They also found that matri x elements suppress absorption below — 1 0.4
eV. They therefore suggested that the first observed peak corresponds to an exciton.
as pre viously prop osed by others ,2

~
3 while the rest of the spectrum is due to inter-

band transition s, in suppor t of the latter assi gnment, they displayed the experimental
spectrum shifted by 0.7 eV and noted the resulting good agreement between theory

tSuppor ted in part by the Office of Naval Researc h under Contract No. N00014-76-C-
0934.
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2

and experiment (Fig. lb and I c ) .  More recently, Mott 7 investigated the subject and
suggested that there exists an a9owed exciton at 9 eV which has a dispersion of — 2.4
eV due to hopping , resulting in the 10.4 eV peak (see also the paper by Mott in
these Proceedin gs).

8
ENERGY (eV )

Fig. 1 (a) The optical absorption spectrum of SiO , meas-
ured by Klein and Chun [Ref. 1; the spectrum
shown is actuall y E2 e,(E)]. (b) The same spectrum
shifted by 0.7 eV in Ref. 4 in order to align it with
the theoretical inte rband spectrum , curv e (c).

In this paper we present two completely independent treatments of electron-hole
(c-h) interactions and conclude that the observed peaks are a series of excitonic
resonances. This interpretation is consistent with but goes beyond a band-theoretic
approach and is also consistent with the known data.

BAND-THEORETIC APPROACH AND THE EFFECT OF E-H
INTERACTIONS

In most semiconductors which have large dielectric constants, c-h interactions tend to
be weak and produce excitons with very small binding energies and oscilla tor
strengths. As a result , the interband spectrum remains essentially unmodified and is
in general well reproduced by band-structure calcula t ions. In the case of wid e-gap
insulators , however, dielectric constants are sma ll , making c-h interactions very
strong. The resulting excit ons are then localized and carry considerable oscillator
strength. This oscillator stren gth is pulled out of the inte rband continuum (the total
oscillator strength remains constant ) in such a way that the final spectrum is substan-
ti a lly different from the independent-particle spectrum. This assertion has been 

- - ~—.~~ —-— - -~~~~~~ - - -  —-- - --- 41



3

supported by theoretical ca lcu la t ions S 9  and by a study of 39 x-ray absorption spectra
of alkali halides . ’0

In this section we start with the interband spectrum of SiO~ calculated by CS” . which
• indicated that the 10.4-eV peak should not be attributed to interband transitions.

We will then incorporate c-h interactions by means of a model calculation, which
indicates that c-h interactions strong enoug h to produce an excitonic peak at ~0.4 eV
also modify the interband spectrum very strongly, so that all the observed peaks are
excitonic in nature.

The model calculation we intend to carry out is similar to that done previously 9 for
LiF. We start with the interband spectrum calculated by CS and assume it can be
simulated by a two-band model and momentum-independent transition matrix
elements. In such a model , the absorption coefficient for in t erband transitions is
given by the imaginary part of a two-par ticle Green ’s function G° describing inde-
pendently propagating electrons and holes. We therefore construct an analytical
form for G°(E) as in Ref. 9, chosen so that its imaginary part , when broadened by
0.5 eV, reproduces CS’s interband spectrum. E-h interactions are then introduced in
the contact approximation ,8’9 i.e. as a single on-site matrix element V in t he Wannier
representation. The new absorption spectrum is given by the imaginary part of the
new Green ’s function G , which satisfie s Dyson ’s equation :

G — G ° + G°VG. ( I )

Eq. ( 1)  is solved directly to yield

G(E) G°(E)/ [1 - G°(E)V] (2)

so that a bound state occurs when G°(E) = i/V. The value of V was chosen to
yield a bound state at 10.4 eV.

The results of the calculation are shown in Fig. 2. The dashed curve is —Tm G° (E) ,
with E having a 0.5 eV imaginary pa rt for broadening, and corresponds to CS’s
interband spectrum (ef. with Fig. I c) .  The solid curve marked theory is — I m G (E ) ,
also broadened by 0.5 eV. These results clearl y show that if the l0.4-eV peak is

• indeed an exciton , c-h interactions also modify the interband spectrum strongly , so
that the final spectrum is excit onic in nature , i.e. Consists of a series of excito ni c
resonances (some t imes cal led metas t ab le excit ons). Note that whereas the ~wo peaks
in the interband spectrum are separated by —2.3 eV , the two peaks in the final
spectru m are separated by 1 .4 eV . in excellent agreement with experiment. The
spectrum at higher energies is not reproduced very well as one might expect, since
oscillator strength at those energies would have to be brought down by c-h interac-
tions from even higher energies , which are left out by the present model. Neverthe-



- - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - .

4

less, the calculated peak at 1 5 eV compares rather well with the observed peak at 1 4
eV.

EXPERIMENT

I 
/ 

NT THEORY

I /
/ /
/ /

I I
8 10 12 4 6 8

ENERGY (eV)

Fig. 2 Theoretical absorption spectrum compared with the
optical absorption spectrum [e , (E ) J  measured by
Philipp (Ref. i ) .  The dashed line is interband
spectrum before c-h interactions. See text.

Apart from the success of the above model calculation in predicting the energy
separations and relative heights of the peaks in the optical spect rum. the main
conclusion is that in wide-gap insulators one cannot ignore the effect of c-h interac-
tions on interband transitions, as done in semiconductors. In contrast , c-h interac-
tions have a rather pervasive effect, so that excitonic peaks dominate the entire
spectrum. One should not , therefore, hope to extract a band gap from such a
spectrum.

BOND-ORBITAL APPROACH

The above calculation indicates that the absorption spectrum of SiO. can be inter-
preted as a series of excit onic peaks arising from localized excitations , but does not
provide information about the nature of states contributing to the two observed
peaks. As was the case for alkali halides ,” an atomis t ic point of view can he
complementary and useful. For this purpose , we make use of the tight-binding

~~~~ -~~~- -~~~~~~--~~~~~~~ ~~~~~~~
--~~~~~
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bond-orbital model° for Si0 2, according to which the valence band states arise from
three different bond orbi t als , associated with a Si-O-Si bonding unit: B~. which is a
pure 0 2p orbital perpendicular to the Si-O-Si plane ( lone-pair or non-bonding p
orbital ) ; 13,, which is — 85% an 0 2p orbital in the Si-O-Si p lane perpendicular to
the Si-Si axis and — 1 5 %  Si sp3 hybrid (partially bonding orbital ) :  and II ,, which is
—65% an 0 2p orbi tal along the Si-Si axis and — 3 5% Si sp3 h y brid (bonding
orbital ). These three orbitals at each bonding unit have been found adequate for a
calculation of the valence bands and the related photoemission and x-ray-em ission
spectra. ’

According to the same bond-orbital scheme , the lowest unoccup ied band states arise
from a bond orbital denoted in Ref. 10 by A .,. , consisting mainly of 0 3s and Si
hybrid admixtures. We suggest that during photoabsorption the electron and the hole
do not occupy propagating band states. Instead , c-h interactions tend to localize the
electron and ’the hole in the same bonding unit , so that excitonic peaks are expected
at the B~ A.,,, B, A .,. , and B~ -‘ A ,,. energies , in that order. Note that these
transitions are essentially localized on an 0 a t om and correspond t o the atomic
transition 2p -

~~ 3s. In the free atom the transition energy is about 9.2 eV . In the
solid , ~~ B,, and B~ may be viewed as the “crystal-field ” sp lit members of t he 0 2p
orbital , resulting in a “crystal-field ” split Frenkel- type excitor i with peaks at 1 0.4 eV .
11.7 eV , and — 14 eV . These energies cannot be predicted by some simp le quantita-
tive calculation , but the interpretation may be further supported by a variety of
arguments. First , CS’s calculation showed that the 10.4-eV should not be attributed
to interband transitions. Second , the calculation of the previous section demonstrated
that if the i0.4-eV peak is indeed an exciton , the other peaks are also predominantl y
exciton ic in nature. Third , using the identification presented above , one can infer
that the three peaks ought to be successively shorter, because of the smaller weight
of 0 2p in each successive B, and also broader , because of the shorter lifetime of a
hole in each succesive B. Both these observations are in agreement with experiment
and consistent with the calculation of the previous section.
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Recent Advances in the Theory of Electronic Structure of SiO a

Sil icon dioxide (SiO~ ) is a material that has attracted the attention of scientists
for a long time. It is available in nature in a variety of forms and has been used
extensively by the construction industry , by the glass industry , and , du ring thc
last fi fteen years, in tcchnologieal applications , in particular t hc m a n ufacture

of metal-oxide semiconductor (MOS) deviccs. There exist s a vast experimental
and theoretical literature on its physical. chemical , electronic, opt ical, thermal.
transport , magnetic and other properties.

Theoretical understanding of the electronic propertics of SiO: began wit h
qualitative molecular-orbita l pictures aimed at the interpretation of particular
experimental spectra . such as the opt ical absorption soec t ra. the x-ra y emiscion

• spectra , etc. These early mnot~cts were reviewed by Ru~Th.’ who 1dentatied :hcir
relative merits and shortcomings. New insights wcre ~amncd by subsequent wink

• by several workers2 who qu antified suc h studies with self-consi stent caicu; t~~ns
on small clusters , but the ambiguities clouding the cur.uec~iun between the
discrete energy levels of the cluster with the continuous ex c t t atmc .n spectra of
the solid were .i persistent problem. In particular. c~.is~crs u ~r:rcasing si’C ‘.‘e~e
not found to yield a converging picture of ievai densities. Fur:herniore . ciusters
centred about different atoms (Si or 0) were n~c~ed to uuterpre~ th~ x-ray• emission spectra associated w ith cure l~vcis on d~ffcreti t atoms , so that a con-
sistent and univcrsal Iavci sehenic was ~tusmve .

During the last two years seve ral advances h ave been nadc in our understand.
ing of the cIectron~c pruperucs t’fSiO,, in pattic u lar irc~m applications ~
theory. In view of the technological inupirtautce of S O~. i~ is rather surpr~~ug
that band calculations have been iackthc. It is therefu re interesting first to
explore the reasons for this. We will then examine the recent accomplislr.ucn~s
of band theory and assess the currant and future objectives of theoretical ~ m~rk
in S102.

The reasons why encr~~ band ca !cu!ations have not been available for Si02
lie in Lu crystal $tra~turc , or, r.tthar crystal structures. S105 exists iu’ nature in a
variety of crystaUlne forms, cidled ~olymcrphs. all of which have kuw symnietry

Comments Solid State P!zys. ~~ Gora~ n anJ !~ncach ‘ •~nte ‘?~h~ithcr~ ..1977 , Vol. 5 . No. 3 , ~p. 55_~() Printed in Gre.it I L :
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and large unit cells. For example, o.quartx, the best known poly morph , has nine
atoms in the priniit!ve unit ccli. By comparison, some of the materials that are
studied must often have one or two atoms per unit cell (stmpie an~ transition
me tals, alkali halides , tetrahedral sem iconductors , etc.). The consequence of
many atoms in t he primitive unit cell is that many more bands arc needed for a
complete description. For example. a-quartz has 24 valence bands, compared
with 1, 3 or 4 in t he materials mentioned above. The large number of bands calls
for very large basis sets for proper convergence, which migh t strain even large
computers or cumputci “idgeis. Apart from the problem of compu:ar time,
o:L~’r hurdles have also been present. For example. the cons~.uction of a poten-
tial for wide.gap insulatcrs . especially compounds involving a first-row element,
such as oxides, nitrides. fluorides, ate. , is known to invoiva large unc~rtainiics.
Calculations on such m aterials using local-density aeproxilnations to the cx-

• change and correlation potentials in general procuce bandwidths ar.d bandgaps
which are too narrow: pure Hartree—Fock calculations ~ve the opposite: ott the
other hand, locakiensity approximations have been quite successfal for the less
ionic compound tetrahedral semiconductors so that SIC2 nught cc though: to be

• a bordcrhnc material.
How were these problems circumver.:ci? The first two tions3

~’
43 were

• done on the ideal cubic form of SiOa, whtc’n has , in the cast , been t~tough: to be
the structure of the polymorph known as ~3-eriszobahite. This structure has six
atoms per primitive unit cell, but the symmetry is rather high. namely the same
as that of diamond (space group Oh’). The atomic arrangement is actually quite
interesting, in that the Si’s form a diamond la ttice (j ust like Si itself, except for
a somewhat large r latt ice spacing). and the uxygens lie at the mid-points of the
lines connecting ncarcst -nemghmbur Si’s. the so-called bond sites. Tints. eacim Si

-
• 

• is surrounded by four oxygen atoms in tetrahedral directions , and each oxygen
has two Si nearest m;eighbors, just like in most real forms of Si01. T he only

• exception is that the Si—O—Si angle is l8O~ instead of’ the observed ~4Qe 1500

• Parenthetically, we may note that the o-cnistobalice structure can be arrived at by
starting with the cubic structure just described and bending the Si-C—Si chains
In a systematic way. A tetragonal distortion then occurs. In a similar fashion,

• the structure of tnidymite can be arrived at by starting with a wurtzite lattice of
Si’s (instead of a diamond lattice of Si’s) and then inserting the oxygens betwee n

• the Srs and bending the Si—0-Si chains.
The first band calculation was done 3 for ~-cnscobalitc in the ‘emp irical tight-

binding method’ (ETBM) which employs a tight-binding basis set and treats the
• matrix elements as parameters. This technique resembles the often used pro-

cedurc of obtaining a right-binding fit t o energy bands calculated by a sophisti.
cat~d flrs~.pdncipks m ethod. The fundamcntat difference is that in the ETBM
one proceeds in the absence of any band calculation whatever , and determines
the values of the parameters by scaling parameters from other materials and/or
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experimental data for the material of interest. It is tbt:~ analogous to the empirical
pseudopotential method (EPM) which is also occasionally used as an interpolation
scheme, A particular virtue of both the EPM and the ETBM is that they are tests
of the single.particlc model to interpret the excitation spectra of solids without
depending upon the ability of contemporary theory to construct from first-
principles the one-electron Hamthonian, in particular the self’energy opcmator

• which describes the complicated electron—electron interaction. On the other
hand, a serious drawback of the ETBM is that it produces only valence bands.
Later, more laborious calculations, using tirst.princip!es potentials, by Schneider
and Fowler~ and by Ciraci and Barra 6 produced similar vaience bands which
confirmed the validity of the assumptions made ~.: the ETBM.3 The latter
calculations were :t’.OrC eonipletc in that they also produc~J conduction hands.
Calculations on cubic S102, ho~cver , do not necessarily rciatc directly wit h
experimental data because all the -cal polymorphms of Sm02 have bent Si-C—Si
chains, with angle at the 0 atoms about 1440. compared with the 180° for cubic
Si02. Nevertheless, the energy bands of cubic SIC2 help draw interesting
analo~ es with the we!l.known bands of’ Si,3 and suggest qualitati ve interpre-
tations4” of the st~ec:ra” of SiC2.

Experimental optical spectra available for amorphous SiC2 and for crystalline
quartz were known to be identical.’ which led to the conclusion that the local

• coordination determined all the structure, with long-range order being immaterial.
Pantelides and I Iarrisomm 3 then assumed bent Si—O—Si chains in a hypothetical
diamond lattice, a model which simulates the local topology of amorp h ous SiC 2,
and obtained valence bands and density of states. Pantelidcs 3

~’3~ later extended
this to the calculation of the various x-ray emission spectra. After appropitite
broadening was included, the ca lculated photocmnissmon and x- ray emission

• spectra agreed in a quantitative way with experiment. Sim ilar calculation also
reproduced tI me trends in the expenmnental spectra of Si~Ge 1-~O2 alloys.

More recentl y, Schlutcr and Chclikowsky 5 (SC) and Caiabrcsc and Fowlcr 4
• ~CF) reported energy band calculations for a-quartz. SC employed par,rnmctriied

pseudopotcntials fur the core potentials and carried out a self .consistcnt caicu~lation for the valence electrons in a plane.wave representat Ion. CF used a super-
position of atomic potentials and a mixed basis set. Similar results were obtained,
but only SC were able to calculate enough points in the Brillouin zone to
obtain explicit spectra

Schiuter and Chelikowsky calculated detailed photoernission and x-ray
emission spectra that agrccil very well with experiment. Furthermore , they
obtained detailed charge density plots which conlirmed the basic assumptions
made earlier”3 about the nature of the bonding and non-bonding orbitals. Fur
the first time, however. SC also calculated a theoretical absorption spectrum
for SIC2. The calculation was limited to intcrband transit ions , but ii im mediately
revealed that, even though absorption begins at the indirect gap of about 9.~ cV .
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it reimumn s essentially zero For about 1 eV and fitially peaks at I I  eV and then
attain at 133 ~V . SC identified the first experimental peak at 10.4 ~V as an
exciton, in agreement w itl~ previous assignments, and attnbutcd the structure at
higher ct icr~tmcs to interband trj nsitmons. The interpretation was suggested by
the separation of the tncoretical peaks betng the same as the separation of the
experimental peaks at 11.7 and 14.0 cV . One-to-one correspondence between the
expe rimental and theoretical spectra was obtained by shifting the two spectra
relative to each other by 0.7 cV .

Another property that has recent ly been calculated in additioti to t h e spectra
mentioned above is the dielectric constant. This was done by l’anielides and
Hurrison~ who obtained a rather simple analytical expression. w h ich depended

• exp licitly on ti me value oh tIme Sm— O— Sm angle and oilier known quantities. A new
unknown parameter of order tm:ty was ititrodt iccd . but once its value was fixed
for a-quartz. the dielectric constanm~ fur t he  oilier SiO~ h~ulytiIorph1s could be
predicted. and agreement w ith exp ermimicut was good. The most interesting
result 3’~ was for a.cristobahite : if time ideal (ce~mc) value of 1300 fur the Si— O—Si

• angle was used, the calculated dielectric constant c was too la,~’c by 22’~
.. When

an angle of 144° (the a-quartz angle) ~~as uscd, e becam e identical to the experi-
mental value. Similarly , for c uesite. if the vj lue of 1200 was used (as listed by

~Vyckoff ’° ), c was too small by 2S~ . Again, use of 144 ° brought e in line with
ex perimen t. Since j3 .cnstobalite .~nd cocsitc are the only poiytnotphs thought
to have angles significantly different from 144°, these results sugges t that all
SIC2 pulymorphs may have Si—C—Si angles of about 1440. These results also
reveal time amount of detailed imiforn iation that can be extracted from a para-
met rizcd method. Studies of the dependence of spectra and properties on the
Si— O—Si angle would otherwise be very involved calculations. •

What then have band structure calculations accomplished” For the first time,
* a consistent picture of bonding in Si02 has been obtained. It has been shown
• 

• 
that the details of the photoemission spectra and the various x-ray emission
spectra can be systemat ically reproduced o~,l,s’ via an energy band calculation.
and throught tIme calculation of densities of states with and without matrix
elements, a procedure that requires knowledge of the bands at m a n y points in

time Brillouin zone, it !l as also been shown that dielectric constants can be
• understood in detail. Finally, progress has been made In elucidating the

optical absorption spectrum of Si03, but that has been limited by the fact
that electron-hole interactions cannot yet be conveniently included.

%Therc do we go from here? Well, much remains to be done. To begin with,
the avaiial ,ie eiiergy bands don’t agree with c~ch i t ti te? in detail. For example,
Calabrese :ind Fowier obtained a direct gap for a-quartz, wheras Schluter and

• Chichiktmwsky find an indire ct gap. Furthermore , effective masses have not been
calculated accurately. (Schluter an~ Chetikuwsky obtain 0.3,n0 for the ~on~
du~tion batul mass , whereas Schneider and Fowler estimated 0,5m0.) These

5s
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quantities, as well as the interaction of electrons and holes with time lattice
for the formation of polaroits . arc important in theories of transport pro-
perties and tunneling, which are still not very wail understood.

Pu-izlimig questions still remain about the optical spectra. What is the nature
of the 10,4 ~V exciton, in view of time fact that it is abovc’ the threshold for
interband transitions? Is it possible that the formation of a strong exciton leaves

• the interband spectrum unchanged in its overall shape, as suggested by SC’s
analysis? Similar suggestions have been made previously in the case of core
exc itons in alkali halides, but subsequent analysis9 showed that electron—hole
interactions in materials with low dielectric constants not only give rise to
highly localized excitons, but also perturb the ir.terband spectrum in a sub’
stantial way.

Some uncertainties also still remain In the photoemission and X-ray
emission spectra. Both Schiuter arid Chclikowsky’ and the present authorid
do very well for time Si K spectrum. Schluter and Chelikowsky also do very
well for the 0 K spectrum but fail to reproduce one of the two peaks in the
Si L2,3 spectrum, which they attribute to possible sample contamination. The

• present author, on the other h-and, obtains a good Si L2 ,3 spectrum but a less
satisfactory 0 K spectrum. As for the x-ray absorption spectra . they are

• virtually not understood at all. Similarly, theories of defect arid impurity
states are in primitive stages. it

Detailed understanding of Si02 can also lead to understanding of a large class
of materials for which SIC2 is a prototype. We recall that the structure of Si02
may be understood by starting with a lattice of Si atoms and inserting oxygen
atoms. One could also insert oxygens in a zince-blende-type iatt~ce, such as
GaAs or Ga?. The result is then GaAsO4, GaPO4. etc. This class of materials
r n y  be described by the general formula ABO4, where AB ~s a zince-blende.typc
semiconductor. Si03 is then a special case of the ABO4 .type oxides with
A — B • Si (Si02 SISIO4, or silicon silicate!) and is th~ prototype of the whole
~‘Iass, just us Si is tl~e prototype of the tetrahedral AD-type semiconductors.”

Final ly, an area where detailed timeorctical calculations are needed is the
Interface between SiC2 and Si, as wchi ~ts the interfaces between S102 and
various metals. T he pro~’eriie~ of these iiltcnlaces are enme ia l to ihe beh aviou r oh’
MOS devices and have long baen studied by experimental ~echiniques. One of
the outstanding problems is the thickness of such interfaces. For example.

• the question whether an SiO.~(0 <x < 2) layer exists between Si md SiO:
has attracted considerable attention. Experimental estimates of the thickness cf
the SiO~ layer range from less than 4 A to 15-20 A.~ Pantelides and !ong t3 rc~cntly
constructed a continuous random network model which shows that a zero-
width interface is possible for the (100) Si—Si02 interface, but th~ question
still remains open. This uncertainty comp licates even further the difficult task of
performing calculations of interface state. Thus far, only qualitative models
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have been developed.’4 Some quantitative calculations were recently reported by
Ciraci and Batra ,’5 but the h eld is wide open, arid ~i indications are t.~at
rigorous calculations should become possible in tnc immediate fut ..ra.

In cor.clusion, cor.siderable progress has been achieved in our unde.-standing
of the electronic properties of S102. Band.theorstic techniques have now been
applied and have already resolved many outstanding problems, Continued woric
along the same lines ought to supply ever, more answe rs. Finally, nt~ :e speciatizac.
techniques are still needed for the understanding ~z’ the elec:rcnia ~ aperties
of the interfaces of Si02. The future looks pror.ising for this important
material.
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ABSTRACT

Ion implantation has been used to incorporate As and P into the thermally grown SiO,
layer of metal-silicon dioxide-silicon structures. These impurities increase the electron trap
density in the oxide layer proportionally to the ion fluence ( 1 - 3  x 10 13 cm -2 ). Avalanche
injection from the silicon substrate was used to populate the electron trapping sites. It is
shown that the negative charge is removable from the trapping centers under illumination with
photons between 3 and 5.6 eV. From the detrapping experiments , we dete ri r ned a photoioni-
za t ion threshold of 4 eV both for As and P related centers , and a spectrally resolved
effeciive photoioniza iion cross section; the latter quantity is defined as the convolution of the
pho toioniza t ion cross section with the optically accessible trap distribution in the energy gap of
the SiC-, . A simple model is presented which suggests that the observed det rapping originates
from levels corresponding to substitutional P and As at 0 sites in the Si02.
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INTRODUCTION

Photodepopula t ion spectroscopy in metal-insulator-semiconductor (MIS ) structures has

recently been used to study both the spatial and energy distribution of optically accessible

charges in the insulator film [11. Several variations of the technique exist , all relying upon the

optical stimulation of electrons , trapped in deep levels in the insulator , into cqnducting states

from which the y drift towards an electrode.

For MIS structures with SiO2 as the insulator , literature is available on a 2.4-2.5 eV deep

electro n trap, possibly related to sodium incorporated at elevated temperatures in an immobile

configuration in the oxide film [21. Few studies , however , have been carried out to character-

ize other charge trapping centers. Several ions such as phosphorus and arsenic were recently

demonstrated to exhibit electron trapping characteristics when implanted into the SiC2 layer

[31. It was determined that P implantation results in a dominant electron trap with a capture

cross section of 3 xl O~
7 cm2 [31, whereas for As related centers the dominant trap has a

capture cross section of ~ 10 1 5  cm2 [4). The trapping sites are in a net neutral state before

electron capture. In both cases , the integrated trap density increases with the ion fluence.

Good agreement was found bet ween the trapped electron distribution centroid and both

theoretical predictions and experimental observations of the ion distribution centroid [31.

In this work , we report on spectrally resolved detrapping measurements for charged MOS

structures , from which a photoion iza tion threshold and an effective photo lonization cross

section spectru m were determined. We also present a simple theoretical model which suggests

that the observed levels are those of substitutional P and As at 0 sites. 



• -

2

EXPERIMENTAL

Sample Fabr ication

The starting material was p-typ e <100> silicon with a resistivity of 0. 1 -0.2 (2cm. The

wafers were oxidized at 1000°C in a “dry ” oxygen ambient to oxide thicknesses ranging from

560 to 1430 A as determined by ell ipsometry. Then ~+ or As~ implantation wis performed at •

room temperature with energies of 20 to 80 keV and fluences of I to 3 x 1013 cm-2. The ion

current at ta rget during implantation was of the order of 1 x 10~ A. All wafers were then

cleaned and annealed in nitrogen at 1000° C for 30 m m .  Using a shadow mask , semitranspar-

ent alu minum electrodes (100-150 A thick ) with an area of 0.0052 cm2 were deposited to form

MOS capacitors . Finally , all devices were given a post- meta llization annealing treatment at

400°C in forming gas for 20 miii.

Electron Trapp ing and Photodetrapping

The oxide traps were charged by avalanche injection of hot electrons from the silicon

substrate driven into deep depletio n [5]. The amplitude of the 50 kHz ramp wave used for this

purpose was constantly adjusted in order to keep the average dc injection current const ant.

The currents ranged from 5 x 10 10 to 3 z iO-~ A. Some of the injected electrons were

trapped in the Si02, causing a shift in flat-band voltage, determined from 1 MHz differential

capacitance-voltage characteristics.

After reaching a given charge level, the avalanche injection was stopp ed and the sample

mounted in a set-up for photoelectric measurements , consisting of a 900 W xenon arc lamp in

combination with a 500 mm grating znoaochromator (Bausch and Lomb). The incident photon

flux at the sample position was measured over the spectrum using a thermopile in combination

with an electronic chopper. An electric shutte r was used to control the illumination time whic h

was usuaLly 5 nun. The change in flat-band voltage induced by this illumination at room

_ _ _ __ _ _ _ _  _ _
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temp erature was monitored to within I mV with an automat ic tracking system. The spectrum

was scanned step-by-step in the direction of increasing photon energies.

The detrapping experiments are performed with zero gate bias in order to avoid injection

from the contacts at photon energies greater than the Si-Si02 or Al-Si02 energy barrier , by

using the internal fields in the Si02 layer due to the trapped negative charges as a potential

barrier against this electron injection. This situation is preserved throughout the entire

detrapping experiment , since onl y small portions of the total charge are removed at each step.

PHOTODETRAPPING ANALYSIS

If first order kinetics (neglecting charge retrapping) is assumed , the local depopulation of

occupied traps under illumination is govern ed by the following equation:

8n~ (x ,E, t )/ Bt — —F~(xMw) o~(x .E.h .~) n~(x ,E , t ) , ( 1 )

where n~(x ,E,t) is the trapped electron concentration per unit energy, F~(x ,h4 is the local

photon flux in the SiO., layer and o~(x.E ,hw) is the trap photoioniza tion cross section. The

photon flux F~ is a function of both the photon energy hw and the position x in the SiO, layer

due to the optical interference phenomen on [6]. This interference gives rise to a standing

wave pattern in the SiC2 layer , which depends upon photon energy.

The photoionization cross section is a function of the trap energy level E in the Si02

band gap (E— 0 and at the top of the Si02 valence band and the bottom of the conduction

band , respectively) and of the photon energy hw since it includes the transition probability to a

final state E+hw , and may be position dependent through variation of the electric field due to

the presence of charge in the SiO. layer. The field dependence of was ~xperimentaHy

found to be weak an • therefore , neglected here.

It was concluded from discharging experiments [4], that the charge centroid ~ (measured
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from the Al-Si02 interface) is constant in time and that , if an energy spectrum of trappi ng

centers is present , they all have the same spatial charge distribution centroi d. These two

observations allow us to separate the variables determining n1, i.e.

n~(x ,E ,t) — n~°(t ) n1 1(E) n12(x), (2)

where n~’ and n~2 are normalized distributions. For the spatial distribution n~ (x) a Gaussian

is used wit h the charge centroid as median value and the same standard deviatio n as for the

ion distribution.

Equatio n 1 is integrated over the oxide thickness L and over the Si02 energy gap, using

the expression for the flat-band voltage shift :

AV FB(t) — q(~/~)f0 f g 
nt (x ,E,t)dEd x, (3)

where e is the static permiuivity of Si02 and q is the elect ron charge . At a particular photon

energy (h~ ), on ly centers between E — E 5 —h w and E — E 5 can be depopu lated , if thermal

broadeni ng of the trapping levels and two-photon processes are disregarded. We thus get:

d(~ V~~(t)]/dt —

_ L
~IV F8(t)f F p (x ,hw)n t 2(x)dxfE h

oJ,(E ,hiu ,)nt 1 (E)dE. (4)

Let x ~~~~~~~~ — £ F~ (x,1u~) n~
2 (x) dx (5a)

and I (hw) — f
E

* ojsE ,11wi n~’ (E) dE , (5b)

where ~(hw) is the convolution of the photon flux with the spatial distribution of the trapping

centers and 1(h~ ) is the convolution of the photoioniza tion cross section with the opticall y

accessible t rap distribution over energy . The latter quantity w ill be viewed as an effective

photoioni zation cross section. If a single monoenergetic trap is involved , then I( h~ ) reduces

to

_ _ _ _ _ _ _  _ _ _ _  _ _ _  _ _ _  ~~~~~~~~~~•~~~~~~~~~~~ •-~~~~~~~• •~~~~~
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The solution to eq. 4 can be approximated as:

[~ V FB ( 0)—i ~VFB (t) I / AV FB (0) x (hw )I (hw) t  (6)

if

(7)

If long discharging times were used , the charge centroid would ultimately be determined

by the minimum in the standing wave pattern of the light. However , since the illumination

interval t was kept small compared to the discharging time constant , we may disregard the

effect of ligh t interference upon the charge centroid.

Since the variation in flat-band voltage shift due to illumination for a period t can be

measured and the quantity ~(hw ) can be calculated knowing the sample geometry, t he op t ical

constants of the various materials of the multi layer structure , the incident photon flux and the

light energy used , the effective phocoion izat ion cross section IUiw) can be determined from

Eq. 6.

RESULTS

The photo I-V tech nique which is a sensitive method of determining both the density and

the centroid of oxide charges [7), was initially used to ascertain that the negative oxide charge

• is removed by exposure to light , and not compensated by positive charge [4). it was also

experimenta lly verified that the discharging phenomenon obeys first order kinetics , and that

the discha rging time constant is long com par ed to the illumination time [4]. Figure s 1 and 2

display the effective phoroioni zation cross section spectra , respectively for P and As implanted

samples , for which the experimental parameters are summarized in Table 1. All the samples

were implanted with a fluence of I x 1013 cm 2, except for wafer P8C , which was implanted

with 3 x 10 13 P~/cm2. In the latter case, partial penetration of the P ions into the Si substrate

L 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



6

was taken into account. in view of the low doping level of the Si02 introduced by the ion

implantation , we used the optical constants for unimplanted Si02 in the calculation of the

standing wave pattern. Incorporating the finite band-pass of the monochromator (50 A full

width at half maximum) into the analysis reduces the magnitude of ~ (h w) in Figs. 1 and 2 by

25-40 % , the larger correction being for higher photon energies , without changing the

observed structure in the spectra. .

DISCUSSION

The nature of the traps that exist in the ion-implanted samples cannot be determined in a

direct way. Because of the high annealing temperature used after implantation , it is very likely

that all major structural damage in the Si02 is healed. Therefore , we consider trapping levels

related to the implanted ions themselves rather than due to the damage.

At first , one might expect that P would occupy Si sites and form phosphate-type clusters,

as is the case when P is diffused-in instead of implanted. That is possible , but P and As at Si

sites would act as donors and not as electron traps and would, therefore, go undetected in our

experiments. On the other hand , a simple tight-binding model for substitutional impurities in

Si02, based on the bond-orbital description of the bulk material [8], reveals that P and As are

very likely to be substitutional at 0 sites. An energy level diagram describing P at an 0 site is

shown in Fig. 3. The energy separation between the 0 2p and P 3p levels is about 5.8 eV [9].

The P 3p orbitats bond with the neighboring Si hybrid orbita ls and , as a result , two levels are

expected at midgap. The lower level contains two electro ns, whereas the upp er level contains

only one , and would , therefore , act as an electro n trap. Photo ionization of this electron would

have a t hreshold at approximately 3.7 eV , which is close to that observed. Above threshold , a

resonance corresponding to the atomic P 3p -~~ 4s transition is expected . in analogy with the

ootical coectrum of the pure material [2O ~. Such a resonance may be present in the data of

Fig. I . According to the same model , As at an 0 site would behave just like P with the only

exception that the level in the gap will be approximately 0.4 eV lower in energy. The data of

I- •- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Fig. 2 show that the As threshold is 0.2-0.3 eV higher than that of P , in agreement with the

theoretical prediction. We feel that these results suggest that the observed traps are P and As

at 0 sites, but we cannot at present exclude other possibilities.

If our model is correct , we expect the photoioniza t ion cross section above threshold to be

insensitive to implantation energy and oxide thickness. As observed in Figs . I and 2, the

• ana lysis Indeed compensates for implantation energy , but not completely for oxide thickness.

Our experimental oxide thickness range allowed us to perform accuTate flat-b and. voltage

measurements on MOS devices , but on the other hand was shown to introduce a stron g

sensitivity due to minute thickness variations in the interference calculation. In view of this ,

the structure in the spectra has to be considered prel iminary. Experiments are in progress with

thinner oxide layers (200-300 A), in which case the influence of oxide thickness variations

upon the photoionization cross section spectrum should be minimized.
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Table 1. Exp erimental Parameters for the Samples.

Sample Ion Oxide Aluminum Ion Charge Ion standard

F thickness thickness energy centroid deviation

(A) (A)  (keV) (A)  (A)

PE P 1283 135 30 420 142

PG P 1277 140 40 545 18 1

P8C P 583 106 25 290 121 . 
~•

AS7D As 1433 120 60 470 118

AS7G As 1415 120 80 570 149

AS4X As 1272 150 60 465 118

AS8D As 559 134 20 185 51

-—-— --—••-- ~--•--•—- -— -.- --•——- __ --~~--- —• —-— • - - -~~- - -~~~
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Fig. 3. Bond-orbita l energ y-level structure for Si02 :P. The gap marked —8 eV cone-

sponds to the onset of absorption (not th e band gap ), so that 3. 7 eV is the predicted

onset of absorp tion of the impurity.
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The stoichiometry of the Si-SlO, interface is a subject that has attracte d considerable
attention. The interface has been pr obed experimentally by a wide variety of
techniques, many of which are discussed in a series of pap ers in these Proceedings.
The main objective of such experiments is to determine th e width of the SIOX
(x ,i 2) layer that may exist at the interface. A variety of results has been report-
ed, ranging from less than 4 A (Refs. I and 2) to 8 A (Ref. 3), 12- 15 A (Ref. 4),
15-20 A (Ref. 5), and so on. Much of this variation is due to the differences in
experimental techniques and interpretation of results. For example, some of the

• techniques may alter the composition of the sample during measuremen t. Also, some
techniques probe the scattering properties of atoms , whereas others probe the
behavior of electrons, which may see a different effective width. This observation
brings up the subject of how to define an approp ri ate width. One possibility is to
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define the width strictly on the basis of stoichiometry. Even then a numb er of
alternatives exist. Take , for example , an abrupt (100) interface. One wou ld
normally assume that such an interface has no SiO~ layer. However , as Stern 6 has
pointed out , the Si atoms in the last crystallographic plane of atoms on the Si side
are bonded to two Si atoms and to two 0 atoms , corresponding to SiO stoichiometry.

• [For a ( I I I )  interface this plane of atoms corresponds to Si00 5 stoichiometry.]
Since it is only ~ne plane of atoms , one might define the width to be the distance
between atoms on either side of that plane , which is about 3 A.

• Another possibility is to define the width having in mind the behavior of electrons. .
aea rly, even if one had an abrupt interface , electrons in the vicinity of the first few
layers, including core electrons, would no t behave as bulk elect rons do. One meas-
ure of the width could be taken to be the range over which the self-consistent
potential is different from bulk values. Calculations by Baraff , Appelbaum , and
Hamann have found this width to be very small for the Ge-GaAs interface. No
calculations are available for the Si-SiO , interface. Other properties , such as the
dielectric constant , which depend on excited states , may in fact exhibit differences
from bulk values over an even wider range.

In this paper , we attempt to shed some light on the question of the interface stoi-
chiometry by constructing continuous-random-network (CRN ) models. This techni-
que has been widely used in modeling the atomic structure of amorphous solids. In
fact , pioneering work using CRN models was done for amorphous S102 by Evans and
King1 and by Bell and Dean .9 Later , the technique was used to study amorphous Si,
Ge and other mater ials)°~

2

In carrying out the present study we first built several mo~eIs of amorphous SiO ,.
We used the “Framework Molecular Models ” manufactured by Prentice-Hal l, Inc., of
Englewood Cliffs , New Jersey. They consist of sturdy plastic tubing which can easily
be cut to size and which fits snugly over the prongs of small metal units , representing
atoms. The units used to represent Si atoms have four m etal prongs pointing in
tetrahedral directions. Oxygen atoms , which ought to have two prongs, were
represented by small pieces of bare copper wire beni at an angle of 144° , which
corresponds to the observed average angle for amorphous SIO,)3 Since , however ,
the plastic tubing was slightly bendable , the resulting Si-O-Si angles actually have a
distribution about 144° . The Si-O bonds were represented by blue tubing cut to 1.6
inches, so that one inch corresp onds to 1 A. Every Si atom was always connected to
four 0 atoms in the tetrahedral directions, and every 0 atom was always connected
to two Si atoms in order to maintain proper stoichiometry . No excessive bending of
the plastic tubing connecting atoms was allowed. 0 atoms were not allowed to
approach each other by less than about 2 inches (0 nearest-neighbor atoms in
crystalline SlO, are separated by about 2.5 A) . While in crystalline SiO~ one finds
only six-fold rings (counting an Si-O-Si unit as a “fold ”), we allowed from four-fold
to eight-fold rings. 9

For the purpose of modelin g the interfa ce , we first had to choose an ori entation for
the crystalline Si substrate. We chose the (100) orientation because it is the one
used most often in devices. We therefore constructed a substrate of several (100)



3

planes of crystalline Si. Red tubing cut to 2.35 inches was used for the Si-Si bonds
(1 inch = I A). The dimensions of the exposed surface were approximately 2 ft x 3
ft. The objective of the study was to continue this structure and build several layers
of amorphous S102.

• 
~1~~ 

— -.

Fig. 1 A photograph of the Si-Si02 CRN Fig . 2 A histogram of the
model showing a stoichiometrically abrupt Si-O-Si angle distribution.
interf ace.

• At the first stage of our interface studies we relied totally on visual tests. Clearly,
we could use both Si-Si bonds (red) and Si-0 bonds (blue) and construct an Si0~
layer of arbitrary thickness. We could also allow an arbitrary amount of
roughness.3 ’4 Our objective was therefore to attempt to co’istruct a model with an
interface region which is as smooth as possible and as thin as possible, without
excessive distortions of the ~onds and without dangling bonds. Such an exercise
would thus not answer the question of how thick the interface region actually is in
real systems (it probably varies from sample to sample), but it would provide an
indication as to how thin it can be and perhaps set a lower limit. Our initial work
indicated that an SiO~ region of about 4-6 A was necessary to avoid excessive
distortions. We finally succeeded, however, in constructing a model with a complete-
ly abrupt interface, i.e., without an intermediate layer con taining both red and blue
bonds. The distortions of the bonds were similar to those of the other models. A

• photograph of this model is shown in Fig. 1. The conclusion that one reaches is that
an abrupt interface in real samples is not ruled out by geometrical considerations and
should be achievable, unless energetic considerations favor an interface with an SiO X
layer several Angstroms thick.

In the second stage of our work we attempted to calculate which configuration would
actually be favored by energetic considerations. For this purpose we used one of the
CRN models which had an Si0~ interface region of about 6 A. The coordinates of
all the atoms were measured with a ruler to an accuracy of better than 0.1 inches.
These coordinates were then used as a starting poin t in a computer relaxation
program similar to the one used in Ref. 12. The total force on each atom was
calculated as the sum of three types of forces:

• 
• —••- • • • • • - • -~~••~~~~~~~ • , ,•--•--—•.-- • - • •
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(a) a bond-stretching force with a potential

~~ [( R _ R 1)2 ._ R 02]2

where R is the position vector of the atom of interest , R1 is the position vector of a
nearest neighbor. R0 is the measured crystalline bond length , and a is the bond-
stretching force constant.

(b) a bond-bending force with a potential

Ub — 4 - 13 [ ( R _ R J) . R _ R k) _ c ] 2

where and Rk are the position vectors of the two nearest neighbors, and C is a
constant such that the potential is minimized for a bond angle of 144° , if the atom at
R is an oxygen , and 109.6° if the atom at R is a silicon. $ is the bond-bending force
constant and is different for Si and 0 atoms (see below).

(c) a van der Waal’s force with a Lennard-Jones potential with a cutoff:

A 
+ 

B J R - R I  ~~~• I R — R1 16 I R — R 1 1’2

— 0  J R — R 1 I > R ~

The main role of this force is to keep the 0 atoms from going too close to one
another. The above forces are certainly not the totality of forces on atoms in solids.
They are, however, a minimal set needed for a stable solid and have been found to
work well within the context of CRN m odels. ’2 The choice of force constants will
be discussed later.

In the relaxation procedure, each atom was displaced in turn toward its equilibrium
position determined by the total potential U — U, + Ub + U~ . This was done by
computing the local gradient vector and moving the atom in the direction of the force
by small steps. The cycle was repeated until the atoms approached a good approxi-
mation to equilibrium in both energy and position.

Once the coordinates of the original model were relaxed , a search was made by the
computer to locate all the Si-Si bonds lying between 6 and 5 .& from the top layer of
the crystalline Si substrate. Oxygen atoms were then inserted at the midpoints of all
such bonds and the relaxation program was run again. Fig. 2 shows a typical
histogram for the Si-O-Si angle after relaxation. Once equilibrium was reached, the
final elastic energy was recorded. Si-Si bonds lying between S and 4 A were then
eliminated by inserting oxygen atoms and relaxing. The procedure was repeated for
each successive inch until all Si-Si bonds above the top layer of the subst rate were
eliminated. The result for our initial choice of force constants indicated that the

• - a.— - ~



5

elastic strain energy decreased as the width of the SiO X reg ion was decreased. The
same result was obtained for the elastic distortion energy of the entire system and

• also for a bond-normalized elastic distortion energy )5 W~ therefore repeated the
entire procedure for a wide range of force constants with ifl physicall y acceptable
limits. In all cases an abrupt interface was preferred.

The final conclusion of this work is that an abrupt interface is not ruLed out by either
geometric or energetic considerations at T = 00 K. The model we used is not
reliable enough to allow us to conclude that the abrupt interface would in fact be
formed under realis tic growing conditions at finite temperatures. The effect of
impurities, defects , such as dangling bonds , finite temperature , and other factors.
would have to be included before a more definite conclusion can be reached.
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I. INTRODUCTION

The problem of the electro nic structure of solid surfaces has attracted considerable

at tention during the last several years. 16  A variety of methods have been develope d and used

to study surfaces of me t als and semiconductors. These methods belong to one of four general

categories: (a) methods that simulate the semi-infinite solid with a finite numbe r of atoms 7~ 0

(cluster methods); (b) methods that simulate the semi-in ifinte solid with a fieite number of

atomic layers having two-dimensional per iodicity 1 1-24 (slab methods ); (C) methods that solve

the Hamilto nian of the semi-infinite crystal directly (wavefunction -iri atching methbd25~’28 ;

Green ’s function matching method29-35 ; transfer- matrix or continued fraction method 3
~~2) ;

and (d) methods that treat the creation of a surface as a perturbation of an otherwise perfect

infi nite solid.43 53 All the above methods may be used with a variety of one-elect ron Hami lto-

nians (semi-empirical , Har t ree-Fock , self-consistent pseudopotential , etc. ) together with one of

many possible basis sets in terms of which the wavefun ctions are expanded (plane waves ,

atomic orbitals , muffin-tin orbitals , etc. )

All four classes of methods have been used widely in studies of ideal model systems as

well as studies of real materials. For semiconductors , calculations have thus far been done in

terms of only the first three classes of methods. Methods belonging to the fourth class , i. e.

those treating the creation of a surface as a perturbation of the otherwise in finte perfect

crystal , have been formulated by several authors , in all cases making use of Green ’s functions.

Applications have been mainly on ideal systems that simulate no real materi al and on the

so-called jellium model used to simulate simple metals. 54’55 More recently, limited applications

of such methods have been reported for surface states of some transition metals.50’52

In this paper we develop a method which treats the creation of a surface as a perturbation

and is particularly suited for semicond uctors and insulators. Its foundations are the same as

those of the methods used or discussed in Refs. (43)-(53), in that it is based on a Green ’s

f unction formulation of scattering theory. It therefore has a number of distinc t advantages. It

- - - - - • --- — - - - - -—--— - - • - - —— - _ _
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deals with a truly semi-infinite solid , instead of a finite cluster of atoms or finite number of

layers. As a consequence , the band continua are described in terms of continuous functions ,

instead of being simulated by a set of discrete states. Furthermore , the changes produced in

the electronic structure of the infinite solid by the creation of the free surface are obtained

directly, thereby avoiding the subtraction of two large quantities. From the computational

point of view, it deals with matrices whose size is determined by the range of the potential

change due to the surf ace. In contrast , cluster and slab methods deal with matrices whose size

is determined by the range of surface-state wavefunctions, which is aln~ost always considerably

larger.

In our particular formulation , a semi-empirical linear-combinat ion-oI-atomic-orbita ls

(LCAO) representation is used as in Refs. (43-45 , 47-53) but a novel way of creating the

surface is introduced , which allows the surface perturbation to be repre sented by very small

matrices. More specifically, the matrices encountered in our method are usually an order of

magnitude smaller than corresponding slab matrices.

The plan of this paper is as follows. In Sec. II we give the general results of scattering

theory in solids, as it has been developed by Callaway, 56 Garcia-Moli ner 57 and others , and

give the general form of the equations in an LCAO representation. The equations are then

specialized for perturbations which , like surfaces, have two-dimensional periodicity. Finally,

the form of the perturbation which corresponds to the creation of a surface is described and

the method of calculation is discussed. In Sec. III we present applications of the method to the

Si and Ge (100) surfaces using the same Hamiltonian employed by Pandey and Phillips 13’58 in

slab calculations in order to make a direct comparison and demonstrate the power of the

present method to describe real materials. In Sec. IV we apply the method to a study of the

(100 ) surfaces of the isoelectr onic series Ge-GaAs-ZnSe and of Si02. We end with the

conclusions in Sec. V. Details of the calculations are given in a series of App endices. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ • • • •~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ • ___
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II. SCATTERING-THEORETIC FORMALISM

A General Results

Let H be a one-electron Hamiltonian describing an infinite periodic solid. The corre-

sponding eigenvalue problem ,

H° 4’~k — E~k ‘Pnk ( I )

yields the energy bands E~k and the corresponding Bloch functions 
~~k• The one-particle

Green’s fu nction Ge of this system is defined for outgoing waves by

G° ( E) = u r n  — 
1 (2)

€ -..O~ E+ i€-H E1’-H

where the superscript + on E in the second form is a short-hand notation for the full expres-

sion involving the limit as c -‘0 from above. The operator G can also be conveniently

expressed in terms of the complete set of Bloch eigensolutions of H° as

G°(E) — ~ # l)~ ><# n!~ I (3)

As usual , the density of states of H ° is given by

N°(E)=~~.-L 1m Tr G°(E). (4)

Now let U be any perturbation , and let

H — H ° +U (5)

be the new one-electron Hamiltonian for the perturbed system. The new eigenvalue problem

(6)

and the solutions fall into two catego ries: States with energies within the forbidden gaps of

_ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _
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the spectrum of H°, and states within the band continua. One therefore usually seeks to

determine the positions of the discrete states in the band gaps and the changes produced in the

density of states within the band continua.

For states in the band gaps one can immediately rewrite (6) in the form

(l-G °U) 4, — 0 .

If 4’ is expanded in terms of an orthonormal basis set ~a’ i.e.

(8)
a

eq. (7) can be transformed to a set of linear algebraic equations for Ca

I [6~ - I G~ (E) U~ J c~ — 0 , (9)

where the Green ’s function in the {
~~a } representation is directly obtained from eq. (3) :

a 
< a I 4’nk ><4 ’nk I +p>

Ga~(E) — I — — (10)
nk E-E flk

From eq. (9), bound states correspond to zeros of the determinant

D(E) — det I 84-IG~ (E)U~,~ I . (Ii)

An important feature of this result is that the effective order of the determinant in eq. ( 1 1 )  is

equal to the order of t he matrix U , so that the method is part icularly suitable for short-range

perturbations. The scattering-theoretic aspect of this approach is quite obvious in that, in

more formal terms, equation (11) actually determines the discrete poles of the scattering

matrix. The process under consideration here is, of course, the scattering of Bloch waves by

the perturbation potential creating the surface.

Once the bound-state energy is determined from equation ( 11), the corresponding wave

function Is calculated from equation (9).
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The change in the density of state s AN(E) — N(E) - N°(E) within the bands, is obtained

by first defining the Green ’s function G(E) for the perturbed system by

• G(E) — 
1 (12)

E~-H

and relating it to G°(E) by Dyson ’s equation , i.e.

• G = G ° + G °U G .  - (13)

The new density of states is given by

N(E)=i~~~LIm Tr G(E). (14)

The change in the density of states AN(E) can now be conveniently written as

A N ( E )  — -L d8(E) ( 15)
s- dE

where the quantity 8(E) is the phase shift , given by

6( E) — - tan~~ (Im D(E)/Re D(E)I ( 16)

where D(E) is as defined by eq. ( 11). It should be noted , that ~N( E) depends only on G° and

U , so that its evaluation does not require the solution of Dyson ’s equation ( 13). Equation

(16) shows that 8(E) goes through an odd multiple of ~/2 every time Re D(E) — 0. If such

an energy is labeled E0, one may then expand D(E) in the vicinity of E0 to obtain the

corresponding contribution to the change in the density of states in a Lorentzian form centered

at E0

~N (E) =~E. I 
, ( 17 )

2ir (E-E 0)2 +f2/4

with the half-width r given by

r — 
2 Im D(E0) 

, (18)
Re D’(E0)

_ _ _ _ _ _ _ _ _ _ _  ~~--•--~ - • - -~~~- - •~~~~~~~-~~ -- ~~~~~- • •  — • •—~~~~~—-
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In (18), the prime denotes differentiation with resp ect to energy. When r>o , ~N(E) corre-

sponds to a resonance of half-width r, whereas when r<o, j~N(E) corresponds to an an tireso-

nance with half-width r I .  Notice that the same expressions apply within the gaps where Im

D(E) — 0 so that F=0 and eq. (17) reduces to a 6-function indicating a discrete state.

.~N(E) satisfies the important sum rule

f
AN (E)_o~ (19)

known as Levinson’s theorem. When the discrete states in the gaps are counted separately,

(19) becomes

f ~N( E) — - N b (20)
bands

where Nb is the number of discrete states in the gaps.

The relation for the discrete states, eq. (9), as it applies to point defects in semiconduc-

tors was first derived by Koster and Slater. 59 A more general treatment has been given by

Callaway56 and by Garcia-Moliner .57 Callaway employed Wannier functions for the set

which are convenient for general analytical results but very cumbersome for actual calcula-

tions. More recently, t he problem was formulated in terms of LCAO basis sets in the above

fashion by Bernholc and Pantelides,~ who used the method to calculate the electronic

structure of the vacancy in several semiconductors, Here, we turn to surface-related problems

and st udy an arbitrary perturbation that retains two-dimensional periodicity. Before we

proceed further , however , we must introd uce some necessary LCAO terminology.

B LCAO Representation — Planar Perturbations

In order to describe a perfect infinte crystal in an LCAO repre sentation, we introduce

atom ic-like orb ita ls on each atom in the primitive unit cell and denote them by ~~(r-j,), where

are the positions of the acorns in the unit cell and a labels the s, p ... etc. character of the
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orbitals. For the purpose of solving for the eigensolutions of H ° we first define the Bloch

sums

ik .(R .+~xr(~
) — e — —J 

~~a 
(r - R~-~,) (21)

- N 3

whe re are the Bravais lattice vectors and N 3 is the number of Bravais lattice points in the

3-dim. bulk lattice. The Bloch functions are then expanded as follows:

— I C ,(k) x~’(!) (22)
— av —

Upon diagonalization of the secular matrix <~~~~1 
H ° I ~~~~~~~ > at each k , one obtains the

• eigenva lues E~kand the corresponding eigenvectors C~~, which define the Bloch functions. In

the applications to be presented in this paper , the matrix elements <q~~, I H ° I p ’ ’ ’>  which

are needed to construct <X~nI H D I x~
’
~” are treated as parameters . The method has often been

referred to as the Empirical Tight Binding Method (ETBM ).

For an arbitra ry perturbation U, one must first choose a basis set in terms of which to

expand the new wavefunc tions 4,, express the Green ’s function G° , evaluate the matrix of U,

and proceed with the formalism described in the previous subsection s. In early formulations of

the problem , the Wannier functions were thought to be the natural set for localized perturba-

tions. Whe n an LCAO representation is used for the bulk band structure , howeve r , the set of

atomic orbitals {
~~a } has been shown to be a more natural and useful choice for point

defects .61 Along the same lines , for planar perturbations , it is natural to use the set {q,~} and

define ~~~~ orbitals in order to take advantage of the fact that the system retains two-

dimensional periodicity. Because of this per iodicity, a two-dimensional g vector is a good

quantum number and layer orbitals are simply Bloch sums in two dimensions. They are

defi ned by

.mP( r) — Z ~~~~~~~ ~~(r-gj -~~ (23)

where are the lattice vectors of the two-dimensional Bravais lattice and ~~ are the position

• ~•-~~• - - -—•~--—-- —_-—--. —~-- - - • ~~~-~~~~~ -—~~- - -~ 
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vectors of the atoms in the two-dimensional unit cell. The number of Bravais lattice points in

the 2-dim. lattice is denoted as N2. The index m labels different planes of atoms and the index

v labels diffe rent atoms in the same plane. The above definition of layer orbita ls is the same

as that used for slab ‘calculations in an LCAO representation. For convenience , we will

occasionally use a composite index ~— ( a m v)  for the layer orbitals.

States of the perturbed system are then expanded in terms of the layer orb jt als

4P~~ (!) — ~ A~q 4 (~) 
- (24)

where s numbers the various states at eac h g. The Green ’s function G° and the perturbation

matri x U can then be evaluated in the 14~ I representation at each g, from which the determi-

nant D(E), the bound states , the change in the state density AN(E ), etc. can be determined.

C. Free Surfaces

The next task is to identify the perturbation U describing the creation of a free surface .

There are essentially two ways to accomplish this task. One possibility is to “switch off ” the

interactions between orbitals on the atoms on a number of adjacent planes (Fig. Ia) so that

two non-interacting semi-infinite solids are formed. Clearly, the number of planes involved in

this procedure is determined by the number of nearest-neighbour interactions that are included

in the tight-binding Hamiltonian H° of the bulk. For example , if only first-nearest-neighbour

interactions are included in the bulk Hamiltonian, switching off the interactions between only

two adjacent planes will accomplish the decoupling between the twin surfaces. The interaction

between orbital a and orbitals $ on two different atoms is formally switched off by simply

setting U~ — - H p. In this procedure both atoms become involved in the process of creating

a surface.

An alternative way to create a free surface is to remove one or more layers of atoms so

that again two non-interacting semi-infinite solids are formed (Fig. I b). As it is clear from
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Fig. 1 , the number of atoms involved in creating the surface is now smaller (in most cases

smaller by a factor of two). The “ removal ” of atoms is accomplished by simply setting their

diagonal matrix elements to a constant u and then letting that constant go to infinity. This

proced ure was firs t introduced by Bernho lc and Pa ntel ides~~ in the case of the vacancy in a

bulk semiconductor. In fac t , the creation of a surface is equivalent to the introduction of a

“planar vacancy ” (in the case of nearest-neighbour coupling) or “planar divacancy ” (in the

case of next-nearest-neighbour coupling) etc. For example in a one-dimensional crystal with

only nearest-neighbour interactions, a vacancy creates two non-interacting semi-infinite solids.

Algebraically, the matrix elements of the perturbation U between atomic orbi tsls a and /3 are

of the form

— u8a8 (25)

for a and /3 on the atoms to be removed. With this form of perturbation and in the limit u~~ ac ,

the condition for bound states , eq. ( 1 1 ) ,  becomes

~ (E) — det I G?,’(E) I — 0 (26)

where I and I’ are layer orbitals on the planes of atoms to be removed. The change in the

density of states .~N(E) is given by the same expre ssion (15 )  and (16) with D(E) replaced by

~ (E) defined by eq. (26).

The new procedure of creating free surfaces , which we will refer to as the “ removal

method”, has a number of distinct advantages over the previously used method , which we will

refer to as the “switch-off method ”. (a) In the “ switch-off ” method one must set up the

Green ’s function matrix and the nondiagonal perturbation matrix U~ j”, whereas in the

“ removal met hod ” it is sufficient to calculate the Greens ’ function matrix , as can be seen in

equation (26). This result illustrates that the bulk Green ’s function contains complete

information about the electronic structure of an ideal surface (i.e. no change of the bulk matri x

elements up to the surface ). (b) Computationa lly. the dimension of the resultant matrix in the

k - -
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“ removal method ” is usually smaller by a factor two. (c) The Green ’s function matrix G ° is

Hermitian for the bound states , whereas 1 -G U, encountered in the “switch off ” method is

generally not. As a result , the labor may be reduced at various stages by at least a factor of

four or eight.

In the above discussion we compare d the relative merits of two different ways of con-

struct ing the perturbation that creates a free surface in the scattering-theoretic formalism. In

either way, the relevant matrices are substantially smaller than the secular matrices encoun-

tered in slab calculations. In particular , as will be seen in the next section, the secular matrices

of typical slab calculations are an order of magnitude larger than our Green ’s function

matrices.

III. THE (100 ) SURFACE OF Si and Ge - COMPARISON WITH OTHER CALCULA-

TIONS

In this section we present calculations of the electronic structure of the ideal (100)

surface of Si and Ge in order to illustrate that calculations using the scattering-theoretic

method described above are in fact rather straig htforward for real materials and can easily

provide a wealth of information.

The geometrical arrangement of the atoms for the 100 surface of Si is shown in Fig. 2.

The axes shown are the crystallographic y and z axis. The two-dimensional unit cell is marked

out by the dashed line; it contains one atom in each layer. The corresp onding two-dimensional

Bnllouin zone is shown in Fig. 3. We will use the same ETBM Hamiltonian used by Pande y

and Phil lip s 13’58 to study the (100) surface of Si and Ge so that a direct comparison will be

possible. This Hamiltonian uses only s and p orbitals on every atom and retains only first- and

some second-nearest neighbour interactions. The values of the parameters in standard

notation are given in Table I. An ideal surface is then defined as an abrupt termination of the

bulk crystal, keeping all the intra- and inter-atomic interactions unaltered. In this approxima-

_________ ~~ -•~~~~ - • 
• •

~~
• -* -~~~- •• 
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tion , no new parameters are necessary for the calculation of the electronic structure of the free

surface . The creation of the surface can be accompli shed by removing two layers , as shown in

Fig. 4.

A. Energy Levels of Bound Surface Stat e s

In the scattering-theoretic method , the first task is the evaluation of the projected band

structure (PBS) , i.e. the projection of the bulk bands Enk with k — (~ , k 1) for each 
~ 

in the

surface Bri llouin zone. The PBS is needed for the calculation of the G ° -matrix (Appendix A),

but it is also extremely useful in its own right. It allows one to identify all the gaps and

“ pockets ” where a search must be made in order to determine the positions of states that are

truly bound at the surface. We have calculated the PBS for Si (100) and Ge (100) and display

them in Figs. 5 and 6. Instead of the usual practic e of cross hatching the continuum regions

uniformly, we display the actual projected eigenvalues at each 
~ 

for a fixed set of k~ values.

These are precisely the subset of bulk states which would have to be used if the surface-state

wavefunctions were to be expanded in terms of bulk Bloch functions. The distribution of

points at each ~ in Figs. 5 and 6, therefore , provides visual information about which bands

contribute more heavily to the formation of surface stat es. In particular it gives a visual

impression of the density of bulk states at each ~~~.

Bound states in the gaps and pockets of the PBS are determined in an unambiguous way

by searching for the zeros of ~ 3(E) given by

~q(E) — det II <,r1~1I G 0 I.~
’m’M’> I  (27)

where, for the examples under consideration , the indices m and m’ run over only the two layers

that are removed for the creation of the twin non-interacting semi-infinite solids (Fig. 4) . The

size of the relevant Green ’s function matrix is therefore 8*8 and can be evaluated with

modest effort (App endix A) . The search for bound states can then be made by using an 

.~~- -~~~- -•---~~~ - -. -~-- -~~~~------- . -..---- - —-• •.—- -••.--~~~ - - - - • - - • --~~
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efficient algorithm described in Appendix B. The results are shown as solid lines in Figs. 5

and 6. We will collectively refer to the surface bands as the surface band structure (SBS).

We turn now to a comparison of the above results with those obtained by Pandey 58 using

the slab method in which the semi-infinite solid is simulated by a slab of finite thickness. For

the (100) surfaces of Si and Ge Pandey 58 used 20 layers of atoms. The electronic states of

the slab were then expanded in terms of layer orbitals and the corresponding secular matrix

~~~~~ I H ° was set up and diagonalized at each ~~~. The size of the slab !natrix is

thus 80x80 , which is an order of magnitude larger than the corresponding scattering-theoretic

matrix of eq. (27). The slab matrix needs of course be diagona lized only once at each g,

instead of at a mesh of energies and furthermore the Hamiltonian matrix elements encountered

in the slab method are easier to evaluate than the Green ’s function matrix elements. Neverthe-

less, the scattering theoretic method is less time-consuming if our way of creating the surface is

used together wtth the efficient root-finding algorithm employed in our catcutations. As b r

the actual results in Figs. 5 and 6, a comparison with the slab calculation shows excellent

agreement. For highly localized states the surface state energies in the case of Si agree within

better than 0.01 eV so that there was no reason to plot the slab results separately. In the case

of Ge the same agreement is found for most of the states except for a rigid shift 62 of 0.06 eV.

(States in the small pockets and the empty states in the conduction band were not reported in

Ref. 58.) As one might expect , for extended states there are appreciable differences in the

energy positions of surface states. One example is the surface state at I’ in Ge. We find that

the state extends over more than 20 layers . Thus, it is not surprising , that the slab-calculation

result deviates from our surface state-energy by 0.32 eV. Theoretically, these differences are

significant in that we try to solve a given model problem as accurately as possible. Experimen-

tally, extended states are difficult to detect , so that the slab method describes the experimen-

ta lly interesting states satisfactori ly. We will now turn to a discussion of surface state

wavefunctions. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — ---- - -—~~-— - -  - -.--.. —-
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B. Surface-State Wavefunctions

The calculation of the wavefunction in our method is rather straightforward , and is

described in detail in Appendix C.

F In Figs. 7 and 8 we plot orbital sums of the wavefunction amplitude on each layer defined

by

f~~(E) — E P AT’~ (E 5) j j 2 , (28)

for several surface states of Si and Ge. In Fig. 7 we plot for comparison a numb er of wave-

functions with distinct behavior. Example 7a shows the wavefunction amplitude of a gap state

which is completely localized in the surface plane. An orbital decomposition of f~~q(E) shows,

that this state is 50% pt,.- and 50% P~- like. This type of bond acts like a link between

surface atoms and is therefore referred to as the bridge bond. The second type of gap states

usually encountered on a 100-surface in group IV semiconductors is the so called dangling

bond. The wavefunction corresponding to the dangling-bond state at J is shown in Fig. lb.

The orbital decomposition of f’~’q (E) for this state shows that it has predominantly s- and p~-

character , resulting in charge density that “ dangles ” perpendicular to the surface. A typical

examp le for a backbond is given in Fig. 7c. This state is again very localized , but its amplitude

is shared mainly by the first two layers indicating a charge buildup in the “back bond ” .

Example 7d shows the wavefunction of an empty state in one of the tiny pockets in the

conduction band part of the PBS. Such states lie very near the bulk energy continua and are

therefore very extended. Similar states in the vaLence band pockets are more localized, but

interestingly enou gh they are localized in the third to fifth layer.

When a surface state band approaches the bulk band projection , the states might ,

depending on the symmetry of their wavefunctions , become more and more extended. This is

shown for the dangling-bond band in Ge between I’ and K in Fig. 8. At K (Fig. 8d) the

wavefunction decays within 2 layers. As the surface band approaches the bulk band projection 

-~~~~- ~~~~~~~— -~~~~~~~~~~~~~~ .-- - - . .
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(Figs. 8b and c) the wavefunction becomes more extended and eventually at r (Fig. 8a) it

extends over more than 20 layers.

We have included in Figs. 7 and 8 a comparison between the surface state energies

calculated by our method and by the slab method (energy values in parenthesis) for the states ,

whose wave functions we show. For highly localized states (see e.g. 7a , 7c, 8c, 8d) the

energ ies are exactly the same in the two calculations. For extended states (7b , 8a , 8b) more

or less pronounced deviations occur. For such states the slab metho 4, would have to employ

thicke r and thicker slabs. The accuracy of the scattering-theoretic method , remains unaffected

by the extent of the wavefunctions, because it deals with a truly semi-infinite solid. Where the

resul ts of the two methods disagree, the scattering-theoretic method is to be viewed as more

accurate.

C. Changes in State Densities — Surface Resonances

In addition to the bound surface states lying within the gaps and pockets of the PBS, the

presence of a surface also induces changes in the density of states within the band continua.

These changes can be calculated directly by using eq. (15). For the particular problem at hand

we have

~~ (E) — ~~~ -~~
- ~(E) (28)S ,r dE

where

~q(E) — — tan s Elm ~ 5(E)/Re ~ 5(E)1 (29)

The changes given by eq. (28), however , app ly to the complete “ algebraic” syste m, consisting

of two semi-infinite solids and the “ removed ” layers wi th states at infin ity. In particular , if we

define nt~ to be the new partial density of states for the m~ layer and n to be the partial

density of states for any layer in the infinite bulk crystal , we have

— I rIç(E)-n~(E)L (30)
m

—— — —-. —-— — —.- -.-- —
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where the sum is over all the layers , including those “removed ” by the perturbation. For the

actual physical system of interest , i.e. a semi-infinite solid , the relevant quantity should not

include the “ removed” layers and their states at infinity. Leaving those terms out , we obtain

£~Nq (E) — E~~ q (E) + 2n (E)1/2 (31)

where the factor 2 inside the square brackets corresponds to the number of rembved layers and

the division by 2 gives the final value for one semi-infinite solid.

Both quantities , i.e. q (E ) and ~ Nq (E) were calculated and found to satisfy Levinson ’s

theorem: ~i~3(E) integrates over the energy range of the bulk bands to —8 corresponding to

the 8 states at infinity introduced by the “ removal ” perturbation and ~N5(E) integrates to

zero. The number of states is thus conserved.

A typical ~N 5(E) for Si at q~~(0.5 , 0.5) 2v/a (the J point of the surface Brillouin zone

see Figs. 3 and 5), broadened by 0.1 eV is given in Fig. 9. II comparison is made with Fig. 5,

one observes that the spikes at 1.5 eV and — I eV correspond to true surface states in the gap;

the remaining structure corresponds to changes in the continuum density of states. Some of

the structure can be identified as resonances and antiresonances, as discussed in Sec. II. For

example , t he negative spikes at —10 eV , —1 .2 eV . and 4.3 eV are clearly antiresonances. The

structure that appears in the range —8.5 eV to —5 eV looks rather peculiar. At first glance,

one might view it as two neighbouring resonances giving rise to a twin-peak feature . Such an

explanation is not adequate , however , because the integral of ~N3( E) over this ran ge corre -

sponds only to one extra state. More careful examination reveals that the structure corre-

sponds to two resonances of about the same width ~~~ a wider antiresonance between the

two. The two negative dips are thus the remnants of the antiresonance tails. Therefore , the

net change in the ‘wmber of states in this energy region should be one , as it was indeed found

to be. This setucture , there fore , helps demo nstrate the fact that the change in the continuum

L  - ~~~~~~~ J
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density of states may be considerably more complicated than a mere succession of Lorentzian-

type resonances and antiresonances.

If we integrate ~ Nq(E) of Fig. 9 over the valence bands , i.e. up to about — I eV (the top

of the projected valence bands at J; see Fig. 5), we find that a total of one state has been

removed. Similarly, if we integrate over the energy range of the projected conduction bands

alone , we also find that a total of one state has been removed. The two missihg states are of

course balanced by the two states in the gap, and Levinson’s theorem is satisfied . However ,

the finding also reveals that the two bound states are derived from both the valence and the

conduction bands. This realization raises some questions about the validity of a semi-empirical

Hamiltonian which is chosen to fit the valence bands very well while doing rather poorly for

the conduction bands. It is plausible that the lower of the two gap states is Jetermined

predominantly by the valenre bands and is thus qui!e reliable , while the upper state is deter-

mined by the conduction bands (this point is explore d further in Sec. 111 D below). The most

crucial test of a semi-empirical surface Hamiftonia~i is of course a comparison with the surface

states obtained by self-consistent calculations , as pursued by Pandey, 58 who concluded that the

results were quantitatively accurate.

In Fig. 10 we give the total change in the density of states ~N (E), which was obtained by

summing over 
~ 

in the surface Bnllouin zone. The main features can be understood by

referring to Fig. 5. The states in the gap correspond primarily to what we described as the

bridge-bond band. The peak at about —0.8 eV corresponds to the dangling-bond band , also

shown in Fig. S. Finally, the extra states at about —6 eV correspond to the surface band that

runs from a point near K toward F in Fig. 5.

We turn now to compare with the slab method once more. By its nature , the slab method

is less suitable for the description of changes in the band continua because , unlike the scatter-

ing theoretic method , it simulates the continuum with a set of discrete states. In the case of

the (100) surface of Si and Ge discussed here , the 80 x 80 slab secular matrix yields 80 energy 

— -- - --,- -- —- —--“--- ——~~~---_ - - - - - - - - - -.---———- - - —~ -.~.- ~—-~ - - - - - - - ----- - 
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levels at each ~~. A few of these correspond to the bound states in the gaps and pockets

discussed earlier. Some of the remaining states which lie within the band continua may be

identified as resonances if their wavefunctions exhibit localization. For example in Ref. 58 a

reso nance was found at ;he .1 point of Si (100) at —7 eV which is in the middle of the broad

structure we discussed earlier (Fig. 9). We found that there are actually two resonances and

an antiresonance within that region. It is clear that the procedure of examining slab wavefunc-

tions is likely to miss both antiresonances and broad resonances. The latter correspond to

charge localization building up from small contributions by states over a rather wide energy

range.

One procedure that has been used in conjunction with slab calculations is to construct a

histogram out of the discrete states. Such histograms for each ~ tend to be rather crude

because of the small number of states. They become more meaningful for the total density of

states when a sum over ~ 
is carried out. Note , however, that this procedure yields the total

density of states for the perturbed system. One must subtract large similar total state densities

for the perturbed and unp erturbed systems in order to obtain the small changes due to the

perturbation — a clearly error-prone procedure .

D. Local Densities of States

In the previous subsection we discussed the total changes in the density of states within

the band continua. Those curves contain resonances , antiresonances and other structure , but

convey no information about how localized these features are . What is needed is something

analogous to the wavefunctions of bound states discussed in subsection B above. Such

information at each q vector is contained in local densities of states which are defined for each

layer by

N,(q, E) — - ÷ Im Tr G1,(q, B ) .

— -—-- - _ -- - - - - - -~~~~~~~~~—.- .-_ -_ — -—-~~- — -—. --_ - - - -
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The calculation of these quantit ies needs the explicit determination of the new Green ’s

function G in a layer-orbital representation. For this purpose , Dyson ’s equation (eq. ( 13))

must be solved. The procedure is given in detail in Appendix D. Typical results of such

calculations are shown in Fig. 11 , where g was chosen to be (0.5, 0.5), as was the case in Fig.

9. In Fig. 1 Ia we display N 1(q, E) beginning with the surface layer 1— i and continuing into

the bulk to 1—7 , for which N f(q, E) becomes almost identical with the layer density of states

in the bulk infinite crystal. The curves are broadened by 0.3 eV and contain the bound states

in the gaps as well. In Fig. 1 lb we display the change s in the local density of states for each

laye r which illust rate more clearly the decay characteristics of the bound states , the resonances

and antiresonances. In particular note that the bound state at 1.54 eV, whose wavefunction

was shown in Fig. 7a , is once more seen in Fig. 11 to be localized in the first layer. In

contrast , the bound state at —0.9 eV (Fig. 7b), is seen in Fig. 1 lb  to extend over several

layers. We also see in Fig. 1 lb that the prominent antiresonances at about —10 eV is

localized within about three layers, whereas the broad feature between —6 and —8 eV, which

we discussed in connection with Fig. 9, extends over more than seven layers. Note that for the

firs t two layers , this feature appears to be a single broad resonance at about —7 eV, and was

so identified in the slab calculation of Ref. 58. Fig. 11 confirms the interp retation of the

broad feature as a sum of two resonances and one antireso nance , as discussed in subsection C

above.

In conclusion, we find that the scattering-theoretic method provides a much more direct

and accurate description of the changes in the continuum density of states than the procedures

used in slab methods.

The Koster -Slater -type scattering-theoretic approac h also has advantages over the

transfer-matrix method. 42 Both these methods describe truly semi-infinite solids and the labour

involved may be comparable. However in the transfer -matrix method one calculates the new

Green’s f unction directly, without making use of the unpert urbed-crystal solutions , so that

~
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changes in the electronic structure must be calculated by subtracting two large qu antities as in

slab techniques. Furthermore the calculation of the surface energy bandstructure in the

transfer-matrix method is significantly more laborious as compared to the scattering theoretic

approach.

E. An Alternate Calculation for Ge (100)

In addition to our calculation based on the Pandey, Phillips I-Iamiltonian for Ge, we have

also performed surface state calculation s for Ge (100) using the tigh t binding parameters of

Chadi63 . Chadi obtained a good fit to the Ge valence bands with only first-nearest-neighbour

interactions (Table 1) . By comparing our results of the two calculations we are able to arrive

at several conclusions about the orig ins and the nature of the surface states.

The complete PBS and the surface states obtained with Chadi’s parameters are given in

Fig. 12 , which should be compared with Fig. 6. ft is clear that the valence-band projections

are very similar in the two cases whereas the conduction-band projections are quite different.

The f irst-neares t-neighbour parameters yield a conduction band with a width of 7 eV and its

minimum at F. The second- nearest-neighbour Hamilton ian yields a conduct ion band with a

width of 3.5 eV and its minimum at th e L-poin t (which maps onto J and 3 ’). It is also clear

from Figs . 6 and 12 that the surface states obtained in the two cases are qualitatively similar.

In the valence bands there is even quantitative agreement in both the energy position and

dispersion. The dangling-bond band calculated with the Chadi Hamiltonian is shifted upward

by only 0.3 eV , whereas the bridge-bond band is shifted upward by abou t 1.3 eV with respect

to Fig. 6. The width of the bridge-bond band calculated with the first-nearest-neighbour

Hamiltonian is smaller (.3 eV) than the width resulting from the second-nearest neighbour

Hamiltonian (1.45 eV). These results suggest that the dangling-bond band is indeed derived

mainly from the valence bands , whereas the bridge-bond band is derived mainly from the

conduction bands. It should be noted, that in the first-neares t-neighbour approximation the

bridge bond band lies at the atomic p-level energy . This is a direct consequence of the high
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localization of the bridge bond and the fact , that neighbouring atoms in the (100) plane are

second nearest neighbours.

IV. APPLICATIONS TO OTHER MATERIALS

A The (100) Surfaces of ~~~ 
GaAs , and ZnSe

In this section we apply the scattering-theoretic method to the (100) surfaces of the

isoelectronic series Ge, GaAs, and ZnSe. This study will allow us to address a number of

issues that arise in the application of the method to compound semiconductors. The materials

were chosen in order to carry out a study of the variation of the surface electronic structure

with increasing ionicity. Similar studies of the ( 110) and the ( 1 1 1 )  surfaces of this isoelec-

tronic series have been done by others .~~~

We again use ETBM Hamiltonians as in Sec. Ill. For this study of qualitative trends , we

use the first-nearest neighbour Hamiltonians given by Chad i63 (Table 1) .

The geometry for the zincb lende semiconduc tors is the same as for Si or Ge (Figs . 1-4)

except that we have alternate layers of anions and cations. For example , to create a Ga- or an

As- terminated surface in GaAs, it is sufficient to remove one As or one Ga layer , respectively.

This removal yields a 4 x 4 Green ’s function matrix and creates two inequivalent surfaces. 67

The left-hand semi-infinite solid is rotated about the x-axis by 900 compared to the right-hand

semi-infinite solid with respect to their common y-z coordinate-system. As a result , the zeros

of dci I 0’ I yield singly degenerate states (except at r and K) corresponding to the two

surfaces. The states on the two opposite surfaces are related by a simple 90° rotation1 so that ,

e.g., the J point of the one surface corresponds to the I’ point of the other, and vice versa.

This complication may be avoided by removing two layers, namely a Ga and an As layer. The

size of the Green ’s function matrix is incre ase d to 8 x 8, but the energies of the surface states

of both Ga- and As- terminated (100) surfaces are obtained from the zeros of one determi-

— —- - 
- - - -
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nant. The states of the two surfaces can then be distinguise d by either examining the wave-

fu nctions or , even more simply, by perfor ming a complementary calculation with 4 x 4 matrices

(only one layer removed).

The surface band structure (SBS) (or Ge (100),  calculated in the fir st-nearest-neighbour

approximation has already been given in Fig. 12 and was discussed in Section I ll D. Our

results for the GaAs and the ZnSe (100) surfaces are shown in Figs . 13 and 14 , where

separate plots for the anion- and the catio n-terminated surfaces are given.

The first result that is evident from Figs. 13 and 14 is that surface states of an anion-

terminated surface tend to be within the valence band region. Conversely, surface states of a

cation-terminated surface tend to be within the conduction bands. This result correlates nicely

with the well known fact that bulk valence bands are dominated by anion-like states while

conduction bands are dominated by cation-like states (see also Fig. 15). It also demonstrates

that the character and energetic position of most surface states depend primarily on the nature

of atoms in the first layer.

If we recall that our ETBM Hamiltonians describe bulk valence bands quite accurately

and bulk conduction bands rather poorly, it follows immediately that our calculations of the

SBS of the ideal anion-terminat ed surfaces are quite reliable, whereas the corresponding

calculations of the SBS of the ideal cati on-terminated surfaces are qualitative at best. We will

therefore first discuss anion-terminated surfaces in detail and then make a few remarks about

cation-terminated surfaces.

Both GaAs and ZnSe anion-termin ated surfaces have a backbond -typ e band that lies

entirely within the heteropolar gap. These states are highly localized and are predominantly

anio n s-like , very much like the bulk band immediately below them. These characteristics

become more prominent as one goes from GaAs to ZnSe. Similarly , the dispersion of the

I A
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backbond-type surface band gets smaller with increasing polarity, as does the dispersion of the

bulk band immediately below it.

Both GaAs and ZnSe have another backbond-type surface state that appears in the pocket

around —4 to —6 eV. These states turn out to be more spread out and their dispersion

decreases much more slowly along the isoelectronic series.

We turn now to the two surface bands in the fundamental gap. As in the case of Ge, the

lower band has a dangling-bond character formed by s and p~ orbitals , whereas the upper band

has a bridge-bond p~,-p~ character . In fact , the separation between the bridge bond and the

dangling bond may be largely due to the presence of the s admixture in the latter. This is

consistent with the fact that the average separation between the two types of states is smaller

in ZnSe where the Se atomic s states is lower in energy than in As and thus does not admix as

much. As for the dispersion of the two types of states , we note that the bridge-bond band is

almost dispersionless and lies at the atomic p level , whereas the dangling-bond band has more

dispersion through interactions mediated by the second layer.

Turning to the cation-terminated surfaces , Figs. 13 and 14 reveal that , qualitatively, a

similar set of surface bands is obtained. As noted earlier , the bulk conduction bands are given

rather poorly by the ETBM Hamiltonian used in our calculations. The two surface bands

within the range of the projected conduction bands are therefore only qualitatively meaningful.

The dangling-bond band of GaAs, however , which lies in the fundamental gap appears to agree

rather well with the self-consistent results of Appelbaum , Baraff , and Hamann. 28 We investi-

gated the origins of this state at sample g points by calculating ~N~(E) and integrating it over

the projected valence bands. The resulting integral was — 1 indicating that the state is mainly

derived from the valence bands, very much like the dangling-bond band of the (100) surfaces

of Si and Ge and the anion-terminated (100) surfaces of GaAs and ZnSe. This finding

suggests that the dangling-bond bands even of cation-terminated surfaces can be calculated

fairly reliable in a first-nearest-neighbour approximation. Finally, the back-bond states

~

---

~ 
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appearing in the valence band pocket of cation-terminated surfaces (Figs. 13 and 14) are

probably derived totally from valence states and are therefore even more reliable.

B. The 100) Surface of

In this section we study the Si- and the 0- terminated (100) surfaces of the ideal cubic

form of Si02, i.e. $-cristobalite. SiO2 is an important technological material and is widely used

as a substrate for depositing other substances. Knowledge of the surface electronic structure

of this material m ight help understand the way it bonds with other substances. The study we

present here is somewhat crude, since we calculate only surface states with the $-cristobalite

geometry. On the other hand , studies based on ~-cristobalite-like geometries have helped

understand most electronic properties of bulk crystalline and amorphous Si02. We therefore

expect that the present study of Si02 surfaces, which is the first to be attempted , will serve as

a guide for more detailed understanding in the future .

The first-nearest-neighbour parameters (Table 1) used in the bulk ETBM Hakuhltonian ,

were found by fitting to the Si02 bulk valence bands given in Ref. (68) and to a band gap of 9

eV.69 The valence bands and the band gap are reproduced accurately by retainin g only the

Si-O and the 0-0 first-nearest-neighbour matrix elements. The Si-Si interactions are left out.

The geometrical arrangement of the atoms for a Si-terminated (100) surface of SiO2 is shown

in Fig. 16, where we have depicted the first 8 layers, including the surface layer. The two-

dimensional unit cell is again marked by a dashed line. It should be noted, that the unit cell

contains one atom in each Si layer but two atoms in each 0-layer. The point-group symmetry

(C2~) and the SBZ are the same as in the zincblende materials (Fig. 3).

The creation of two adjacent Si-terminated surfaces is accomplished by removing one 0

layer, yielding an 8 x 8 Green ’s function matrix (2 atoms per unit cell). The creation of two

adjacent 0-terminated surfaces cannot , however, be accomplished by removing only one Si

Layer, because the resulting two semi-infinite solids are still coupled via the first-nearest-

~
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neighbour 0-0 interactions. In order to accomplish the desired decoupling , at least two layers

(one Si and one 0 layer) must be removed. The result is a l2x  12 Green ’s function matrix

describing one Si-terminated surface and one 0-terminated surface. The calculated states can

then be sorted by comparing with the previously obtained states for the Si-terminated surface.

The projected valence bands of Si02 are shown in Fig. 17. The upper part of the

projection , with a width of about 3 eV , results mainly from the nonbonding or “ lone pair ” 0

2p-orbitals which lie perpendicular to the Si-O-Si chain. The lower part , with a width of about

7 eV , results mainly from the bonding 0 2p-orbitals , which lie along th~ Si-O-Si chain. The

bonding bands have the same overall structure as the valence bands of Si. The similarity in the

corresponding parts of the projected band structures may be seen by compairing Figs. 17 and

5.

The surface states for the Si- and 0-terminated (100) surfaces of cubic Si02 are shown in

Figs. 17a and b. No bound surface states were found in the optical gap for either surface.

The nonbonding bands are affected very little by the creation of the surface. No dangling-

bond bands are split off , as expected , because there are no bonds to begin with. Instead , the

states in the non-bonding bands are very much atomic in character , so that the creation of the

surface is only a weak perturbatio n , as far as the tone pair orbit als are concerned. The

bonding bands, on the other hand , show pronounced surface states , as one migh t expect , since

bonds are broken by the creation of the surface.

For the Si-terminated surface (Fig. 17a) we find a number of surface states which are

predominantly localized on the 0 2p-orbitals in the 0 layer immediately below the surface Si

layer. They are therefore best described as backbond states. The Si dangling-bond states are

high in the conduction bands. Most of the backbond states lie very close to the bulk band

projections and show similar dispersion. This behaviour may be explained by the fact that the

0 atoms in the strengthened backbonds retain all their Si neighbours and four out of their six

0 neighbours.

_ _  
- -.-~ -4
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In the case of the 0-terminated (100) surface (Fig. 17b), the perturbation has an even

stronger effect. Two of the six 0 neighbours and one of the two Si neighbours of each

surface-layer 0 atom are removed. The 2p-orbitals on the surface-layer oxygen atom are ,

therefore , left dangling, ’ giving rise to two dangling-bond like bands at around —4 eV in the

gap of the PBS between the projection of the non-bonding and the bonding bands. These two

dangling-bond bands (resulting from the two atoms in an 0 layer) are almost degenerate at I’,

but split slightly at other q-points, because the two 2p orbitals point in diffe?ent directions.

Finally, the lower lying bands have again back-bond character .

The most significant of the above results is the finding that oxygen atoms at the free

surface give rise to occupied dangling-bond states which lie in the gap between the bonding

and non-bonding valence bands. This finding is independent of our Hamfitonian parametriza-

tion and special crystal structure , since the dangling bond states must lie in the gap7° above

the bonding bands and below the non-bonding bands (the energy of a Si-O bond is lower than

the energy of an 0 2p-orbital , and the energy of a Si-O-Si bond is even lower). These states

should be observable and can probably be detected by high resolution experiments.

~~~. 
Conclusions

We have demonstrated that the Koster-Slater method for dealing with localized perturba-

tions can be formulated in a way that allows the study of the electronic structure of surfaces of

real materials. We have pointed out the various advantages of the method , when used in

conjunction with tight-binding Hamiltonians. We illustrated applications of the metho d to the

free ( 100) surfaces of Si, Ge, GaAs, ZnSe and cubic SiO2. The method would be particularly

suited for the study of reconstructed surfaces , where large unit cells are involved. Such studies

have not been persued yet. Instead , we have modified the method to treat interfaces between

two semi-infinite crystalline solids. This work will be reported in a separate paper. Finally the

method has the potential of being a very efficient way of carrying out self-consistent calcula-

tions of the electronic structure of surfaces and interfaces.

_ _  . - --



- - -

Page 26

Acknowledgements

We are indebted to J. F. Janak for a general program to calculate tight-binding bulk

energy bands of arbitrary crystalline materials and to J. Bernholc, J. F. Janak , S. 0. Louie and

A. R. Williams for valuable discussions.

r 

~~ - -- - - -—-— —~—--~~-- - ~
- - -

~~~ -



Page 27

~ ppendix A

Evaluation of the Green ’s Function Matrix Elements

The matrix elements of the Green ’s function G°(E) (equation (3)) in the layer-orbital

representation (equation (23)) are given by

I <~~~~~~~><~~~~~‘~~ >
, (A . 1)

f l~

where I nk> are the Bloch functions [eq. (22)] and I tq> are the layer-orbitals defined by eq.

(23).

In order to evaluate the matrix elements in (A.1), we must introduce further notation.

We first rewrite the bulk atomic position vectors in terms of two-dimensional Bravais lattice

vectors 
~ 

plus appropriate basis vectors in the form

~ j~~~i 2 j ~~~?~~ 
(A.2’

Furthermore we need to decompose the basis vector into a surface-parallel component o~

and a perpendicular component scm:

Am — ~m + ,~m (A.3)

Note that for any bulk-atom , Li locates a two-dimensional Bravais lattice point , ,~m locates a

particular plane , and finally o~ defines the atomic position in the two-dimension al unit cell in

that plane.

AIo.j the same lines, the bulk It vector must be decomposed into surface-parallel and

-psr~sadicuIar components:

— (q+g) + ~~ (A.4)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Note that the surface-parallel component has been written as the sum of a g vector in the

surface Brillouin zone (SBZ) and a two-dimensional reciprocal lattice vector g, because the

projection of It onto the surface does not necessarily lie within the two-dimensional Bri llouin

zone.

With the above decompositions , the matrix elements appearing in (A. 1) can be evaluated.

The result is

G~1’ (E , ~) I I I’ P~p’ (k~~,g+g). (A.5)
3 n k~ g E~ -E~(k 1,g+g)

The auxilia ry function P is given by

P~g’ (k~~, g+g) = ~~~~~~ (k~~,~ +g) Cam~,(k i, a÷& x

x exp [ig.(o~’-a~
’)J e~p [ik j .(K m~K m’)I . (A.6)

Note that the Bloch-function coefficients C now have the double index m, ~ in place of the

single index , appearing in eq. (22) because of the decomposition given in (A2). Finally, the

prime on the g-sum in eq. (A5) means that the sum is carried out only over those g vectors

neccessary to cover the projection of the bulk Bri llouin zone onto the surf ac e as required by

the decomposition (A4).

For the (100) surface of a diamond- or zince-blende-type material , the projection of the

bulk Brillouin zone is shown in Fig. Al together with the SBZ. Also shown is the irreducible

segment of the SBZ, marked by the four high-sym metry points r , I, J’, and K. For ~ vectors

inside the cross-hatched region of the SBZ, no g vectors contribute to the sum in eq. (A5).

For g vectors in the remainder of the irreducible square there exist non-trivial contri butions to

the g-sum in eq. (AS) . This means that one must sum over k~~—k~ both at the q point itself

and at the corresponding g+g. as shown by the hatched regions in Fig. A l .

______________________ 
____ _______ ___________ —4
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For ~ points inside the cross-hatched region of the SBZ , the sum over k 1 —k~ extends

from —2 w/a to +2w/a , where a is the lattice constant , as illustrated for g points along the I’J

lu5 - in Fig. A2. The figure is simply the cut of the bulk Brillouin zone by the plane which is

perpendicular to the surface and contains the line ri. For i-points outside the cross-hatched

region of the irreducible square , the limits at ~ and ~~~~ are different and i-dependent , as

illustrated in Fig. A2 for one such point q. By making use of symmetry considerations , it can

be shown that instead of summing over the appropriate ranges of k~ at both g0 and ~~~~~~ the

same result may be obtained by simply summing only at So over the range —2w/a to 2w/a

(Fig. A2). This alternative way of evaluating the sums in eq. (AS) is a substantial simplifica-

tion especially for g points away from high-symmetry lines in the SBZ.

For the (100) surfaces of diamond- and zinc-blende-type materials , scm — am/4 and eqs.

(AS) — (A6) simplify to

C~~(xq )C?(x )~0,,’ (q, E) — — I j  dx exp [lwx(m-m )/2 1 , (A.7)
— 2 ~ _

~~ 
E~ -E~(x ,~ )

where x~~k~ a/2w. Before this expression can be evaluated , one must deal with the fact that

E~ stands for E + i sc , and the limit -.0 is to be taken. in the gaps and pockets of the PBS

one can simply set € .0 and evaluate 0?,’ (q, E) without any complication , because the

denominator in (A7) is never zero. In addition , G e.’ is Her mitian , which reduces the compu-

tational effort even further. Within the PBS continua , however , e cannot be set to zero .

There are two ways to proceed: The most direct way is to set c to a small but finite energy

and evaluate eq. (A7) as it stands . The result will be a Green ’s function which is broadened

by the amount c .  Alternatively, one introduces the spectral function

Sf1’ (~ , E) — 1 <!~~ I nk> ’<nk I t’5>8(E-E nk ) , (A.8)
nk —

and takes the limit c 0 analytically resulting in

• S,1’(5,E)
0,,’ (g,E) — 

E-E’ 
dE’ — iw S11’(q,E) (A.9) 
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where the bar on the integral sign denotes principal value. Sf1’ can be evaluated directly. The

result is

N ‘ . r ~ E~(k 1,q +g) i — lSe,’ (q, E) — .—
~~ I I I P~g’ ( kr ,  ~+g) 

~~ 
I - j (A .l0 )N 3 n i O.~j k 1~~kj ~

where k i  are defined by

E E n (kl, q+q) . (A . l l)

For our particular case , the final result for S~~’ is (x~ — kj  2w/a)

• r ôE~(x .q+g) —1Sy’(q, E) — -
~~
- I exp [iwx~(m-m ’)/2I I C~’ (x~~) C~ (x~~) 

~ 
- I 

J
L j  fl O~

- (A.I2)

where x
~ 

is defined by

E — E~ (x i, ~) (A .l3)

and — l ( x ~(l.

H
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Appendix B

Search for the Bound State Energies

The energies of bound surface states are determined by the zeros of

D(E) — det 
~ G ,’ (E, g) ~ 0. (B.l)

where t’ and I’ run over the layers which have to be removed for the creation of the surface.

(See Appendix A for the evaluation of the matrix 6?,’). The determinant in (B .l) may be

evaluated numerically in a variety of ways hut the search for the zeros could be a time-

consuming task. Instead , the zeros can be located much more efficiently by first converting

the matrix 0?,’, to triangular form and counting the number of negative diagonal elements. 11

this number is different at the two ends of a given energy range , the difference corresponds to

the number of zeros of D(E) in that range. The chosen range is then systematically bisected

until the positions of zeros are determined to the desired degree of accuracy. In our calcula-

tions the surface states of the chosen Hamiltonians were determined with an accuracy of I

meV.
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4~ppendix C

Calculation of the Wavefunctions

The eigenvectors of the Hamiltonian H are given by the Lippmann-Schwinge r equation

( C l )

where ~ is the solution of H °, i.e. ~ stand s in our problem for a bulk Bloch function. In the

pockets and gaps of the PBS, where the true surface states are encquntered , there exists no

nontrivial solution of H °. Therefore , the wavefunction for the surface states is given as

(C.2)

In the surface problems discussed in this paper , the perturbatio n operator acts only on a very

limited part of the Hilbert space of H ,  as was extensively discussed in Section II. We ,

therefore , partition the perturbation operator , the Green ’s operator and the wavef unction in

the two subspaces of H °, which we label A and B:

- 
( U 1 A );~~° . 

~~~~~~~~~ 
);~~~~ - (h) ,  (C.3)

where ‘A is the unit operator in the subspace A. With (C.3) inserted in (C.2) we find

— u 
~~
‘A 

(C.4a)

— 0Bk U (C.4b)

Eq. (C4a) may also be written as

( il A — G ~~) (u 1~A) .0 .  (CSa)

This is a homogeneous set of linear equations and can be solved for (uI~A ) for any arbitrary

value of u. In the limit u~~ one simply diagonali zes G~~ and the resulting eigenvectors U#A
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are fi nite so that 4’A~~°’ as expected. The quantities u4#A are the n inserted in (C4b) and 4#i~

can be directly calculated by simply multip lying the matri x G~A by the column vector (uq~~).

. I j  e -

t
—_—— —— ——  

—_--— -—--~~~~~~~~~ -
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Appendix D

The Solution of The Dyson Equation

The formal solution of the Dyson equation ( 13)

G — G + G O U G  ( D l )

can conveniently be written in terms of the scattering matrix

T — U (!-G U)~~
1 - (D .2)

so that

G — G ° + G ° T G ° . (D .3)

Equation (D.3) shows, that the complete information about the new feature s of the perturbed

system H — H°+U is contained in the scattering matrix T. Due to the limited range of U. the

scattering matrix can be calculated exactly. To calculate T, we have to evaluate ( l - G°U)~~.

We introduce the notation -

0~~ I - .G °U (D.4)

and employ the same partitioning convention as in (C.3) . The matrix 0 is of the form

Q (Q~~t 
0 ) (D.5)

QBA ‘B

and can be inverted analytically, even though QBA and 1~ are infinite submatrices. The result

is

— (t Q~~J_ ’ 0 ) (D.6)
‘B 0BA [Q

AAJ ‘B

Using this result we obtain:

J ~~~~~~~~~~
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0AA — G~~ + G~~ U AA IQ AA I~ Gfi~

0 AB = G~~ + G~~ UAA [QAA I~~ 
G~~ (D .7)

GBA — Gg~~ 
+ G~~ U~ J~ [QAA J~~

’ G~~

0BB — + G A 
UAA [QAA I ’  G~~

This result holds for any perturbation confined to subspace A. Note that QAA is precisely the

matrix one has to evaluate in order to search for bound states. The complete evaluation of the

Green ’s function matrix for the perturbed system can then be done directly by inverting the

small matrix 0AA and multiplying matrices as required by (D.7).

The above results simplify further in the case of the perturbation that creates surfaces

used in this paper. The perturbation is of the form

U AA — u ‘A 
(D.8)

where u is a constant that is eventually let go to infinity. Eq. (D7) then becomes

0AA — 0

0AB — 0 (D.9)

0BB - 0 B - G A [G~ j~~ G~~ .

These equations are valid for all finite energies74. Note that 0AA~~° 
corresponds to the fact

that there are no states at finite energies in the space occupied by the “ removed ” layers.

0A1~~° 
and 08A~~° 

correspond to the fact that the “ removed” layers are completely decou-

pled from the two semi-infinite solids described by 08B Ii is of particular interest that 
~~~ 

is

- - - -_ - -~~-- -  - — - —- - _ ~~~-___—— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - -~~ - _ _ _ _  _ _ _ _
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given entirely in terms of G
o , which describes the infinite bulk solid. This result is of course

true because no electronic or lattice relaxation is included at the surface.

08B contains a wealth of information. In particular , one can evaluate the local density of

states at the ,ih layer (with I in subspace B) as follows:

N 1 (~~, E) — - _!_ Im Tr 10?, (g, E) — I G 1 EG~~r~ G ,~IT

where i and j run over the layer orbitals In the “removed ” layers in the subspace A. The

second term in the curly brackets clearly yields directly the change in the local density of states

for the 1th layer (The sum of these quantities over all layers is equal to ~ N(q, E) discussed in

Sec. III).

~~

I 

~~~~~~

— 

~~~— - — _ _ _ _ _  _ _ _ _
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Table I

Tight binding matrix elements in eV defining the bulk Hamiftonians of the various

materials in standard notation. The superscripts (c) and (a) in the headings of the first four

columns denote cation and anion , respectively , and the superscripts I and 2 refer to first- and

second-nearest-neighbours .

E(c) E~~ Eta) E~a) v~ v~1, v~ ~~~~ 
V~~, ~~~ V~~

Sia —4 .203 0.187 / / —2.08 2.12 2.12 2.32 —0.52 0.58 —0. 10

Gea —5 .830 0.610 / / — 1.69 2.03 2.03 2.55 —0 .67 0.41 —0.08

Geb —5 .63 1.72 / / —1.69 2.76 2.76 3.13 —0 .92 / /

GaAsb —3 .07 3.47 —8.09 I.2~ —1.69 2.37 2.06 3.5! —0.96 / /

ZnSeb +0.01 6.20 —12.03 1.10 —1.69 2.59 1.07 3.46 —0.75 / /

SiO, 13.86 18.36 16.36 — 1.77 — 1.5 3.76 3.5 5.7 1 —0.64 / /

0-0 Interactions / / / —0.6 0.8 0.8 1.29 —0.16 / /

a. Ref. 58

b. Ref. 63

- - —— - - -
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Fig. 1 Schematic graphs showing the creation of the twin surfaces in the two different methods: (a)

“switching off ” interactions, (b) “removal” of layers. In both cases the resulting surface layer

atoms are shaded.
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Fig. 2 The topmost (100 ) surface layer and the following three layers for diamond or zincblende

lattices. In the case of a zincblende materia l even and odd layers contain either anions or

cations , respectively. We retain the crystal y- and z-axis. The bulk lattice constant , denoted

by a.

f~~z

I

Kr

4’

I I

Fig. 3 Reciprocal lattice (dots) for a diamond or zincblende (100) surface together with the surface

Brillouin zone. The irreducible square (C2,,, symmetry ) is cross-hatched.
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Fig. 4 Geometry in a plane prependicular to the surface containing the y-axis. The two dotted layers

are “removed” to create the adjacent surfaces.

PBS & SURFACE STATES OF Si (100)
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Fig. S Projected bulk band structure and surface band structure of Si (100) calculated with the

second-nearest-neighbour tight-binding Hamiltonian given in Ref. 58. The letters b. d, and br

denote the back bond, dangling bond and bridge bond bands, respectively. See text.
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Fig. 6 Surface band structure of Ge .. I 00); for details see caption of Fig. 5.
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Fig. 7 Wavefunction amplitudes as a function of the layer number for some surface states in Si (100)

(summed over the s and p orbitals). The corresponding g and E values are explicitly given.

The energy values resulting fro m a 20-layer slab calculation (Ref. 58) are also given in

parenthesis for comparison.
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Fig. 8 Wavefunction amplitudes for the dangling bond state of Ge (100); (or details see Fig. caption
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Fig. 9 Total change in the density of states at the symmetry point I (or Si (100), broadened by 0.1

eV.
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Fig. 10 Total change in the density of states (in unit s of states/eV/unit cell) summed over the surface

Brillouin zone for Si (100). broadened by 0.3 eV.
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Fig. 11 (a) Local densities of states (in units of states/eV/unit cell) at each one of the first se~en

layers of the Si (100) surface at the symmetry point I of the surface Brillouin zone. The local

density of states at any bulk layer of the infinite crystal is shown by the heavy line. (b) The

changes in the local density of states at each of the first seven layers. The total change is

given by the heavy line and is the same as that shown in Fig. 9. except for diffe rent broaden-

ing. All the curves in this figure are broadened by 0.3 eV. The vertical scale applies in (a)

and (b) for the firs t layer only. The other curves are all shifted down by .4, .8 etc.
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• PBS & SURFACE STATES OF Ge (100)
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Fig. 12 Projected bulk band structure and surface band structure of Ge ( 100) calculated with the

first-nearest-neighbour tight-bindi ng Hamiltonian as given in Ref. 63. The letters h. d and hr

again denote the back bond, dangling bond and br idgebond bands , respectively. The

“atomic ” energy levels are show n for convenience. Note that the bridge-bond band is at the

3p atomic level in a first-nearest-nei ghbour approximation.
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Fig. 13 Surface band structure for the anion- and cation-terminated ( 100) surfaces ~i GaAs. For

details see Fig. caption 12. The dots and stars in Fig. 13b are the selfconsis t ent results , given

in Ref. 28. for the dangling bond and bridge bond , respectivel y.
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Fig. 14 Surface band structure for the anion- and cation-term inated (100 ) surfaces of ZnSe. For

details see Fig. caption 12.
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Fig. 15 Partial bulk densities of states at a Se atom (top) and a Zn atom (bottom) for ZnSe calculated

with the tigh t binding Hamiltonian given in Ref. 63.
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Fig. 16 The topmost (100) surface layer and the following 7 layers for the cubic S102 (ideal

$-cristobalite) lattice. We again retain the bulk crystal cartesian coordinate system. The bulk

lattice constant is denoted by a. Si atoms are shown as lull and 0 atoms as dashed circles. • 
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Fig. 17 Projected valence bands and surface band structure for the Si- and 0- terminated (100)

surfaces of cubic Si02. The energetic position of the “atomic ” 02,, orbitals is indicated.

3 

/ 

~~~~~~~~~~~~~~
q+g4

- • Fig. Al The dots at 1’ and at 1, 2, 3 and 4 are reciprocal lattice points (or the Si (100) surface. 1hv

heavy line shows the Surface Brillouin zone. The square denoted by I’, J , K , J ’ is the

Irreducible part of the surface Brillouin zone. When ~ runs over this irreducible part. the

vectors ~ + g1 for — 1 , 2, 3, 4 (gj being surface reciprocal-lattice vectors) run over the four

squares marked by the corresponding a+&. The dashed octagon is the projection ol the bulk

Brlllouln zone onto the (100) surface and the dashed-dotted square is the projection of that

pats of the bulk Brlllouln zone, for which — 2./aSk1 52./a holds. The details concerning the

cross-hatched and the shaded areas are discussed in Appendix A. 
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Fig. A2 Cut of the bulk Brillouin zone perpendicular to the (100) surface containing the line .J, F, i of

the surface Brillouin zone. For details see discussion in Appendix A. 
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Interfaces between two different semiconductors , ofte n referred to as heterojunctions,

have been investigated extensively in connection with device fabrication . 1 Theoretical studies

of the electronic structure of realistic models of heterojunctions, however , have been carried

out only during the last year. Methods used thus far simulate the solids in contact with either a

finite-thickness slab on a semi-infinite substrate,2 or with two finite-thickness slabs in contact3,

or with a superlattice of such finite-thickness slabs.4

In this paper , we report the development and first applications of ~ new method which for

the first time describes the electronic structure of the interface between two truly semi-infinite

semiconductors. We use the method to give a detailed description of the electronic structure

of the (100) Ge-GaAs interfaces. We compare our results for the Ge-Ga interface with

previous theoretical work (no other calculations have been reported for the Ge-As interface).

Finally we use our results to obtain a new interpretation of available experimental data.

The present method is based on the old Koster-Slater5 idea for the description of localized

perturbationR of otherwise infinite periodic solids. That idea , originally proposed for point

defects has since been extended to describe free surfacesfr8 which may be viewed as arising

from a perturbation that has two-dimensional periodicicy and is localized in the third direction.

We will demonstrate that the creation of an interface between two crystalline semiconductors

can .~tlso be described by a localized perturbation if the unperturbed system is taken to be two

infinite non-interacting solids.

In order to describe the local perturbation that creates the interface, we use the Ge-GaAs

( 100) interface as an example and describe the two unperturbed bulk materials by nearest-

neighbor tight-binding Hamiltonians.~ 11 Each (100) layer of atoms in GaAs has either Ga or

As atoms, so that we can schematically denote an entire layer of atoms with the proper

geometry by a single circle. Fig. I shows the local perturbation that creates the Inte rface:

One As and one Ge layer is removed12 (as discussed extensively In Ref. 8 for the case of free 

- , - -~~~~~~~~~ .- ~~--,---
, -- - -----~~~~~~~~~~~ — - - -
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surfaces), while at the same time one of the two resulting “ fr ee-surface” Ge layers is

“connected” with the appropriate “f ree-surface ” Ga Layer , as shown. The net result of this

perturbation is a system which consists of three decoupled subsystems 14: a Ge-GaAs interface

between two semi-infinite solids, a semi-infinite Ga-terminated GaAs crystal and a semi-

infinite Ge crystal.

Once the interface is described by a Localized planar perturbation, the full machinery of

the Koster-Slater Green’s function formulation can be used8. The main advantages of this

approach are: (a) it deals with semi-infinite solids; (b) it exploits the fact that there exists an

unperturbed system which has full three-dimensional translation periodicity whose solutions are

easily obtainable and whose Green ’s functions can be calculated accurately using standard

band-theoretic techniques. Thus, all properties of the bulk solids are built in from the start

and preserved, and changes in the electronic structure are calculated directly, rather than by

subtracting two large quantities , as in the case of slab approaches. The method yields the

positions, the dispersion and the wavefunctions of the bound states in the gaps and pockets of

the joint projected band structure (PBS), the cha nges in the density of states within the

projected band continua and local densities of states (LDOS) at each layer of atoms.

As a first application of the new method for interfaces we have studied the electronic

structure of the (100) Ge-GaAs and Ge-ZnSe interfaces. We have used the tight-binding

Hamiltonians of Chadi9 which use only s and p orbitsls on every atom and retain only

nearest-neighbor Hamiltonian interactions t0 . The interface matrix elements (Ge-Ga hopping

integrals) were chosen to be the averages of the corresponding Ge and GaAs bulk matri x

elements. In this communication , we discuss only~ the results for Ge-GaAs for which other

calculations are available for immediate comparison.2’4

In Pig. 2 we show the j ointt7 PBS of Ge and GaAs together with the bound states for the

Ge-Ga and Ge-As interfaces. li ii seen that very few bound states appear In the gaps and

pockets of the jo int PBS and that the bound states are in fact very near band edges. Such a

_ _ _ _  - - ~~~~~~~~~~~~~~~~ . .  .~
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situation is consistent with the fact that the two solids are connected without lattice mismatch

and have very simiLar electronic structures , so that the junction is a weak perturbation. Figure

2 by itself , however , does not provide a complete description of all the changes in the electron-

ic structure produced by the formation of the heterojunction. Changes also occur within the

band continua , the dominant featbres of which are usually referred to as resonances or

anhiresonances. In Fig. 3 we show the q-integrated (i.e., summed over the Pwo-dimensional

BriHouin zone) LDOS on the two layers next to each interface and compare them with

q-integrated LDOS on the corresponding bulk layers. (The q-integrated LDOS on other Layers

is virtually identical with the corresponding bulk LDOS indicating strong localization of the

interface effects). Fig. 3 reveals that both heterojunctions give rise to essentially three

interface bands. (see also Fig. 2)

In the case of the Ge-Ga interface (Figs. 2a and 3a), the three bands lie immediately

aboye bulk bands, and their dispersion follows closely the nearest band edge. In fact , Fig. 3

shows that each interface band is actually derived from bulk states immediately below it.

Physically, what happens is that bulk propagating states decay at the interface and have little

or no amplitude on the interface layer. (The situation corresponds to localized antiresonanc-

es). The missing amplitude is shifted up in energy into new states that are localized at the

interface layers and are either bound states (if in gaps or pockets) or resonances (if within the

band continua). A more detailed illustration of this situation , is given by Fig. 4 where layer

densities of states at the P symmetry point are shown. Note, for example, how the bulk states

at -11 eV on the Ge side and at -12 eV at the GaAs side decay at the interface layers ana give

rise to a bound state at -10 eV. The reason that amplitude at the interface is shifted up in

energy and Interface states appear abow the bulk bands is the fact that Ge-Ga bonds are

weaker than either Ge-Ge or Ga-As bonds, since the strength of the atomic potentials4 is in

the order Ga < Ge < As. This behavior is also Consistent with the fact tha t Ge-Ga bonds are

acceptor bonds , in the sense that simple valence counting shows that the two atoms part icipat-

ing in such a bond contr ibute a total of 1.75 electrons. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~~~~~ -~~~~~~~
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In the case of the Ge-As interface (Figs. 2b and 3b), all the effects are of the same

nature except that the three interface bands now appear below the band edges, because Ge-As

bonds are stronger than either Ge-Ge or Ga-As bonds. Furthermore, Ge-As bonds are “donor

bonds”, in the sense that the two atoms participating in Ge-As bonds contribute a total of

2.25 electrons.

The results described above for the Ge-Ga interface are in agreement with and comple-

ment the results obtained by Baraff , Appelbaum, and Hamann (BA4fl2 who carried out a

self-consistent pseudopotential calculation. These authors used as a model geometry three Ge

overlayers on a semi-infinite GaAs substrate and saturated the dangling bonds at the outermost

Ge layer with hydrogen atoms. Calculations were carried out at high symmetry points in the

two-dimensional Brillouin zone and interface states were sought only near the top of the

projected valence bands. An interface band was identified going through K and 3’ at the points

shown as heavy dots in Fig. 2a (5ecause of a different choice of coordinate systems, the I

point in Ref. 2 corresponds to the J’ point in our case). In addition a st-ate at r at -0.1 eV

was found which is resonant with Ge bulk states. This state is also present in our results, but

at -0.2 eV. It behaves like a resonance on the Ge side and decays over four layers on the

GaAs side. BAH assumed that in addition to the above-mentioned interface band, which for

local neutrality must be 3/4 filled2, there exists another fully occupied interlace band at lower

energies as is required by local charge neutrality. Our results show that the situation is

actually somewhat more complicated in that the interface charge is built up from more than

one interface band as well as from some bulk states (Fig. 3a).

The results for both the Ge-Ga and Ge-As (100) interfaces allow for an interesting

qualitative comparison with the results obtained for the (110) Ge-GaAs heterojunction by

Picket. Louis and Cohen4. It should be noted that the Ge-GaAs (110) Interface contains both

types of bonds, Ge-Ga and Ge-As bonds. One would therefore expect to find interface bands

both above and below band edges, very similar to a superposition of our Figs. 2a and 2b. This

~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — -~~~~~~~- .- . -  ...1 ~~~~~~~~~~ -- —“- ——-—- —--.-- ..~~~zJTIIi.~
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qualitative conclusion is born out in the results of Pickett et al. 4 -

Finally, we turn to a comparison of the theoretical results with available experiments.

Esaki cc al. 18 concluded from transport measurements chat no empty interf a ce states (< 5 x

lO b cm-2) .are present in the heterojunction. Experimentally, however , it is not possible to

decide whether the sample contains a Ge-Ga interface , a Ge-As interface or some other mixed

interface. In fact , since according to our calculations both the ideal abrupt interfaces are

metallic t9 in disagreement with experiment , we believe that the most likely configuration is a

stoichiometricaliy muted interface, i.e. there exists at least one layer which contains both Ge

and Ga or both Ge and As atoms so that there are on the average an equal number of Ge-Ga

and Ge-As bonds. In the simplest such case, one can have the Last Ge layer followed by a layer

in which Ge and Ga atoms occupy alternate sites, followed in turn by an As layer , etc. Such a

configuration would have interface states very much like those of the ( 110) interface4 and no

empty states would be present in the gap in agreement with experiment.

in conclusion , we have presented a novel method to calculate the electronic structure of

two semi-infinite semiconductors in contact. We have shown that the method can provide a

detailed description of bound states, resonances, antiresonances and local densities of states for

semiconductor interfaces . The good agreement with the results of self-consistent calculations

provides further support to the notion that empirical tight-binding Hamiltonians can provide a

meaningful description of the electronic structure of semiconductors, their surfaces and

interfaces in the valence band region.

We would like to thank S. G. Louie , P. Maldague and A. R. Williams for valuable

discussions.
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Fig. I Interface creation by a local perturbation. Each circle represents a two-

dimensional plane of atoms. The perturbation consists of the ‘removal ’ of an As and a

Ge plane (arrows) and the appropriate link between a Ge and a Ga plane as shown

(solid line).
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Fig. 3 q-integrated LDOS on the Ge, Ga and Ge, As layers next to the interfaces of

Ge-GaAs in comparison with the LDOS on the corresponding bulk layers

(dashed lines). The shaded areas show the excess density due to the interface.
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Appendix I

• Temperature and intensity dependence of rate of Introduction of neutral
traps In S102 by c-beam Irradiation

I. A. Van Vechten, C. M. Serrano, and 3. M. Aitken
IBM Thomas 3. Watson Research Center

Yorktown Heights, New York 10598

Recent experiments have shown that uncharged electron traps are created in Si02 films
during the course of irradiation with x-rays 1 and with electron-beams2 at energies suffi-
ciently low that Frenkel pair formation is excluded. These defects are in addition to the
well known positively charged electron traps which are also introduced by irradiation. The
neutral defects are not removed by the usual — 400 C anneals2 which remove the positively
charged defects. Because any electron traps that remain in the S102 of the final device will
aggravate hot-electron related threshold instabilities, and because many devices are exposed
to ionizing radiation at some point in their fabrication (during c-beam or x-ray lithography,
during reactive ion etching, RIE, etc.), it is important to understand the nature and origin
of the trapping centers.

Here we report the dependence of the radiation induced neutral trap density upon
c-beam intensity and upon sample temperature during irradiation. A model is proposed to
account for these results

The experiments were performed on 50 am Si02 films grown on 0.2 ~2 cm, p-type
<100> substrates at 1000 C in dry 02. 500 nm thick Al dots were rf evaporated through
a shadow mask to form capacitor structures which were subsequently annealed at 400 C for
20 mm . in forming gas. Individual capacitors were diced from the wafers, placed in the
column of a JEOL 200 scan~ing transmission electron microscope, STEM, on a liquid N2
cold stage. Samples were irradiated with ‘- 6 nA of 50 KV electrons at both room temper-
ature and at the temperature of the cold stage when filled with liquid N2, which is about 90
K. (The same arrangement was used at both temperatures to insure that the exposure
conditions were otherwise the same.) Exposure intensity was controlled by varying the
diameter of the beam. The entire area of each sample was scanned and the total time the
beam scanned the sample was the same for all intensities. Thus, the total dose given all
samples was the same and all but the highest intensity samples were multiply scanned.

After irradiation, the samples were annealed in forming gas at 400 C for 30 m m .  This
removed all the positively charged and some of the neutral centers that were introduced by
the radiation. The remaining neutral traps were studied by injecting hot-electrons from the
substrate into the oxide t’2 , where a small fraction were trapped at the defects. The
resulting shift in flat-band voltage is proportional to the number of electrons trapped in the
oxide. Fig. 1 shows total flat-band shift for samples irradiated at lx 10~ and at 0.1 W/cm2
for 5 mm. plus an unirradiated control sample plotted against the time that a constant d.c.
current of 2 x 10-8 A is passed through the oxide. We see that the fiat-band shift in the
samples irradiated at the higher intensity is less for low temperature than for room tempera-
ture irradiation, that the shift in samples irradiated at room temperature is less for low
intensity irradiation although the total dose is the same, and that for low temperature , low
intensity irradiation , the shift is essentially the same as that in the unirradiated control.
Analysis of the trapping cross sections of the trapping centers showed that the were two
types of defect present in the oxide. One defect had a cross section of about 10.17 cm2 and
was not present in samples irradiated at 90 K. The other defect bad a cross section of
about 10-15 ~~~ and was not present in samples irradiated at intensities below 10 W/cm2.

ECS Spring Mtg.,  Seattle, Wash.,
Electrochelfl . Soc. Extended Ab-
stracts , Vol .78—i ,  p.331 (1978) 
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We propose the following explanation of these results. From the fact that the neutral
defects in question do not anneal out we conclude that they are more stable configurations
of the material than that in the as grown oxide. The energy of the incident radiation is
much lower than the threshold required for direct lattice displacements. However, point
defects (vacancies and impurities) may migrate by means of recombination enhanced
diffusion3, RED, during irradiation to form bound complexes. These processes are normally
thermally activated but depend only on dosage and not on intensity. An intensity depend-
ent inechanisim is required to explain the data in Fig. 1. Dislocations are known to exist in
amorphous matenals4. Misfit dislocations have been induced to glide in GaAIAs heteros-
tructures by ionizing radiation5. This process has a sharp threshold6 at about iO~ W/cm2.
Such motion is reasonable in the present case since migration to the interface would remove
the misfit strain due to the difference in thermal expansion coefficients between Si and
Si02. Both types of process are required to explain the data in Fig. I . We have no
explanation for the apparent discrepancy with the results of EerNisse and Norris7 who
conclude interfacial strain is increased by irradiation.

‘This work was supported in part by the Office of Naval Research under contract No.
N00014-76-C-0934.
1. 3. M. Aitken and D. R. Young, 3. Appl. Phys. 47 , 1196 (1976).
2. 3. M. Aitken, D. R. Young and K. Pan, 3. AppI. Phys., to be published (1978).
3. D. V. Lang and L. C. Kimerling, Phys. Rev. Lett. 33 . 489 (1974).
4. 3. J. Gilman, J. App!. Phys. 44 , 675 (1973).
5. B. Monemar and G. R. Woolhouse, AppI. Phys. Lett. 29 , 605 (1976).
6 B. Monemar , R. M. Potemski, M. B. Small, J. A. Van Vechten , and 0. R. Woolbouse,
to be published.
7. B. P. EerNisse and C. B. Norris, J. AppI. Phys. 45, 5196 (1974).
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Appendix J

Electronic States of Impurities Located at or near Semiconductor-Insulator Interfaces

Nunzio 0. Lipari

IBM T..J. Watson Research Center

P.O. Box 218

Yorktown Heights , New York 10598

ABSTRACT

We solve the effective mass equations describing donor impurities localized at

semiconductor-insulator interfaces using a method which involves an expansion of the impurity

wavefunction in terms of spherical harmonics. We also investigate the behaviour of the

impurity energies as a function of the donor distance from the interface both in the insulator

and in the semiconductor. This allows, for the first time, the connection between surface and

bulk donor properties. Results for the Si-Si02 case are presented.

J. Vac. Sci. Tech., in press
(Aug . 1978) .



I . Introduction

A number of properties of MOS devices are strongly influenced by the presence of

impurities at the semiconductor-oxide interfaces. Karpushin ’ and Bell et al 2 have investigated

the behavior of donor localized at semiconductor surfaces without inversion layers. The effect

of inversion layers was studied by Stern and Howard 3, but their numerical results are restricted

to the two-dimensional limit. Very recently 4, Martin and Wallis have given a theoretical

treatment of wavefunctions and binding energies of donors localized at semiconductor surfaces

in inversion layers. using simple variational wavefunctions which are adequate only for

extremely high electric fields. They show that the two-dimensional limit is approached only

for unrealistically high electric fields.

- - The purpose of the present paper is twofold . First , to solve more accurately the same

hamiltonian as that used by Martin and Wallis for all realistic values of the electric field in the

inversion layer. Second , to extend the treatment to include the case of donors situated not just

at the semiconductor-oxide interface but also near it, i.e. as a function of the donor distance

from the interface both in the insulator and in the semiconductor.

In section II. we present the equation for the case of a donor impurity situated at the

interface and define the basic approximations using in deriving it. The method of solution is

also presented. In section III the case of donors situated near , and not just at . the interface is

discussed and solved. Numerical results are presented in section IV and discussed with

particular reference to the recent experimental data of Hartstein and Fowler 5.

U. Theoretical framework and method of solution.

We consider two contiguous , semi-infinite half spaces and assume that the potential

energy of an electron undergoes a discontinuous jump as the electron passes from the semicon-

ductor to the insulator. For the Si-Si02 case this discontinuity is about 3 eV 3. Here we shall



assume that this discontinuity is infinite and that the electron wavefunctio n vanishes at the

boundary. The effect of this approximation on the binding energy has been shown to be

negligible6. In the region of the inversion layer there is an electric field present which is in

general a complicated function of the distance from the interface. We shall assume the electric

field to be constant, which has been shown to be a good approximation3. For simplicity, we

assume the <100> orientation for Si (for Ge it would be the < I l l > )  even though the present

method could be applied to any other orientation. For this situation , Karpushin t has shown

that the lowest lying bound states are primarily derived from the energy ellipsoids whose major

axis are perpendicular to the interface. Therefore only these ellipsoids will be considered here .

We also neglect intervalley interaction between the two ellipsoids perpendicular to the surface.

With the above assumptions the Hamiltonian for an impurity of charge e can be written as

/~~~ 2 ~~2 ~ -.
H — - (  —~-- -+ -—- — ) - y - --~~+— + aEz + U(r)

\ ~x- ~~ / bz- z (1)

where

.
~~~

_

m~ (2a)

= 4 e 1 (2b)

t 1 4e 2a —
4m~ e

5 (2c)

where E is the external electric field, m1 and me are the transverse and longitudinal effective

masses. respectively; 
~ 
and ‘2 are the dielectric constants of the insulator and semiconductor

respectively, as illustrated in figure Ia. Equation ( I )  has been written using as unit of energy

and length, respectively, the following quantities



2m 1 e4
R —Y (e i+~~

)
~ 

(3a)

E 1+~~a , —
2m1 e2 (3b)

Finally, the potential energy U () is approximated by

U ( t ) = -~~ (4 )

i.e. the screening of the impurity ion potential by the electrons in the inversion layer is

neglected. Hamiltonian (l)is exactly the same hamiltonian as that considered by Martin and

Wallis4.

To solve equation (1), we note that, in the absence of the electric field, the image

potential and the anisotropy (i.e. 
~
‘ — I ) ,  Levine 7 has shown that a state cannot exist unless

(+m is an odd integer , with the ground state being the 2p0 level , in the usual hydrogen atom

nomenclature. When the anisotropy, the image potential and the electric field are switched on

F is no longer a good quantum number but m stiLl is. Therefore , one can write the solution of

(1) as

‘b m (
‘ ‘) 

~j (r) 
~ t 1m (8.c) (5)

where the angles 0�8~ ,/2 and 0�q~~2ir. As a result of the angle 9 varing only in half space.

the spherical harmonics obey different orthogonality rules8. In particular , spherical harmonics

with different m are still orthogonal. but those with diff erent  F are orthogonal only if F-F’ is

even. The matrix elements of all operators appearing in (1) in the basic function (5) can be

calculated analytically, and they will be given elsewhere8. As a result. one is left with a system

of radial differential equations, whose order is given by the number of terms in expression (5) .

This system can be solved by using the following expansion

_ _ _



- - -~ --—~~ - - — _ _ _ _ _

f~ (r ) — ~ C~ e
ail (6)

This allows one to transform the problem from that of solving a system of differential equa-

tions to that of diagonalizing a secular matrix. The size of the secular determinant is given by

the product of the number of terms (N) in expansion (5) times the number of terms (M) in

(6). The convergence of the results with respect to the number of these terms and the choice

of the parameters a is discussed in section IV.

In order to calculate binding energies4, we must also solve Hamiltonian (1) in the absence

of an impurity potential. As shown by Martin and Wallis4, it is sufficient to solve the Hamilto-

nian.

~ 2 8H — - y  — +-  + aEz
z (7)

This one-dimensional Hamiltonian can be solved very accurately by using an expansion of

the type (6). i.e.. by assuming

— ~ C~ e~ iZ (8)

and diagonalizing the corresponding secular matrix , as discussed in section IV. The binding

energies are therefore given by 
.

Eb — E(H0) - E(H) (9)

lii. Impurity located near the interface.

~~~~- - -- . .~~~~~ 
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In the previous section we have considered the situation in which the impurity is located

exactly at the interface. We now consider the situation in which the impurity is located either

in the semiconductor or the oxide (fig. Ib) . in the firs t case, the potential experienced by the

electron is given by

e +e, 1 e -e, 1
V (r)— — — —  1. 

—1 
‘2 r 1 ~2 r2 ( 10)

where

— v’x2+y2+(d-z)2 (h a)

r, — Vx2+y2+(d+z)2 (llb)

d being the distance of the donor ion from the interface. In the second case, i.e. when the

donor is located in the oxide ,

2V,(r)—- (12)

In order to calculate the matrix elements of (10) and ( 12) in the basis (5) we use the well

known expression

x

— !  < Pp (cos y)

~~~ 
F_ o r~,t ” 1 (13)

where r< (r >) is the smaller (large) of I ’~I and III. and y is the angle between ‘‘ and ~ .

Since d is chosen along the z axis. we can write

- .•-~~•——--- ~~—--—--—- — —— --- — — - -



- -~~~ ----•— ~~- -- -~~~—~~~~- --- ~~~~~- -  - -—--- --—-— -~~~~~~ _ • _ _ -
~~~~,

1 1 r t
— = < P1 (cos O)
r 1 ~~~ 

l o  r>
1~ê L  ( 14)

i I r ’— — — ~‘ ( .1)~ 
< P1 (cos 9)

r2 1 0  r>” 1 ( 15)

The matrix elements of (14) and (15) in the basis states (5) can be also calculated

analytically 8. In actual calculations the number of terms in (14) and (15) is kept finite and the

convergence of the results with respect to the number of terms is discussed in the next section.

IV . Numerical results and discussions

All the calculations reported here are for the case of the Si-SiO, interface using the

parameters given by Stern and Howard 3. We first address the problem of convergence of the

calculated binding energies as a function of the basis functions in (6) . All the results reported

here are for the ground state but the analysis can be extended in a straightforward manner to

treat other excited states as well. The exponents aj should in principle be treated as variation-

al parameters. In practice, howeve r , as we have previously seen9, the aj  can be fixed and not

considered as variational parameters if one chooses a sufficiently large number of terms in (6)

and if the a1’s are selected in a sensible way. We have seen that it suffices 1) to include 15

terms in (6), and 2) to choose the largest and the smallest a1 to be 50 and 0.05 respectively,

with the rest of them in geometrical progression , to insure a convergence in the eigenvalues to

better than I part in l0~. The next question regards how many term s should be included in

(5) . This number obviously should increase with the strength of the electric field. In table I

we show the contribution of the various terms in expression (5) for fields up to tO~ esu, which

corresponds to 3xl06 volt/cm. Since l0~ esu corresponds to the physically highest achievable

fields, we see that usually less than 5 terms provide very accurate solutions. Also Hamiltonian

(7) can be solved very accurately using 15 terms in expansion (8). In fig. 2 we compare our

_ _ _ _ _ _ _ _ _ _ _ _ _
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results with the previous results of Martin and Wallis and we see that our analysis is more

accurate and that the two methods agrees for very large values of the electric field. In figure 3

we illustrate the individual effect of the anisotropy, and of the image potential on the binding

energy. We see that , for small and intermediate fields, all these effects are important , whereas .

as shown by Martin and WaLIis , the binding energy tends always to 4 in the limit of infinitely

large electric fields, which corresponds to the two-dimensional limit. In fig. 4 we plot the

mean radius for the ground state as a function of the electric field.

We now discuss the case in which the donor ion is not located at the interface but near it.

In fig. 5 we plot the binding energy of the ground state as a function of the distance of the

impurity ion from the interface in the absence of the electric field. In the case in which the

donor moves in the semiconductor, the binding energy increases and reaches a value which

corresponds to the bulk donor binding energy for the ground state. It is important to note that

the value of — .7 is in units of the Rydberg (3a) appropriate for the interface while for the bulk

one would define a Rydberg in terms of ‘2 only; this means that , in terms of the bulk effective

rydberg. one has for the binding energy the value —1. 6 which is in exact correspondence to the

value calculated using bulk analysis 10. From fig. 5a we see also that the bulk value is reached

after 2 effective radii (i.e. after about 40 A) . and that for distances from the interface larger

than that the binding energy does not change since the radius for the ground state is smaller

than the distance of the donor ion from the interface. In fig. 5b we show the dependence of

the binding energy of the ground state as a function of the impurity distance from the interface

in the oxide. We see that the binding energy decreases as the distance increases, as expected.

We now briefly compare our theoretical results with the experimental findings of Hart-

stein and Fowler5, who have measured the conductivity of n-channel silicon MOSFET devices

in which Na 4 ions were diffused through the oxide to the semiconductor-oxide interface. The

temperature dependence of the peak conductivity can be described by an activation energy

which Hartstein and Fowler identify as the binding energy of an impurity band. By varying



the substrate bias Harts tein and Fowler were able to study the activation energy as a function

of the electric field. For electric fields of 19.9 esu and 60.4 esu they found activation energ ies

of I S meV and 25 meV respectively. In fig. 6 we show the calculated binding energy as a

function of the electric field for the cases in which the impurity ion is at the interface and at .2

a.u ( — 4  A) in the oxide. We see that the observed binding energies agree much better with

the case in which the impurity ion is located not exactly at the interface but very close to it. it

is. howev er , important to note that the present model neglects important effects as discussed in

the beginning of section II. Therefore one should take the result , presented in fig. 6, as only a

qualitative indication rather than quantitative determination of distance of the impurity ion

from the interface. Fig. 6 shows that the solution is sensitive to the distance of the donor ion

from the interface.

In conclusion, we have presented a method which provides accurate binding energies of

donors located at semiconductor-insulator interfaces for any value of the arlisotropy and of the

electric field. We found that the binding energy depends strongly on the distance of the

impurity from the interface. Clearly, one should now improve the theoretical model before an

accurate description of the experimental data is attempted. In particu lar. the screening of the

impurity ion potential due LO the electrons in the inversion layer has to be included. Further -

more . interva lley coupling has to be considered and a better model for the interface should be

used. This aspect is currently under investigation.
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Table I

l Contribution of various terms in the expansion (5) given in text for different values of the

electric field E. Only the / — odd terms contribute tot he ground state. Contributions are

given in percent.

\,
E 1 3 5 1 9 11 13 15

0 91.2 8.3 .5

1 91.1 8.4 .5

I 10 90.3 9.1 .6

102 85.2 13.1 1.5 .2

10~ 70.7 21.9 5.5 1.4 .4 .1

iO~ 50.7 20.5 12.5 5.2 2.1 .8 .3 .1

Ii
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Figure Captions

Fig. 1. Schematic structure of semiconductor insulator structure. In fig. ( I a )  the

impurity ion is located at the surface z— 0. In fig. ( 1b )  the impurity ion is

located in the semiconductor ( I )  or in the oxide (2 ) ,  at a distance d from the

interface. The coordinate axes are also shown.

Fig. 2. Binding energy for the ground state as a function of the electric field for the

Si-Si02 case. Comparison with the results of Martin and Walks, ref. 4 in text ,

is shown.

Fig. 3. Impurity ground state binding energy as a function of the electric field for the

Si-Si01 case. The effects of the image potential and of the conduction band

anisotropy are illustrated.

Fig. 4. Effective radius for the impurity ground state as a f unction of the electric field.

The symbols are the same as in fi g. 3.

Fig. 5. Impurity ground state binding energy as a f unction of the impurity ion from

the interface. Fig. (5a) show , the case in which the donor ion is located in the

semiconductor, while fig. (5b) represents the case in which the donor ion is

located in the insulator. The numerical values correspond to the Si-SiO~

situation.

Fig. 6. Impurity ground state binding energy as a function of the electric field for two

values of the distance of the impurity ion from the interface. The firs t value

(d— O) corresponds to the impurity ion located at the interface ; the value

d—0.2 eff. Units corresponds to the impurity ion located in the oxide.
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